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Preface to the first edition

This book is a seque! to Reliability Evaluation of Engineering Systems. Concepts
and Techniques, written by the same authors and published by Pitman Books in
January 1983.* Asasequel, thisbook is intended to be considered and read asthe
second of two volumes rather than as atext that stands on its own. For thisreason,
readerswho are not familiar with basic reliability modelling and evaluation should
either first read the companion volume or, a least, read the two volumes sde by
side. Those who are already familiar with the basic concepts and only require an
extension of their knowledge into the power system problem area should be able
to understand the present text with little or no reference to the earlier work. In order
to assist readers, the present book refers frequently to the first volume at relevant
points, citing it simply as Engineering Systems.

Reliability Evaluation of Power Systems has evolved from our deep interest in
education and our long-standing involvement in quantitativereliability evaluation
and application of probability technigques to power system problems. It could not
have been written, however, without the active involvement of many students in
our respective research programs. There have been too many to mention individu-
ally but most are recorded within the references at the ends of chapters.

The preparation of this volume has aso been greatly assisted by our involve-
ment with the IEEE Subcommittee onthe Application of Probability Methods, IEE
Committees, the Canadian Electrical Association and other organizations, as well
as the many colleagues and other individuals with whom we have been involved.

Finaly, we would like to record our gratitude to all the typists who helped in
the preparation of the manuscript and, above all, to our respective wives, Joyce and
Diane, for all their help and encouragement.

Roy Billinton - -,
RonAllan

*Second edition published by Plenum Pressin 19%4.
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Preface to the second edition

We are both very pleased with the way the first edition has been received in
academic and, particularly, industrial circles. We have received many commenda-
tions for not only the content but also our style and manner of presentation. This
second edition has evolved after considerabl e usage of thefirst edition by ourselves
and in response to suggestions made by other users of the book. We believe the
extensions will ensure that the book retains its position of being the premier
teaching text on power systemreliability.

We have had regular discussionswith our present publishersand it isapleasure
to know that they have sufficient confidence in us and in the concept of the book
to have encouraged us to produce this second edition. As abackground to this new
edition. it is worth commenting a little on its recent chequered history. The first
edition was initially published by Pitman, a United Kingdom company; the mar-
keting rights for North America and Japan were vested in Plenum Publishing of
NewY ork. Pitman subsegquently merged with Longman, followingwhich, complete
publishing and marketing rights were eventualy transferred to Plenum, our current
publishers. Since then we have deeply appreciated the constant interest and com-
mitment shown by Plenum, and in particular Mr. L. S. Marchand. His encourage-
ment has ensured that the present project has been transformed from conceptual
ideas into the final product. ’

We have both used the first edition as the text in our own teaching programs
and in anumber of extramural courseswhich we have given invarious places. Over
the last decade since its publication, many changes have occurred in the develop-
ment of techniques and their application to real problems, aswell asthe structure,
planning, and operation of real power systems due to changing ownership, regula-
tion, and access. These developments, together with our own teaching experience
and the feedback from other sources, highlighted severa areas which needed
reviewing, updating, and extending. We have attempted to accommodate these new
ideas without disturbing the general concept, structure, and style of the original
text.

We have addressed the following specific points:

» Acompleterewrite of the general introduction (Chapter 1) toreflect the changing
scenes in power systems that have occurred since we wrote the first edition.

Vi



_vili  Preface to the second edition

* Inclusion of achapter on Monte Carlo simulation; the previous edition concen-
trated only on analytical techniques, but the simulation approach has become
much more useful in recent times, mainly as aresult of the great improvement
in computers.

* Inclusion of achapter on reliability economicsthat addresses the devel oping and
very important area of reliability cost and reliability worth. This is proving to
be of growing interest in planning, operation, and asset management.

We hopethat these changeswill be received as a positive step forward and that
the confidence placed in us by our publishersiswell founded.

Roy Billinton
Ron Allan
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1 Introduction

1.1 Background

Electric power systems are extremely complex. This is due to many factors, some
of which are sheer physical size, widely dispersed geography, national and inter-
national interconnections, flows that do not readily follow the transportation routes
wished by operators but naturally follow physical laws, the fact that electrical
energy cannot be gored efficiently or effectively in large quantities, unpredicted
system behavior at one point of the system can have a major impact at large
distances from the source of trouble, and many other reasons. These factors arewell
known to power system engineers and managers and therefore they are not
discussed in depth in thisbook. The historical development of and current scenarios
within power companies is, however, relevant to an appreciation of why and how
to evaluate the reliability of complex electric power systems.

Power systems have evolved over decades. Their primary emphasis has been
on providing areliable and economic supply of electrical energy to their customers
{1]. Spare or redundant capacities in generation and network facilities have been
inbuilt in order to ensure adequate and acceptable continuity of supply in the event
of failures and forced outages of plant, and the removal of facilities for regular
scheduled maintenance. The degree of redundancy has had to be commensurate
with the requirement that the supply should be as economic as possible. The main
question has therefore been, "how much redundancy and at what cogt?'

The probability of consumers being disconnected for any resson can be
reduced by increased investment during the planning phase, operating phase, or
both. Overinvestment can lead to excessive operating costs which must be reflected
in the tariff structure. Consequently, the economic constraint can be violated
although the system may be very reliable. On the other hand, underinvestment leads
to the opposite situation. It is evident therefore that the economic and reliability
constraints can be competitive, and this can lead to difficult managerial decisions
at both the planning and operating phases.

These problems have always been widely recognized and understood, and
design, planning, and operating criteria and techniques have been developed over
many decades in an attempt to resolve and satisfy the dilemma between the
economic and reliability congtraints. The criteria and techniques first used in

1



2 Chapter 1

practica applications, however, were al deterministically based. Typicd criteria

ae

(@ Planning generating capacity—installed capacity equals the expected maxi-
mum demand plus afixed percentage of the expected maximum demand;

(b) Operating capacity—spinning capacity equals expected load demand plus a
reserve equal to one or more largest units;

(c¢) Planning network capacity—construct a minimum number of circuitsto aload
group (generdly known as an (n- 1) or (n - 2) criterion depending on the
amount of redundancy), the minimum number being dependent on the maxi-
mum demand of the group.

Although these and other similar criteria have been developed in order to
account for randomly occurring failures, they are inherently deterministic. Their
essential weakness is that they do not and cannot account for the probabilistic or
stochagtic nature of system behavior, of customer demands or of component
failures.

Typicd probabilistic agpects are:

(a) Forced outage rates of generating units are known to be a function of unit size
and type and therefore a fixed percentage reserve cannot ensure a consistent
risk.

(b) The failure rate of an overhead line is a function of length, design, location,
and environment and therefore a consistent risk of supply interruption cannot
be ensured by constructing a minimum number of circuits.

() All planning and operating decisons are based on load forecasting techniques.
These techniques cannot predict loads precisely and uncertainties exist in the
forecasts.

12 Changing scenario

Until the late 1980s and early 1990s, virtually all power systems either have been
state controlled and hence regulated by governments directly or indirectly through
agencies, or have been in the control of private companies which were highly
regulated and therefore again controlled by government policies and regulations.
Thishas created systems that have been centrally planned and operated, with energy
trangported from large-scale sources of generation through transmission and distri-
bution systemsto individual consumers.

Deregulation of private companies and privatization of state-controlled indus-
tries has now been actively implemented. Theintention isto increase competition,
to unbundle or disaggregate the various sectors, and to allow access to the system
by an increased number of parties, not only consumers and generators but also
traders of energy. The trend has therefore been toward the "market forces' concept,
with trading taking place at variousinterfacing levels throughout the system. This
has led to the concept of "customers' rather than "consumers' since some custom-
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ers need not consume but resel} the energy as a commodity. A consequence ofthese
developments is that there is an increasing amount of energy generated at local
distribution levels by independent nonutility generators and an increasing number
of new types of energy sources, particularly renewables, and CHP (combined heat
and power) schemes being developed.

Although this changing scenario has avery large impact on theway the system
may be developed and operated and on the future reliability levels and standards,
it does not obviate the need to assess the effect of system developments on

customers and the fundamental bases ofreliability evaluation. The needtoassess™ "~

the present performance and predict the future behavior of systems remains and is
probably even more important given the increasing number of players in the electric
energy market.

1.3 Probabilistic reliability criteria

System behavior is stochastic in nature, and therefore it islogical to consider that
the assessment of such systems should be based on techniques that respond to this
behavior (i.e., probabilistic techniques). This has been acknowledged since the
1930s [2-5], and there has been awealth of publications dealing with the develop-
ment of models, techniques, and applications of reliability assessment of power
systems[6—11]. Itremainsafact, however, that most of the present planning, design,
and operational criteria are based on deterministic techniques. These have been
used by utilities for decades, and it can be, and is, argued that they have served the
industry extremely well in the past. However, thejustification for using a prob-
abilistic approach isthat it instills more objective assessments into the decision-
making process. In order to reflect on this concept it is useful to step back into
history and recollect two quotes:

A fundamental problem in system planning isthe correct determination of reserve capacity.
Too low avalue means excessive interruption, while too high avalue results in excessive
costs. The greater the uncertainty regarding the actual reliability of any installation the
greater the investment wasted.

The complexity of the problem. in general, makes it difficultto find an answer to it by
rules of thumb. The same compiexity, on one side. and good engineering and sound
economics, on the other, justify the use of methods of analysis permitting the systematic
evaluations of all important factors involved. There are no exact methods available which
permit the solution of reserve problems with the same exactness with which, say. circuit
problems are solved by applying Ohm's law. However. a systematic attack of them can be
made by "judicious” application of the probability theory.

(GIUSEPPE €aLasreSE (1947) {12]).

The capacity benefits that result from the interconnection of two or more electric generating
systems can best and most logically be evaluated by means of probability methods, and such
benefits are most equitably allocated among the systems participating in the interconnection
by means of “the mutual benefits method of allocation,” since it is based on the benefits
mutually contributed by the several systems. (CARL WATCHORN {19503 [ 13])
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These eminent gentlemen identified some 50 years ago the need for "prob-
abiligtic evaluation," "relating economics to reliability," and the "assessment of
benefits or worth," yet deterministic techniques and criteria ill dominate the
planning and operational phases.

The main ressons cited for this situation are lack of data, limitation of
computational resources, lack of realistic reliability techniques, aversion to the use
of probabilistictechniques, and ami sunderstanding of thesignificanceand meaning
of probabilistic criteria and risk indices. These reasons are not valid today since
mogt utilities have valid and applicable data, reliability evaluation techniques are
very developed, and most engineers have aworking understanding of probabilistic
techniques. It isour intention in thisbook to illustrate the development of reliability
evaluation techniques suitable for power system applications and to explain the
significance of the various reliability indices that can be evaluated. This book
clearly illustrates that there is no need to constrain artificially the inherent prob-
abiligtic or stochadtic nature of apower system into a deterministic domain despite
the fact that such a domain may feel more comfortable and secure.

14 Statistical and probabilistic measures

It isimportant to conjecture at this point on what can be done regarding reliability
asessment and why it is necessary. Failures of components, plant, and systems

“occur randomly; the frequency, duration, and impact of failures vary from oneyear
to the next. There is nothing novel or unexpected about this. Generally al utilities
record details of the events as they occur and produce a set of performance
measures. These can be limited or extensive in number and concept and include
such items as.

system availability;

edimated unsupplied energy;

number of incidents;

number of hours of interruption;

excursions beyond st voltage limits;

* excursions beyond st frequency limits.

These performance measures are val uabl e because they:

(a) identify weak areas needing reinforcement or modifications;

(b) establish chronological trendsinreliability performance;

(c) establishexisting indiceswhich serveasaguidefor acceptableval uesinfuture

reliability assessments;
(d) enable previous predictions to be compared with actual operating experience;
(e) monitor the response to system design changes.
The important point to note isthat these measures are statistical indices. They

are not deterministic values but a best are average or expected vaues of a
probability distribution.
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The same basic principles apply if the future behavior of the system is being
assessed. The assumption can be made that failures which occur randomly in the
past will also occur randomly 1n the future and therefore the system behaves
probabilistically, or more precisely, stochastically. Predicted measures that can be
compared with past performance measures or indices can aso be extremely
beneficial in comparing the past history with the predicted future. These measures
can only be predicted using probabilistic techniques and attempts to do so using
deterministic approachesaredelusory.

In order to apply deterministic techniques and criteria, the system must be

artificially constrained into a fixed set of values which have no uncertainty or
" variability. Recognition of thisresiriction results in an extensive study of specified
scenariosor "credible” events. The essential weaknessisthat likelihood isneglected
and true risk cannot be assessed.

At thispoint, it isworth reviewing the difference between a hazard and risk
and the way that these are assessed using deterministic and probabilistic ap-
proaches. A discussion of these concepts is given in Engineering Systems but is
worth repeating here.

The two concepts, hazard and risk, are often confused; the perception of a risk
is often weighed by emotion which can leave industry in an invidious position. A
hazard isan event which, if it occurs, leads to adangerous state or a system failure.
In other words, it is an undesirable event, the severity of which can be ranked
relativeto other hazards. Deterministic analyses can only consider the outcome and
ranking of hazards. However, a hazard, even if extremely undesirable, is of no
consequence if it cannot occur or is so unlikely that it can be ignored. Risk, on the
other hand, takes into account not only the hazardous events and their severity, but
also their likelihood. The combination of severity and likelihood crestes plant and
system parameters that truly represent risk. This can only be done using prob-
abilistictechniques.

15 Absoluteand relativemeasur es

Itis possible to calculate reliability indices for a particular st of system data and
conditions. These indices can be viewed as either absolute or as relative measures
of system reliability.

Absolute indices are the values that a system is expected to exhibit. They can
be monitored in terms of past performance because full knowledge of them is
known. However, they are extremely difficult, if not impossible, to predict for the
future with a very high degree of confidence. The reason for this is that future
performance contains considerable uncertainties particularly associated with nu-
merical data and predicted system requirements. The models used are dso not
entirely accurate representations of the plant or system behavior but are approxi-
mations. This poses considerable problems in some areas of application in which
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absolute values are very desirable. Care is therefore vital in these applications,
particularly in situations in which system dependencies exist, such as common
cause (mode) failures which tend to enhance system failures.

Relative reliability indices, on the other hand, are easier to interpret and
considerable confidence can generally be placed in them. In these cases, sysem
behavior is evaluated before and after the consideration of a design or operating
change. The benefit of the change is obtained by evaluating the relative improve-
ment. Indices are therefore compared with each other and not against specified
targets. This tends to ensure that uncertainties in data and system requirements are
embedded in &l the indices and therefore reasonable confidence can be placed in
the relative differences. In practice, a significant number of design or operating
srategies or scenarios are compared, and a ranking of the benefits due to each is
made. This helps in deciding the relative merits of each alternative, one of which
is always to make no changes.

The following chapters of this book describe methods for evauating these
indices and measures. The gtress throughout is on their use as relative measures.

The most important aspect to remember when evaluating these measures is
that it is necessary to have a complete understanding of the engineering implications
of the system. No amount of probability theory can circumvent this important
engineering function. It is evident therefore that probability theory is only atool
that enables an engineer to transform knowledge of the system into a prediction of
its likely future behavior. Only after this understanding has been achieved can a
model be derived and the most appropriate eval uation technique chosen. Both the
model and the technique must reflect and respond to the way the system operates
and fails. Therefore the basic geps involved are:

» understand the ways in which components and system operate;, -
identify the ways in which failures can occur;

* deduce the consequences of the failures;

* derive models to represent these characteristics;

« only then sdlect the eval uation technique.

1.6 Methods of assessment

Power system reliability indices can be calculated using avariety of methods. The
basic approaches are described in Engineering Systems and detailed applications
are described in the following chapters.

The two main approaches are anaytical and simulation. The vast majority of
technigues have been analytically based and simulation techniques have taken a
minor role in specialized applications. The main reason for this is because smula-
tiongeneraly requireslarge amounts of computing time, and analytical modelsand
techniques have been sufficient to provide planners and designers with the results
needed to make objective decisons. This is now changing, and increasing interest
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is being shown in modeling the system behavior more comprehensively and in
evaluating @ more informative st of sysem reliability indices. This implies the
need to consider Monte Carlo simulation. {See Engineering Systems, Ref. 14, and
many relevant papers in Refs. 6-16.)

Analytical techniques represent the system by a mathematical model and
evaluate the reliability indices from this model using direct numerical solutions.
They generally provide expectation indices in arelatively short computing time.
“Unfortunately, assumptions are frequently required in order to simplify the problem
and produce an analytical model of the system. This is particularly the case when
complex systems and complex operating procedures have to be modeled. The
resulting analysis can therefore lose some or much of its significance. The use of
simulation techniques is very important in the reliability evaluation of such situ-
ations.

Simulation methods estimate the reliability indices by simulating the actual
process and random behavior of the system. The method therefore treats the
problem as a series of real experiments. The techniques can theoretically take into
accountvirtually all aspectsand contingenciesinherent intheplanning, design, and
operation of a power system. These include random events such as outages and
repairs of elements represented by general probability distributions, dependent
events and component behavior, queuing of failed components, load variations,
variation of energy input such as that occurring in hvdrogeneration, as well as dl
different types of operating policies.

Ifthe operating life of the system is simulated over a long period of time, it is
possible to study the behavior of the system and obtain a clear picture of the type
of deficiencies that the system may suffer. This recorded information permits the
expected vaues of reliability indices together with their frequency distributions to
be evaluated. This comprehensive information gives a very detailed description,
and hence understanding, of the system reliability.

The simulation process can follow one of two approaches:

(a) Random—this examines basic intervals of time in the simulated period after
choosing these intervals in a random manner.

(b) Sequential—this examines each basic interval of time of the simulated period
in chronologicd order.

The basic interval of time is selected according to the type of system under
study, as well asthe length of the period to be simulated in order to ensure a certain
level of confidence in the estimated indices.

Thechoice of aparticular smulation approach depends on whether the history
of the system plays arole in its behavior. The random approach can be used if the

- history has no effect, but the sequentid approach is required if the past history
affects the present conditions. This is the case in a power sysem containing
hydroplant in which the past use of energy resources (eg., water) affectsthe ability
to generate energy in subsequent time intervals.
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It should be noted that irrespective of which gpproach is used, the predicted
indices are only as good as the model derived for the system, the appropriateness
of the technique, and the quality of the data used in the models and techniques.

1.7 Concepts of adequacy and security

Whenever adiscussion of power system reliability occurs, it invariably involves a
condderation of system states and whether they are adequate, secure, and can be
ascribed an dert, emergency, or some other designated status [15]. This is particu-
larly the cage for transmission systems. It is therefore useful to discuss the signifi-
cance and meaning of such dates.

The concept of adequacy is generally considered { 1] to be the existence of
sufficient facilities within the system to satisfy the consumer demand. These
facilities include those necessary to generate sufficient energy and the associated
transmission and distribution networks required to transport the energy tothe actual
consumer load points. Adequacy istherefore considered to be associated with static
conditions which do not include system disturbances.

Security, on the other hand, is considered {1] to relate to the ability of the
system to respond to disturbances arising within that system. Security istherefore
asodaed with the response of the sysem to whatever disturbances they are
subjected. These are considered to include conditions causing local and widespread
effects and the loss of major generation and transmission facilities.

The implication of this division is that the two aspects are different in both
concept and evaluation. This can lead to amisunderstanding of the reasoning behind
the division. In redity, it is not intended to indicate that there are two digtinct
processess involved in power system reliability, but is intended to ensure that
reliability can be calculated in a simply structured and logical fashion. From a
pragmatic point of view, adequacy, asdefined, isfar easier to cal culate and provides
valuable input to the decision-making process. Considerable work therefore has
been done in this regard [6—10). While some work has been done on the problem
of "security," it isan exciting areafor further development and research.

It is evident from the above definition that adequacy is used to describe a
system dtate in which the actual entry to and departure from that state is ignored
and is thus defined as a steady-state condition. The dtate is then andyzed and
deemed adequate if al system requirements including the load, voltages, VAR
requirements, etc., areall fully satisfied. The state is deemed inadequate if any of
the power system constraints is violated. An additional consideration that may
sometimesbeincluded isthat an otherwise adequate state is deemed to be adequate
if and only if, on departure, it leads to another adequate state; it is deemed
inadequate if it leads to a state which itsalf is inadequate in the sense that a network
violation occurs. This consideration creates a buffer zone between the fully ade-
quate states and the other obviously inadequate states. Such buffer zonesare better
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known [14] as dert states, the adequate states outside of the buffer zone asnormal
states, and inadequate states as emergency states, I

This concept of adequacy considers a state in complete isolation and neglects
the actual entry transitions and the departure transitions as causes of problems. In
reality, these transitions, particularly entry ones, are fundamental in determining
whether a state can be static or whether the dtate is simply transitory and very
temporary. This leads automeatically to the consideration of security, and conse-

quently it is evident that security and adequacy are interdependent and part of the . _ . . ..

same problem; the division is one of convenience rather than of practical experi-
ence.

Power system engineers tend to relate security to the dynamic process that
occurs when the system transits between one state and another state. Both of these
states may themselves be acceptable if viewed only from adequacy; i.e, they are
both able to satisfy all system demands and al system congtraints. However, this
ignores the dynamic and transient behavior of the system i which it may not be
possible for the system to reside in one of these states in a steady-state condition.
If this is the case, then a subsequent transition takes the system from one of the
so-called adequate states to another state, which itself may be adequate or inade-
quate. In the latter case, the state from which the transition occurred could be
deemed adequate but insecure. Further complications can arise because the state
fromwhich the abovetransition can occur may beinadequatebut securein the sense
that the sysem is in steady date; i.e, there is no trandent or dynamic trangition
from the gate. Finally the state may be inadequate and insecure.

If a state is inadequate, it implies that one or more system congtraints, either
in the network or the system demand, are not being satisfied. Remedial action is
therefore required, such as redispatch, load shedding, or various aternative ways
of controlling system parameters. All of these remedies requiretimeto accomplish.
If the dynamic process of the power system causes departure from this state before
the remedial action can be accomplished, then the system gtate is clearly not only
inadequate but also insecure. If, on the other hand, the remedial action can be
accomplished in a shorter time than that taken by the dynamic process, the date is
secure though inadequate. This leads to the conclusion that “time to perform” a
remedial action is a fundamental parameter in determining whether a dae is
adequate and secure, adequate and insecure, inadequate and secure, or inadequate
and insecure. Any state which can be defined as either inadequate or insecure is
clearly a system failure state and contributes to system unreliability. Present
reliability evaluation techniques generdly relate to the assessment of adequecy.
This is not of great significance in the case of generation systems or of distribution
systems; however, it can be important when considering combined generation and
transmission systems. The techniques described in this book are generally con-
cerned with adequacy assessment.
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18 System analysis

Asdiscussed in Section 1.1, amodern power system iscomplex, highly integrated,
and very large. Even large computer installations are not powerful enough to
analyzein acompletely realistic and exhaustive manner all of apower system asa
sngle entity. This is not a problem, however, because the system can be divided
into appropriate subsystemswhich can be analyzed separately. In fact itisunlikely
that it will ever be necessary or even desirable to attempt to analyze a system as a
whole; not only will the amount of computation be excessive, but the results are
likely tobe so vast that meaningful interpretationwill bedifficult, if notimpossible.

The most convenient approach for dividing the system is to use its main
functional zones. These are: generation systems, composite generation and trans-
mission (or bulk power) systems, and distribution systems. These are therefore used
asthebasisfor dividing the material, models, and techni ques described in this book.
Each of these primary functional zones can be subdivided in order to study a subset
of the problem. Particular subzonesinclude individual generating stations, substa:
tions, and protection systems, and these are also considered in the following
chapters. The concept of hierarchical levels (HL) has been developed [1] in order
to establish a consistent means of identifying and grouping these functional zones.
These areillustrated in Fig. 1.1.in which thefirst level (HLI) refers to generation
facilities and their ability on a pooled basis to satisfy the pooled system demand,
the second level (HLII) refers to the composite generation and transmission (bulk
power) system and its ability to deliver energy to the bulk supply points, and the
third level (HLIII) refers to the complete system including distribution and its
ability to satisfy the capacity and energy demands of individual consumers. Al-

generation hierarchical level |
facilities HLI
i
transmission hierarchical level Il
facilities HL 1l
Y
distribution S —— 1= (o (o= R [V W
facilities HL I

Fig. /.7 Hierarchical Levels
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though HLI and HLI! studies are regularly performed, complete HLI1 studies are

ysually impractical because of the scale of the problem. Instead the assessment, as

described in this book, is generally done for the distribution functional zone only.
Based on the above concepts and system structure, the following main subsys-
tems are described in this book:

(8) Generating stations—each station or each unit in the station is analyzed
separately. This analysis creates an equivalent component, the indices of which
can be used in the reliability evaluation of the overall generating capacity of
the system and the reliability evaluation of composite systems. The components ™
therefore form input to both HLI and HLII assessments. The concepts of this
evaluation are described in Chapters 2 and 11.

(b) Generating capacity—ithe reliability of the generating capacity is evaluated by
pooling all sources of generation and all loads (i.e., HLI assessment studies).
This is the subject of Chapters 2 and 3 for planning studies and Chapter 5 for
operaticnal studies.

(c) Interconnected systems—in this case the generation of each system and the tie
lines between systems {interconnections) are modeled, but the network in each
system {intraconnections) is not considered. These assessments are still HLI
studies and are the subject of Chapter 4.

(d) Composite generation/transmission—the network 1s limited to the bulk trans-
mission, and the integrated effect of generation and transmission is assessed
(i.e., HLII studies). This is the subject of Chapter 6.

(e) Distribution networks-—the reliability of the distribution is evaluated by con-
sidering the ability of the network fed from bulk supply points or other local
infeeds in supplying the load demands. This is the subject of Chapters 7-9. This
considersthe distribution functional zoneonly. The load point indices evaluated
inthe HLII assessments can be used as input valuesto the distribution zone if
the overall HLIII indices are required.

(f) Substations and switching stations—these systems are often quite complicated
intheir own right and are frequently analyzed separately rather than including
them as complete systems in network reliability evaluation. This creates
equivalent components, the indices of which can be used either as measures of
the substation performance itself or as input in evaluating the reliability of
transmission (HLII) or distribution (HLIII) systems. This is the subject of
Chapter 10.

(g) Protection systems—the reliability of protection systems is analyzed sepa
rately. The indices can be used to represent these systems as equivalent
components in network (transmission and distribution) reliability evaluation or
as an assessment of the substation itself. The concepts are discussed in Chapter
11

The techniques described in Chapters 2—11 focus on the analytical approach,
although the concepts and many of the models are equally applicable to the
simulation approach. As simulation techniques are now of increasing importance
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and increasingly used, this approach and its application to al functional zones of a
power system are described and discussed in Chapter 12.

1.9 Reliability cost and reliability worth

Due to the complex and integrated nature of a power system, failures in any part of
the sysem can cause interruptions which range from inconveniencing a small
number of loca resdents to a major and widespread catastrophic disruption of
supply. The economic impact of these outages is not necessarily redtricted to loss
of revenue by the utility or loss of energy utilization by the customer but, in order
to egimate true cods, should aso include indirect costs imposed on customers,
ciety, and theenvironment dueto the outage. For instance, inthe case of the 1977
New Year blackout, the total cogts of the blackouts were attributed [ 16] as

» Consolidated Edison direct cots ~ 35%

* other direct costs 12.5%

* indirect cods 84.0%

Asdiscussed in Section 1.1, in order to reduce the frequency and duration of these
events and to ameliorate their effect, it is necessary to invest either in the design
phase, the operating phase, or both. A whole series of questions emanating from
this concept have been raised by the authors {171, including:

* How much should be spent?

Is it worth spending any money?

Should the reliability be increased, maintained at existing levels, or alowed to
degrade?

Who should decide-—the utility, a regulator, the customer?

On what basis should the decision be made?

The underlying trend in all these questions is the need to determine the worth
of reliability in a power system, who should contribute to this worth, and who
should decide the levels of reliability and investment required to achieve them.

The magjor discussion point regarding reliability istherefore, “Isit worth it?"
[17]. As stated a number of times, costs and economics play a major role in the
application of reliability concepts and its physical attainment. In this context, the
question posed is. "Where or on what should the next pound, dollar, or franc be
invested in the system to achieve the maximum reliability benefit?' This can bean
extremely difficult question to answer, but itisavital one and can only be attempted
if consistent quantitative reliability indices are evaluated for each of the dterna-
tives. ‘

It is therefore evident that reliability and economics play a major integrated
role in the decision-making process. The principles of this process are discussed in
Engineering Systems. The first step in this process is illustrated in Fig. 1.2, which
shows how the reliability of a product or system is related to investment cog; i.e,
increased investment is required in order to improve reliability. Thisclearly shows
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Fie. 7.2 Incremental cost ofreliability

the general trend that the incremental cost AC to achieve a given increase in
reliability AR increases as the reliability level increases, or, aternatively, a given
increase in investment produces a decreasing increment in reliability asthe reliabil-
ity isincreased. In either case, high reliability is expensive to achieve.

The incremental cost of reliability, AC/AR, shown in Fig. 1.2 is one way
of deciding whether an investment in the system is worth it. However, it does
not adequately reflect the benefits seen by the utility, the customer, or society.
The two aspects of reliability and economics can be appraised more consistently
by comparing reliability cost (the investment cost needed to achieve a certain
level of reliability) with reliability worth {the benefit derived by the customer
and society).

This extension of quantitative reliability analysis to the evaluation of service
worth is a deceptively simple process fraught with potential misapplication. The
basic concept of reliability-cost reliability-worth evaluation isrelatively simpleand
can be presented by the cost/reliability curves of Fig. 1.3. These curves show that
the investment cost generally increases with higher reliability. On the other hand,
the customer codts associated with failures decrease as the reliability increases. The
total codts therefore are the sum of these two individual cogts. This total cost exhibits
a minimum, and so an "optimum" or target level of reliability is achieved. This
concept is quite valid. Two difficulties arise in its assessment. First, the calculated
indices are usually derived only from approximate modes. Second, there are
significant problems in assessing customer perceptions of system failure cods. A
number of studies and surveys have been done including those conducted in
Canada, United Kingdom, and Scandinavia. A review of these, together with a
detailed discussion of the models and assessment techniques associated with
reliability cost and worth evaluation, is the subject of Chapter 13,
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1.10 Concepts of data

Meaningful reliability evaluation requires reasonable and acceptable data These
data are not always easy to obtain, and there is often amarked degree of uncertainty
asociated with the required input. This is one of the main reasons why relative
assessments are more realistic than absolute ones. The concepts of data and the
types of data needed for the analysis, modeling, and predictive assessments are
discussed in Ref. 18. The following discussion is an overview of these concepts.

Although an unlimited amount of data can be collected. it isinefficient and
undesirableto collect, analyze, and store more datathan isrequired for the purpose
intended. It istherefore essential to identify how and for what purposes it will be
used. In deciding which datais needed, autility must makeits own decisions since
no rigid rules can be predefined that are relevant to all utilities. The factors that
must be identified are those that have an impact on the utility's own planning,
design, and asset management policies.

The processing of this data occurs in two distinct stages. Field data is first
obtained by documenting the detail s of fail ures asthey occur and the various outage
durations associated with these failures. Thisfield data is then analyzed to creste
statistical indices. These indices are updated by the entry of subsequent new data.
The quality of this data depends on two important factors. confidence and rele-
vance. The quality of the data, and thus the confidence that can be placed in it, is
clearly dependent on the accuracy and completeness of the compiled information.
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It is therefore essential that the future use to which the <i:a will be put and the
importance it will play in later developments are siressea. The quality of the
statistical indices is also dependent on how the data is processed, on how much
pooling isdone, and on the age of the data currently stored. These factors affect the
relevance of the indices in their future use.

There is awide range of data which can be collected and most utilities collect
some, not usually al, of thisdatain one form or another. There are many different
data collection schemes around the world, and a detailed review of some of these
ispresented in Ref. 18. It is worth indicating that, although considerable similarities
exist between different schemes, particularly in terms of concepts, considerable
differences also exist, particularly in the details of the individual schemes. It was
also concluded that no one scheme could be said to be the "right" scheme, just that
they are al different.

The review {18] aso identified that there are two main bases for collecting
data: the component approach and the unit approach. The latter is considered useful
for assessing the chronological changesin reliability of existing sysems but is less
amenable to the predictive assessment of future system performance, the effect of
various alternative reinforcements schemes, and the reliability characteristics of
individual pieces of equipment. The component approach is preferable in these
cases, and therefore data collected using this approach is more convenient for such
applications.

111 Concluding comments

One point not considered in this book is how reliable the system and its various
subsystems should be. This is a vitally important requirement and one which
individual utilities must consider before deciding on any expansion or reinforce-
ment scheme. It cannot be considered generally, however, because different sys-
tems, different utilities, and different customersali havedifferingrequirementsand
expectations. Some of the factorswhich should be included in this decision-making
consideration, however, are:

(a) There should be some conformity between the reliability of various parts of the
system. It is pointless to reinforce quite arbitrarily a strong part of the system
when weak aress dill exist. Consequently a balance is required between
generation, transmission, and distribution. This does not mean that the reliabil-
ity of each should be egual; in fact, with present sysems this is far from the
caze Reasons for differing levels of reliability are justified, for exampie,
because of the importance of a particular load, because generation and trans-
mission failures can cause widespread outages while distribution failures are
very localized.

(b) There should be some benefit gained by an improvement in reiability. The
technique often utilized for assessing this benefit is to equate the incremental
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or margina investment cogt to the customer's incrementd or margina valu-
ation of the improved rdiability. The problem with such a method is the
uncertainty in the customer's valuation. As discussed in Section 1.9, this
problem isbeing actively studied. Inthe meantime it is important for individual
utilities to arrive at some consistent criteria by which they can assess the
benefits of expansion and reinforcement schemes.

It should be noted that the evaluation of system reliability cannot dictate the
answer to the above requirements or others similar to them. These are managerial
decisons. They cannot be answered a dl, however, without the application of
guantitative reliability analysis as this forms one of the most important input
parameters to the decision-making process.

In conclusion, this book illustrates some methods by which the reliability of
various parts of a power system can be evaluated and the types of indices that can
be obtained. It does not purport to cover every known and available technique, as
thiswould requireatext of almost i nfinitelength. It will, however, placethe reader
in a position to appreciate most of the problems and provide a wider and deeper
appreciation of the material that has been published {6-11] and of that which will,
no doubt, be published in the future.
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2 Generating capacity—basic
probability methods

2.1 Introduction

The determination of the required amount of system generating capacity to ensure
an adequate supply is an important aspect of power system planning and operation.
The total problem can be divided into two conceptually different areas designated
as static and operating capacity requirements. The static capacity arearelatesto the
long-term evauation of this overal system requirement. The operating capacity
area relates to the short-term evaluation of the actual capacity required to meet a
given load level. Both these areas must be examined at the planning level in
evaluating alternative facilities; however, once the decision has been made, the
short-term requirement becomes an operating problem. The assessment of operat-
ing capacity reserves isillustrated in Chapter 5.

The dtatic requirement can be considered as the installed capacity that must be
planned and constructed in advance of the system requirements. The static reserve
must be sufficient to provide for the overhaul of generating equipment, outagesthat
are not planned or scheduled and load growth requirements in excess of the
edtimates. Apractice that has developed over many yearsisto measure the adequacy
of both the planned and installed capacity in terms of a percentage reserve. An
important objection to the use of the percentage reserve requirement criterionisthe
tendency to compare the relative adequacy of capacity requirements provided for
totally different systems on the basis of peak |oads experienced over the sametime
period for each system. Large differences in capacity requirements to provide the
same assurance of service continuity may be required intwo different systemswith
peak loads of the same magnitude. This situation arises when the two systems being
compared have different load characteristics and different types and sizes of
installed or planned generating capacity.

The percentage reserve criterion also attaches no penalty to a unit because of
size unless this quantity exceeds the total capacity reserve. The requirement that a
reserve should be maintained equivalent to the capacity of the largest unit on the
system plus afixed percentage of the total system capacity isamore valid adequacy
criterion and calls for larger reserve requirements with the addition of larger units
to the system. This characteristic isusually found when probability techniques are
used. The application of probability methodsto the static capacity problem provides

18
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an analytical basis for capacity planning which can be extended to cover partial or
complete integration of svstems, capacity of interconnections, effects of unit size
and design, effects of maintenance schedules and other system parameters. The
economi ¢ aspects associated with different standards of reliability can be compared
only by using probability techniques. Section 2.2.3 illustrates the inconsgstencies
which can arise when fixed criteria such as percentage reserves or loss of the largest
unit are used in system capacity evaluation.

A large number of papers which apply probability techniques to generating

capacity reliability evaluation have been published in the last 40 years. These
publications have been documented in three comprehensive bibliographies pub-
lishedin 1966, 1971;and 1978 whichinclude over 160 individual references[ 1-3].
The historical development of the techniques used at the present time is extremely
interesting and although it is rather difficult to determine just when the first
published material appeared, it was almost fifty yearsago. Interest in the application
of probability methods to the evaluation of capacity regquirements became evident
about 1933, The first large group of papers was published in 1947. These papers
by Calabrese [4], Lyman {5], Seelye [6] and Loane and Watchorn [7] proposed the
basic concepts upon which some of the methods in use at the present time are based.
The 1947 group of papers proposed the methods which with some modifications
are now generally known as the ‘loss of load method’. and the ‘frequency and
duration approach’.

Severd excellent papers appeared each year until in 1958 a second large group
of papers was published. This group of papers modified and extended the methods
proposed by the 1947 group and also introduced a more sophisticated approach to
the problem using *game theory’ or ‘simulation’ techniques [8-1G]. Additional
material in this area appeared in 1961 and 1962 but since that time interest in this
approach appears to have declined.

A third group of significant papers waspublished in 1968/69by Ringlee, Wood
et al. [11-15]. These publications extended the frequency and duration approach
by developing a recursive technique for model building. The basic concepts of
frequency and duration evaluation are described in Engineering Systems.

It should not be assumed that the three groups of papers noted above are the
only significant publications on this subject. Thisis not the case. They do, however,
form the basis or starting point for many of the developments outlined in further
work. Many other excellent papers have aso been published and are listed in the
three bibliographies {1-3] referred to earlier.

The fundamental difference between static and operating capacity evauation
is in the time period consdered. There are therefore basic differences in the data

used in each area of application. Reference {16] contains some fundamental -

definitions which are necessary for consistent and comprehensive generating unit -
reliability, availability, and productivity. At the present time it appears that the loss

of load probability or expectation method is the most widely used probabilistic ........

technique for evaluating the adequacy of a given generation configuration. There
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Generation Load
model model

Risk
model

Fig. 2.1 Conceptua tasksin generating capacity reliability evaluation

are, however, many variations in the approach used and in the factors considered.
The main elements are considered in this chapter. The loss of energy expectation
can aso be decided using a similar approach, and it is therefore also included in
this chapter. Chapter 3 presents the basic concepts associated with the frequency
and duration technique, and both the loss of load and frequency and duration
methods are detailed in Chapter 4 which deals with interconnected system reliabil-
ity evaluation.

The basic approach to evaluating the adequacy of a particular generation
configuration is fundamentally the same for any technique. It consists of three parts
asshowninFig. 2.1.

The generation and load models shown in Fig. 2.1 are combined (convolved)
to form the appropriate risk model. The calculated indices do not normally include
transmission constraints, although it has been shown {397 how these constraints can
be included, nor do they includetransmission reliabilities; they are therefore overall
system adequacy indices. The system representation in a conventional study is
shown in Fig. 2.2.

The calculated indicesin this case do not reflect generation deficiencies at any
particular customer load point but measure the overall adequacy of the generation
system. Specific load point evaluation is illustrated later in Chapter 6 under the
designation of composite system reliability evaluation.

Total system
generation

G . | = Total system load

Fig. 22 Conventional system model
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2,2 The generation system modei

2.2.1 Generating unit unavailability

The basic generating unit parameter used in ddic capacity evauation is the
probability of finding the unit on forced outage at some distant time in the future.
Thisprobability was defined in Engineering Systemsastheunit unavailability, and
historically in power system applications it is known as the unit forced outage rate
(FORY. Itisnot aratein modern reliability terms as it isthe ratio of two time values.
As shown in Chapter 9 of Engineering Systems,

I[downtime] 2.1(a)
"~ Z[downtime] + E[up time]

+p m+r T &

Zluptimg 2.1(b)
" S[{downtime] + Z[up time]

where X = expected failurerate
u = expected repair rate
m= mean timeto failure=MTTF = 1/&
r= meantimeto repair =MTTR = /u
m + r= mean time between failures = MTBF = {/f
/= cycle frequency = /T
T'=cycletime= I/f.

The concepts of availability and unavailability as illustrated in Equations
2.1(a) and {b) are associated with the simple two-state model shown in Fig. 2.3(a).
This moddl is directly applicable to a base load generating unit which is either
operating or forced out of service. Scheduled outages must be considered separately
as shown later in this chapter.

In the case of generating equipment with relatively long operating cycles, the
unavailability (FOR) is an adequate estimator of the probability that the unit under
similar conditionswill not be available for service in the future. The formula does
not, however, provide an adequate estimate when the demand cycle, as in the case
of a peaking or intermittent operating unit, is relatively short. In addition to this,
the most critical period in the operation of a unit is the start-up period, and in
comparison with a base load unit, a peaking unit will have fewer operating hours
and many more start-ups and shut-downs. These aspects must aso be included in
arriving at an estimate of unit unavailabilities at sometimeinthefuture. A working
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l o
Unit up Unit down €
|- u
0 1
-~ VT o
Reserve o I service
/D
shutdown o /i
0 2
F/T
H » by {b)
Forced out 114 a1 Forced out
but not Vi in period
needed - of nead
1 3

Fig. 2.3 (a) Two-state model for abase load unit
(b) Four-state model for planning studies
T Average reserve shut-down time between periods of need
D Average in-service time per occasion of demand
P, Probability of starting failure

group of the IEEE Subcommittee on the Application of Probability Methods
proposed the four-state model shown in Fig. 2.3(b) and developed an eguation
which permitted these factors to be considered while utilizing data collected under
theconventional definitions{17].

Thedifference between Figs2.3(a) and 2.3(b) isintheinclusion of the ‘reserve
shutdown’ and ‘forced out but not needed’ states in Fig. 2.3(b). In the four-state
model, the ‘two-state” model isrepresented by States 2 and 3 and the two additional
gates are included to model the effect of the relatively short duty cycle. Thefailure
to start condition is represented by the transition rate from State O to State 3.

This system can be represented as a Markov process and equations devel oped
for the probabilities of residing in each state in terms of the state transition rates.
These equations are as follows:

uT[DA+ 1+ D+ 1/T)

Py= y .
where
A= (D}»+Ps){(;1?'+ l)+[p+*}] :l [{l P)+D|p %}] (W(T + D))
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Di+ P,
Py =—
Du(i -P, +uD+D/T)

P- 4
Dip + 1/ TY{Dh+ P}
P3 =
A
Th ional FOR Prrbs
convent = -
— e conventiona Feh b

i.e. the ‘reserve shutdown’ state is eliminated.
In the case of an intermittently operated unit. the conditional probability that
the unit will not be available given that ademand occursis P, where

P)
TP+ Py

, (p+ L/THDL+P)
D UT)+ 1]+ Dap+ 1/T)+ P/T

The conditional forced outage rate P can therefore be found from the generic
data shown in the model of Fig. 2.3(b). A convenient estimate of P can be made
from the basic data for the unit.

Over arelatively long period of time,

A service time __ST___
‘27 available time + forced outagetime ~ AT + FOT
A FOT
(P.+P)=—"—
AT +FOT
Defining
/= Py u+l/T)  (r+UT)
TP +P, (U/D+p+UTY (I/D+1/r+ UT)
wherer=1/u.
The conditional forced outage rate P can be expressed as
f@+P)  f(FOT)

TP, +f(P,+P,) ST+f(FOT)

The factor/serves to weight the forced outage time FOT to reflect the time
the unit was actualy on forced outage when in demand by the sysem. The effect
of this modification can be seen in the following example, taken from Reference

- {171
E- Average unit deta
i
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Savicetime. ST

= 640.73 hours
Available time = 6403.54 hours
No. of starts = 38.07
No. of outages = 3.87
Forced outage time FOT = 205.03 hours
Assumethat the starting failure probability P, = 0
640.73 _
D= 55 = 16:8 hours
R on AT -
b+ =227 =168 hours
'rA‘— 2508 53 hours
5787
rﬁ‘ = 6.4(233: 166 fours
3.87
Using these values
AU IRV/a N -
f“\ss 1552/ 168 53 1512Il 03
. L
The conventional forced outage rate = asm X 100
640.73 + 205.03
= 24.24%
Th ditiona probability P 0.3005 o x 100
e conditional frobabili =
4 Y ¥ = 64073 + 03205.08) "

= 8.76%

The conditional probability P is clearly dependent on the demand placed upon
the unit. The demand placed upon it in the past may not be the same as the demand
which may exist in the future, particularly under conditions of generation system
inadequacy. It has been suggested [ 18] that the demand should be determined from
the load model as the capacity table is created sequentially, and the conditional
probability then determined prior to adding the unit to the capacity model.

2.2.2 Capacity outage probability tables

The generation model required in the loss of load approach is sometimes known as
a capacity outage probability table. As the name suggests, it is a simple array of
capacity levels and the associated probabilities of existence. If al the units in the
system are identical, the capacity outage probability table can be easily obtained
using the binomial distribution as described in Sections 3.3.7 and 3.3.8 of Engi-
neering Systems. It is extremely unlikely, however, that al the unitsin apractical
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Table2.1
Capacity ous ofservice Probability
0 MW 0,9604
IMW 0.0392
6 MW 0.0004
1.0000

system will be identical, and therefore the binomial distribution has limited appli-
cation. The units can be combined using basic probability concepts and this
approach can be extended to a smple but powerful recursive technique in which
units are added sequentially to produce the fina model. These concepts can be
illustrated by asimple numerical example.

A system consists of two 3 MW units and one 5 MW unit with forced outage
rates of 0.02. The two identical units can be combined to give the capacity outage
probability table shown as Table 2.1.

The5 MW generating unit can be added to this table by considering that it can
exist in two dtates. It can be in service with probability 1 —0.02 = 0.98 or it can be
out of service with probability 0.02. The two resulting tables (Tables 2.2, 2.3) are
therefore conditional upon the assumed states of the unit. This approach can be
extended to any number of unit gates.

The two tables can now be combined and re-ordered (Table 2.4). The prob-
ability vaue in the table is the probability of exactly the indicated amount of
capacity being out of service. An additional column can be added which gives the
cumulative probability. This is the probability of finding a quantity of capacity on
outage equal to or greater than the indicated amount.

The cumulative probability values decrease as the capacity on outage in-
creases. Although this is not completely true for the individual probability table,
the same generd trend is followed. For instance, in the above table the probability
of losing 8 MW is higher than the probability of losng 6 MW. In each case only
two units are involved. The difference is due to the fact that in the 8 MW casg, the
3 MW loss contribution can occur in two ways. In apractical system the probability
of having a large quantity of capacity forced out of service is usualy quite smdl,

Table22 5MW urit in sarvice

Capacity out Probability
0+ Q=OMW  {0.9604) (0.98) =0.941192
3+0=3MW " (00392 (0.98)= 0033416
6+0=6MW (00004 (098) = Q000BR

0.980000
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Table 2.3 5 MW unit out of service

Capacity ou___ Probability -
0+5=5MW (0.9604) (0.02) = 0.019208
3+5=8 MW (0.0392) (0.02) = 0.000784
6+5=11 MW (0.0004) (0.02) = 0.000008
0.020000

as this condition requires the outage of severd units. Theoreticdly the capacity
outage probability table incorporates al the system capacity. The table can be
truncated by omitting all capacity outages for which the cumulative probability is
lessthan aspecified amount, e.g. 1078, This also resultsin aconsiderable savi ngin
computer time as the table istruncated progressively with each unit addition. The
capacity outage probabilities can be summated as units are added, or cdculated
directly as cumulative values and therefore no error need result from the truncation
process. Thisisillustrated in Section 2.2.4. In apractical system containing alarge
number of units of different capacities, the table will contain severa hundred
possible discrete capacity outage levels. This number can be reduced by grouping
the units into identical capacity groups prior to combining or by rounding the table
to discrete levels after combining. Unit grouping prior to building the table
introduces unnecessary approximationswhich can be avoided by thetablerounding
approach. The capacity rounding increment used depends upon the accuracy
desired. The final rounded table contains capacity outage magnitudes that are
multiples of the rounding increment. The number of capacity levels decreases as
the rounding increment incresses, with a corresponding decrease in accurecy. The
procedurefor rounding atableis showninthefollowing example.

Two 3 MW units and one 5 MW unit with forced outage rates of 0.02 were
combined to form the generation model shown in Table 2.4. This tabie, when

Table 2.4 Capacity outage probability table for
the three-unit system

Capacity out Individual Cumulative

of service probability probabilitv
0 0.941192 \ .000000
3 0.038416 0.058808
5 0.019208 0.020392
6 0.000392 0.001184
8 0.000784 0.000792

1 0.000008 0.000008

1.000000
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Table 2.5
Capacity
on outage
iMW) Individualprobability
0 0.941192 + 3(0.038416) =0,9565584
5 0.019208 + %(0.038416)
+§(0.000392)+;§{0‘0f}0784} =.0428848 s e

10 £0.000392) + £{(0.000784)

; +$0.000008) = 0.0005552
15 £(0.000008) =0.0000016

1.0000000

rounded at 5 MW increments, will contain only capacity outage magnitudes of O,
5.10and 15 MW. Therounded tableisobtained as shownin Table 2.5.
The general expression for thisrounding processis

oSG

PC)= e e PO
Ci_C:!

Gy = C.- C_', PC)

for all statesi falling between the required rounding states y and k.

The useof arounded tabl e in combination with the load modd to calcul atethe
risk level introduces certain inaccuracies. The error depends upon the rounding
increment used and on the dope of the load characteristic. The error decreases with
increasing dope of the load characteristic and for a given load characterigtic the
error increases with increased rounding increment. The rounding increment used
should be related to the system size and composition. Also the first non-zero
capacity-on-outage State should not be less than the capacity of the smallest unit.

The generation system model in the form shown in Table 2.4 can be used to
illustrate the basic inadequacies of the conventional deterministic approaches to
capacity evaluation.

223 Comparison of deterministic and probabiligtic criteria

It was noted in Section 2.1 that deterministic risk criteria such as ‘percentage
reserve’ and ‘loss of largest unit’ do not define consistently the ttue risk im the
system. In order to illustrate this objectively, consider the following four sysems
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—system 1, 24 x 10 MW units each having a FOR of 0.01
—system 2, 12 x 20 MW units each having a FOR of 0.01
—system 3, 12 x 20 MW units each having a FOR of 0.03
—system 4, 22 x ] 0 MW units each having a FOR of 0.01

All four systems are very similar but not identical. In each system, the units
are identical and therefore the capacity outage probability table can be easly
constructed using the binomial distribution. These arrays are shown in Table 2.6

Table 2.6 Capacity Outage Probability Tables for systems 1-4

System | Capacity (MW) Probability
Out In Individual Cumulative
0 240 0.785678 1.000000
10 230 0.190467 0.214322
20 220 0.022125 0.023855
30 210 0.001639 0.001730
40 200 0.000087 0,000091
50 190 0.000004 0.000004
System 2 Capacity (MW) Probability
Out In Individual Cumulative
0 240 0.886384 1.000000
20 220 0.107441 0.113616
40 200 0.005969 0.006175
60 180 0.000201 0.000206
80 160 0.000005 0.000005
System 3 Capacity (MW) i Probability
Out In Individual Cumulative
0 240 0.693841 1.000000
20 220 0.257509 0.306159
40 200 0.043803 0.048650 -
60 180 0.004516 0.004847
80 160 0.000314 0.000331
100 140 0.000016 0.000017
120 120 0.000001 0.000001
Svstem 4 Capacin (MW) Probabiliry
Out In Individual Cumulative
0 220 0.801631 1.000000
10 210 0.178140 0.198369
20 200 0.018894 0.020229
30 190 0.001272 0.001335
40 180 0.000061 0.000063

50 170 0.000002 0.000002




Generating <apacty-—fas: probability mehods 29

and have been truncated to a cumutative probabilitv of 1™, It can be seen that a
considerable number of capacity outage states have oeen deleted using thistrunca-
tiontechnique.

The load level or demand on the system is assumed to be constant. If the risk
in the system isdefined as the probability of not meeting theload, then the true risk
in the system is given by the value of cumulative probability corresponding to the
outage state one increment below that which satisfiesthe load on the system. The
two deterministic risk criteria can now be compared with this probabilistic risk as

in Sections (a) and {b) foliowing.

(a) Percentagereservemargin

Assume that the expected toad demands in systems 1, 2, 3 and 4 are 200, 200, 260
and 183 MW respectively. The installed capacity in dl four cases is such that there
is a20% reserve margin, i.e. aconstant for al four systems. The probabilistic or
true risks in each of the four systems can be found from Table 2.6 and are:

risk in system 1 = 0.000004

risk in system 2 = 0.000206

nsk in system 3 = 0.004847

risk in system 4 = 0.000063

These values of risk show that the true risk in system 3 is 1000 times greater
than that in system 1. A detailed analysis of the four systems will show that the
variation intruerisk depends upon theforced outage rate, number of unitsand load
demand The percentage reserve method cannot account for these factors and
therefore, although using a ‘constant’ risk criterion, does not give aconsistent risk
assessment of the system.

(b) Largest unit reserve

Assume now that the expected load demandsin systems 1, 2, 3 and 4 are 230, 220,
220 and 210 MW respectively. Theinstalled capacity in all four casesis such that
thereserveis equal to the largest unit which again isaconstant for al the systems.
In this case the probabilistic risks are:

risk insystem 1 = 0.023855

risk in system 2 = 0.006175

risk in system 3 = 0.048650

risk in system 4 = 0.020229

The variation in risk is much smaller in this case, which gives some credence
to the criterion. The ratio between the smalest and greatest risk levels is now 8:1
and therisk merit order haschanged from system 3—2-4—{ inthe case of percentage
reserve’ 10 3—1—4-2 in the case of the ‘largest unit’ criterion.

It is seen from these comparisons that the use of determinigtic or ‘rule-of-
thumb’ criteria can lead to very divergent probabilistic risks even for systems that
arevery similar. They aretherefore inconsistent, unreliable and subjective methods
for reserve margin planning.
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224 A recursive algorithm for capacity mode building

The capacity model can be crested using a Smple algorithm which can dso be used
to remove a unit from the model [19]. This approach can adso be used for a
multi-state unit, i.e. aunit which can exist in one or more derated or partial output
dates as well as in the fully up and fully down states. The technique is illustrated
for atwo-state unit addition followed by the more general case of amulti-state unat.

Case 1 No derated states

The cumulative probability of a particular capacity outage state of X MW after a
unit of capacity C MW and forced outage rate Uis added is given by

PX)= (1 - PR (UYP(X-C) (2.2)

where P'(X)and P(X ydenote the cumulative probabilities of the capacity outage
date of X MW before and after theunit isadded. Theaboveexpressionisinitialized
by setiing P(X)= 1.0 forX< 0 and P(X'= 0 othewise.

Equation (2.2) isillustrated using the smple sysem shown in Table 2.7. Each
unitin Table 2.7 hasan availability and unavailability of 0.98 and 0.02 respectively
(Equation 2.1). )

The system capacity outage probability is created sequentially as follows:
Sep 7 Add the first unit

P(0) =(1-0.02)(1.0) +(0.02X1.0) =10

P25) = (1-0.02)(0) +(0.02)(1L0) =002
Sep 2 Add the second unit

P(0) =(1-002X1.0) +(0.02(1.0) =10

P(25)  =(1-0.02)%0.02) +(0.02)(10) =0.0396

P(50) = (1-0.02)0) +(002)(002) =0.0004
Step 3 Add the third unit

P(0) =(1-0.02)(1.0) +(0.02)(1.0) =10

P(25) =(1-0.02)(0.0396) + (0.02X1.0)  =0.058808

P(50)  =(1-0.02)0.0004) +(0.02)(1.00  =0.020392

P(75) -(1-0.02%0) +(0.02)(0.0396) = 0.000792

P100y  =(1-0.02){0) +(0.02)(0.0004)> =0.000008
The reader should utilize this approach to obtain Table 2.4.

Table 2.7 System data

Unit no. Capacity (MW) Failure rate (f./ day) Repair rate ¢r / day)
1 25 0.01 0.49

2 25 0.01 049
3 0 0.01 0.49




"

Generating capacity--basic probability methods 31

Table2,8 50 MW unit—three-state representation

Sate Capacity swr ~ Sate probability ¢py

1 0 0.960
2 20 0033
3 50 0.007

Case 2 Deratedstates included

Equation (2,2) can be modified as follows to include multi-state unit repre-
sentations.

" 2.3)
PX)= ) pPX-C)

=

where 7 = number of unit states
Cj = capacity outage of state: for the unit being added
p; = probability of existence of the unit state i.
when 7 = 2, Equation (2.3) reducesto Equation (2.2).

Equation (2.3) is illustrated using the 50 MW unit representation shown in Table
28

If the two-state 50 MW unit in the previous example is replaced by the
three-state unit shown in Table 2.8, Step 3 becomes

P0) =(0.96X1.0)  +(0.033)(1.0) +(0.007)(1.0) =1.0
P(20) = (0.96)(0.0396) +(0.033)(1.0)  +(0.007X1.0) =0.078016

P(25) =(0.96)(0.0396) + (0.033)(0.0396)+ (0.007)(1.0) =0.0463228
P(45) =(0.96)(0.0004) + (0.033)(0.0396)+ (0.007)(1.0) =0.0086908
P(50) = (0.96)(0.0004) + (0.033)(0.0004)+ (0.007)(1.0) =0.0073972

P(70) = (0.96)(0) +(0.033)(0.0004)+ (0.007)0.0396) = 0.0002904
P(75) =(0.96)0) +(0.033)(0)  +(0.007%0.0396) = 0.0002772
P(100)= (0.96)0) +(0.033)(0)  +(0.007)0.0004) =0.0000028

225 Recursive algorithm for unit removal

Generating units are periodically scheduled for unit overhaul and preventive
maintenance. During these scheduled outages, the unit is available neither for
service nor for failure. This situation requires aBew capacity model which does not
include the unit on scheduled outage. The new model conld be created by simply .
building it from the beginning using Equations (2,2) or (2.3). In the case of alarge
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system this requires considerable computer time if there are a number of discrete
periods to consider. Equations (2.2) and (2.3) can be used in reverse, however, to
find the capacity mode after unit removal.

Consider Equation (2.2):

P(X) = (1 - U)P(X} (UYP(X-C) 2.2)
a-v)

In Equation (2.4) F(X- Cy= 1 .0for X< C Thisprocedure canbeillustrated using
the example of case 1 in Section 2.2.4. The 50 MW unit is removed from the
capacity outage probability table as follows:

(1.0) - {0.02)}1.0)
0.98

(0.058808) ~ (0.02)(1.0)
0.98

(0.020392) - (0.02X1.0)
0.98

Thisis the capacity mode! shown in Step 2. The reader can remove a 25 MW
unit to obtain the valuesin Step 1.

The equation for removal of amulti-state unit is obtained from Equation (2.3):
(2.3)

PO)=

=1.0

PQ5)= = 0.039

P50y = =0.0004

P(X)= 3 pPX~C)

=1

PO ~TL,p, P'(X~C) 25)
Py

It isleft to thereader to apply Equation (2.5) to the previous casein which the
unit shown in Table 2.8 was added to the two 25 MW units. The direct application
of Equation (2.5) requiresthat al the derated states and full outage state of the unit
being removed be multipies of the rounding increment used in the capacity outage
probability table. In practice, the derated states chosen to model the unit are not the
entire st of derated states but a sdlected representative set of states. It is therefore
logical to make the derated statesidentical to amultiple of the rounding increment.
The tota capacity of the unit may also not be a multiple of the rounding increment.
In this case the remova can be accomplished by removing separately from the
existing table two hypothetical units, one having a capacity lessthan and the other
having acapacity greater than the unit to be removed, both being equal to amultiple
of the rounding increment. This produces two individual tables which can then be
averaged to form the required table.

P(X) =
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2,26 Alternative model-building techniques

Generating system capacity outages have a discrete distribution and their prob-
abilities are normally evaluated using the well-known recursive technique pre-
viously described. It isfound that if the system is very large the discrete distribution
of system capacity outages can be approximated by a continuous distribution [20].
Such adistribution approaches the normal distribution as the system size increases.
If the assumption is made that the distribution of capacity on forced outage is a
~ normal distribution, then the developiment ofthe capacity outage probability table
isrelatively simple. A single entry in the table can be obtained using only the mean
and variance of the distribution. The results obtained using this continuous model
of system capacity outages are found [37] to be not sufficiently accurate when
compared to those obtained using the recursive technique. Schenk and Rau [21]
have therefore proposed a Fourier transform method based on the Gram—Charlier
expansion of a distribution to improve the accuracy of the continuous modd. The
complete mathematical description of the proposed method is given in Reference
[21]. The step-by-step procedure is summarized as follows.
Let

C, = capacity of uniti in MW
g, = forced outage rate of unit i
n = number of generating units

Sep | Calculate the following quantities for each unit in the system.
miir=C.gq,
moy(i) - Crzq:'
my(iy=Clq,
miy=Clyg,
V] = my(i) - mi(0)
M) = my(i) = 3m (Dmy() + 2m(i)
M= myi) - 4m (Dmy(i) + 6mAiWmai) - 2m¥D)
Sep 2  From the results of Step I, caculate the following parameters.

M=3 m
T

=% v
=t
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M= 3 My
=1

M, = Z M) =3V + 354
=i

G, =M,/V*

G,=(M/V* -3

Step 3 From the results of Step 2 and for any desired capacity outage of x MW,
calculate

X+ M
2= |4

According to the numerical value of Z,, three cases are considered.
Casel IfZ;<2.0

Calculatetwo areas, Area 1 and Area 2, under the standard normal density function
either from tables for the standard Gaussian distribution N(2) or from the equations
given in Section 6.7.3 ofEngineering Systems. The normal density function can be
expressed as

! it
M ==, AL
(2) o0 & —t & x

and thetwo areas are defined as

Area l =f N(Z)dzZ
Z

1

r-I

~Z.
Area2=| " N@dz=| NZz)dz
-X 2,
The probability of a capacity outage of x MW or more is given by
Prob[capacity outage > X MW] = Area 1 + Area2
Caxe2 If2<Z2<50

Calculate Area 1 and Area 2 as in Case 1. In addition, calculate the following
expressions

NDZy=(Z% - DN(Z)
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NO(Zy=i-2 + 3Z)NZ)

NN Z)= -2 + 1027 - 15Z)M(Z)
K =G, ~ I_IVL:I[Z]__._% ;\;m(z)_h -G—? Vis.’(Z)
PEVETEY AT g M T gy

where;takeson valuesof 1 and 2.

The probability of a capacity outage ofx MW or moreisgivenby

Prob[capacity outage > x MW] = Area 1 + Area 2+ K +K,
Case3 IfZ2>50

For thiscase only Area i of Case 1 is used aswéll asK, of Case 2. Area2 and K>
can be neglected since their numerical values are very small in this range. The
required probability for agiver x MW isgiven by

Prob[capacity outage > x MW] = Area 1 + K,

The technique described above for developing a capacity outage probability
table of agiven system has utilized the two-state representation of agenerating unit.
in Situations in which a system has some derated units, the step-by-step procedure
isstill applicable with thefirst four expressionsin Step 1 taking the form

mlﬁ) = C:‘qf + Z C{k‘?:'k

k=\

mg(i) = ch; + z ;;kqjk

k=1

N3 - A
myi)= c;q,+ Z ik

r
. 4 X 4
mdi)=cq;+ Z Culdik
k=1
where

g;- FOR for afull capacity outage . .

g4« = FORs for partia capacity Sates

cix = capacities of partial capacity dates
r= number of derated dates.

When a unit is added or removed from acapvacity outage probability table, the
new table can be developed using the same procedure after the new parameters
M, V, G\ and G, are obtained.
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The Fourier transform method for developing the capacity outage probability
table is illustrated using the five generator sysem given in Table 2.11. The
numerical results are as follows.

Sep 1 The quantities associated with this step are evaluated once, since the units
are identical and the values are given below

m m; m; ma v? M; My

0.40 16.0 6400 25600.0 1584 620.928 24591.3088
Sep 2 The values of the different parameters associated with this step are shown
below

M y? M; My G G
20 79.2 3104.64 138010.88  4.4047724  19.0020406

Sep 3  For a capacity outage of 40 MW, the values ofZ\ and Z, become 4.269932
and 4.719399 respectively. Since 2 < Z; < 5.0, Case 2 applies. Thevalues associated
with the different expressions in this step are given below.

Area 1 N(Z) Nz
09774 x 107° 043834 x 107 0.7553615 x 10~
NYZ) Nz K,
—0.2851005 x 1072 —0.0305004 0.0111385
Area 2 MZ,) N3z,
0.1179x 107 0.58136x 105 0.123671x 10
Nz, NZ,) K,
-0.52878 x 107} -0.791129 x 1072 0.0026413

Hence. the probability of a capacity outage of 40 MW or more is given by
Prob{capacity outage > 40 MW] = Area 1 + Area2 + K, + K,

= 0.0137908

Note that if the normal distribution [20] is used to approximate the discrete
distribution of system capacity outages, the values are much lower than those
obtained by the Fourier transform method. The value, for example, of the prob-
ability of a capacity outage of 40 MW or more was found to be 09774 x 107> (Area
1). The cumulative probabilities associated with the rest of the capacity outage
states can be similarly obtained using the step-by-step procedure. The results
obtained by the recursive and Fourier transform methods are shown in Table 2.9.

It can be seen from Table 2.9 that the values obtained using the Fourier
transform method are quite different from those obtained using the recursive
technique. Thisisduetothefact that the system under study hasavery small number
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Table 2,9
B Cumulative probability
Capuacin ON outage (MW) Recursive method Fourier transform method
0.0 10 10
40.0 0.049009 0.0137883 1
g0.0 0.9800 x 107° 0.105844 x 107"
1200 0.900 x 107° 0.2821629 x 1075

of generators. The main intention here is to illustrate the method. The accuracy of
the Fourier transform method is to be compared with the recursive technique only
when the system is sufficiently large. A comparison has been made for the
JEEE-RTS and the results are shown in Appendix 2.

The Fourier transform method is efficient and easy to apply. It provides
accurate results when compared with the basic recursive approach in systems with
alarge number of generating units and particularty when these unitshaverelatively
jarge forced outage rates {22]. It is therefore suited to systems containing a large
number of fossil fired units. It can be quite inaccurate at certain outage levelsin
systemscontaining hydro unitswhich haverel atively low forced outagerates {23].

An alternative approach [24] is to transform the unit capacity tables into the
frequencydomainusing fast Fourier transforms (FFT) andto convol ve using apoint
by point multiplication. An inverse FFT agorithm can then be used to produce the
final capacity outage probability table. This method, although not as fast as the
previously described Fourier transform method, can be considerably faster than the
direct recursive method. On the other hand. because it models the true discrete
nature of the generating units, it does not suffer the significant disadvantages of the
Fourier transform method and can be applied to both large and small sysems alike
with no loss of accuracy.

2.3 Loss of load indices

2.3.1 Concepts and evaluation techniques

The generation system model illustrated in the previous section can be convolved
with an appropriate load model to produce a system risk index. There are a number
of possible load models which can be used and therefore there are a number of risk
indices which can be produced. The smplest load model and one that is used quite
extensively is one in which each day is represented by its daily pesk load. The
individual daily peak loads can be arranged in descending order to form a cumula-
tiveload modd which is known asthedaily peak load variation curve. The resultant
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model is known as the load duration curve when the individual hourly load values
arc used, and in this case the area under the curve represents the energy required in
the given period. This is not the case with the daily peak load variation curve.

In this approach, the applicable system capacity outage probability table is
combined with the system load characteristic to give an expected risk of loss of
load. The unitsarein daysifthedaily peak load variation curve isused and in hours
if the load duration curve is used. Prior to combining the outage probability table
it should be realized that there is a difference between the terms ‘capacity outage”
and ‘loss of load’. The term ‘capacity outage’ indicates a loss of generation which
may or may not result in aloss of load. This condition depends upon the generating
capacity reserve margin and the system load level. A “loss of load” will occur only
when the capability of the generating capacity remaining in service is exceeded by
the system load level.

The individual daily peak loads can be used in conjunction with the capacity
outage probability table to obtain the expected number of days in the specified
period in which the daily pesk load will exceed the available capacity. The index
in this case is designated as the loss of load expectation (LOLE).

LOLE= D P(C,-L) daysperiod (2.6)
i=1

where C, = available capacity on day i.
L, = forecast peak load on day i.
P{C, - L,)= probability of loss of load on day :. This value is obtained directly
from the capacity outage cumulative probability table.

This procedure is illustrated using the 100 MW system shown in Table 2.7.
The load data for a period of 365 days is shown in Table 2.10.
Using Equation (2.6).

LOLE = 12P(100 —57) + 83P(100—52) + 107P(100 — 46)
+ 116P(100 —41)+47P(100 - 34)
= 12(0.020392) + 83(0.020392) + 107(0.000792)
+ 116(0.000792) + 47(0.000792)
=2.15108 days/year.

Table 2.10 Load data used to evajuate LOLE

Dailypeak load (MW) 57 52 46 41 34
No. of occurrences 12 83 107 116 47
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Instaiizg capaciy [MW)

s

E

Oaity peak lowd (MW)

¢ Timeload exceeds the indicated value 365

Fig. 0.4 Relationship between load, capacity and reserve
g Magnitude of the 4th outage in the system capacity outage probability table
£, Number of time units in the study interval that an outage magnitude of O, would result
in a loss of load

The same LOLE index can also be obtained using the daily peak load variation
curve. Figure2.4 showsatypical systemload—capacity relationshipwheretheload
model is shown asacontinuous curve for aperiod of 365 days. A particular capacity
outage will contribute to the syssem LOLE by an amount equal to the product of
the probability of existence of the particular outage and the number of time units
inthestudy interval that loss of load woul d occur if such acapacity outagewereto
exist. It can be seen from Fig. 2.4 that any capacity outage less than the reserve will
not contribute to the system LOLE. Outages of capacity in excess of the reserve
will result in varying numbers of time units during which loss of load could occur.
Expressed mathematically, the contributi ontothe system L OL E madeby capacity
outage Ok ispy, time units wherep, is the individua probability of the capacity
outage O,. Thetotal LOLE for the study interval is

? @7

LOLE=3 p,4,  time units

k=t

The p; values in Equation (2.7) are the individual probabilities associated with
the capacity outage states. The equation can be modified to usethe cumulative state
probabilities. In this case

" (2.8)
LOLE = Z {t,~ t P,

k=

Note P, = cumulative outage probabi lity for capacity state O,
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If the load characteristic in Fig. 2.4 is the load duration curve, the value of LOLE
isin hours. If adaily peak load variation curve is used, the LOLE is in days for the
period of study.

The period of study could be a week, a month or a year. The smplest
application is the use of the curve on ayearly basis. If no generating unit mainte-
nance were performed, the capacity outage probability table would bevalid for the
entire period.

The effect of unit maintenance is discussed in Section 2.6. When using adaily
peak load variation curve on an annual basis, the LOLE is in days per year. The
reciprocal of this value in years per day is often quoted as areliability index. The
use of this reciprocal value has led to considerable confusion, particularly among
people who are not aware of the true meaning. The days/year result is simply a
mathematical expectation of load lossin time units for the period under study which
indicates the average number of days during which a loss of load will be encoun-
tered. It must be stressed that it has neither a frequency nor duration connotation.

232 Numerical examples

(a) Basic study

The application of Equations (1.1) and (2.8) can beillustrated by asimplenumerical
example.

Consider a system containing five 40 MW units each with a forced outage rate
of 0.01. The capacity outage probability table for this system is shown in Table
211

Probability values less than 107 have been neglected. The system load mode!
is represented by the daily peak load variation curve shown in Fig. 2.5. This is
assumed to be linear in order to simplify hand cal culations, although such alinear
representation is not likely to occur in practice.

The study period in this case is assumed to be a year and therefore 100% on
the abscissa corresponds to 365 days. In many studies, weekends and holidays are
neglected as their contribution to the LOLE is negligible. The time span is then

Table2.11  Generation model for the five-unit system.
System installed capacity = 200 MW

Capacity our Individual Cumulative
of service probability probability
0] 0.950991 1.000000
40 0.048029 0.049009
80 0.000971 0.000980
120 0.000009 0 000009

1.000000
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Table 2.12 LOLE using individual probabilities

Capacityout of Capacityin Individual
service (MW service (MW probability Total time « (%) LOLE
0 200 0.950991 0 —
40 160 0.048029 0 —
80 120 0.000971 41.7 0.0404907
120 80 0.000009 834 0.0007506
1.000000 0.0412413

approximately 260 days. The forecast peak load for this system is 160 MW, which
corresponds to the 160% condition on the ordinate. The LOLE can be found using
either theindividual capacity outage probabilitiesor using thecumulative values.
Both methodsareillustratedinthisexample. Table2.12 showsthecal culationusing
Equation (2.7). The time periods f are shown in Fig. 2.6.

The LOLE is 0.0412413% of the time base units. Assuming a 365 day year,
this LOL E becomes 0.1504 10 days or 6.65 years per day. The abscissa and hence
the total time ¢, could have been 1n days rather than in percent and identical results
obtained.

If the cumulative probability val ues are used, the time quantities used are the
interval or increases in curtailed time represented by 7} in Fig. 2.6. The procedure
isshowninTable2.13.

The LOLE of 0.0412413% isidentical to the value obtained previously. Both
techniguesare shownsimply toillustratethat either spproach will providethe same
result.

100

k load (%)

|
N
S

Duaily

Percentage of days the daily peak load 100
exceeded the indicated value

Fig. 25 Daily pesk load variation curve
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Fig. 2.6 Time periods during which loss of load occurs

(b) Sensitivity studies

The system peak load in the above example is 160 MW. Table 2.14 shows the
variation in risk as a function of the peak load. The load characteristic for each
forecast peak load is that shown in Fig. 2.5. The LOLE is calculated on an annual
basis assuming 365 days in the year.

These results can best be displayed in the form of agraph using semi-logarith-
mic paper as shown in Fig. 2.7.

The system risk for a given capacity composition and forecast pesk load is
dependent upon the unavailability values for the individual units. This effect is
illustrated in Table2.15. The LOLE values for arange of pesk load levels are shown
as a function of the unit forced outage rates using the system of Table 2.11.

The system used in this example is very small and therefore the effect of
generating unit unreliability is quite pronounced. This effect can dso be quite
considerable in a big system if the large units have high forced outage rates. This
isshown in Fig. 2.8. The system in this case has atotal installed capacity of 10100
MW. The largest units have 300 MW and 500 MW capacities and their forced
outage rates have been varied as shown. Therisk profile as a function of pesk |oad

Table 2.13  LOLE using cumutative probabilities

Capacitvout of Capacityinservice Cumulative Time interval T,
service (MW) (Mw) probability (%) LOLE
0 200 1.000000 0 -
40 160 0.049009 0 _
80 120 0.000980 41.7 0.0408660
120 80 0.000009 417 0.0003753

0.0412413%
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Table 2.14  Sensitivity Sudy results

LOLE
System peak had

M#; (daysiyear! (yean/day)
200.0 6.083 0.16
190.0 4.837 0.21
1800 3447 0.29
170.0 1.895 0.53
160.0 - 01566 - - . 664
£50.0 0.1208 8.28
140.0 0.08687 11.51
1300 004772 20.96
120.0 0.002005 498
110,0 0.001644 608
100.0 0.001210 826

43

isalmost astraight line in Fig. 2.8 as compared to the characteristic shown in Fig.
2.7. A large system with awide range of unit sizes has a more continuous capacity
outage probability table resulting in a smoother risk profile. It can however be
perturbed by the addition of arelatively largeunit. Thispoint isdiscussed in Section

2.5.

The system pesk load carrying capability (PLCC) can be determined as a
function of therisk level. In the system shown in Fig. 2.8 the PLCC at arisk level
of 0.1 dayslyear 1s 9006 MW for forced outage rates of 0.04. Table 2.16 shows the
change in PLCC for FOR values from 0.04 to 0.13. The decrease in PLCC is 815
MW. If the forecast peak load is 9000 MW and the forced outage rates of the large

Table 2.15  Effect of FOR and system pesk load

Systemrisklevel

System peak . Unit FOR )

load (MW) 0.01 ft 02 0.03 0.04 0.05
200.0 6.083 12.165 18.247 24.330 30.411
190.0 4834 9.727 14.683 19.696 24.764
180.0 3.446 7.024 10.729 14556 18502
170.0 1.895 3.998 6.304 8804 11.494
160.0 0.150 0.596 1328 2.337 3.614
150.0 0.121 0,480 1073 184 2939
1400 0.087 0347 0.781 138 2167
130.0 0.048 0.1%4 + . 0445 0.805 1278
120.0 0.002 0.016 " "0053 0.124 0.240
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Fig. 2.7 Variation in risk with system peak load

units are 6.13. then this system would have to install approximately 1000 MW
additional capacity to satisfy arisk level of 0.1 days/year. At anominal $1000/kW
installed this would cost approximately 10° dollars. The consequences of unit
unavailability in terms of additional capacity can be seen quite clearly in this
example [25]. Additional penalties in the form of expected energy replacement
costs are illustrated in Reference [26].
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Additional investment in terms of design, construction, reliability, maintain-
ability and spare parts provisioning can result in improved generating unit unavail-
ability levels. The worth of the improvement must be appraised on a total system

basis

and compared with the cost of attaining it.

Table 2.16 Changesin PLCC

Peak load carrying Cumulative difference
Forced ourage rate (%) capability (MW) Difference (MW) -(MW)
4 006 L L
5 889%5 It 111
6 8793 102 213
1 8693 100 313
8 8602 91 404
9 8513 89 493
10 8427 86 579
11 8345 82 661
12 8267 78 739

13 8191 76 : g1s Y
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2.4 Equivalent forced outage rate (EFOR)

Data collection is an essentid congtituent of reliability evaluation, and utilities
throughout the world have recorded the operational history of their unitsfor many
years. These data are then either stored in-house by the utility or processed by a
central organization such as the Edison Electric Institute (EEI) who regularly
publishdataon generatingunitreliability. Datain North Americaarenow collected
and disseminated by the CEA and NERC. The data collected for generating units
usudly involves the monitoring of resdence times for each of the recorded output
levels of the unit. This process may therefore recognize many derated states. it is
not necessary or even feasible to accommodate a large number of such states and
in practice these can be reduced to a very limited number using a weighted-aver-
aging method using the same concept as rounding, which was discussed in Section
2.2.2. In the limit the number of states can be reduced to two; the up state and the
down stateand all othersareweighted into these two states. Thisleadsto the concept
known as ‘equivalent forced outagerate’ or EFOR, which is sometimes defined as
the equivalent probability of finding aunit on forced outage at some distant time

24-
5
22 EEI Data 4
1 1960-69
20- 2 1960 - 70 i
3 1980 ~71
4 1960-72
5 18 5 1964-73
i 16'}— 3
B ‘
g 4
v
| 12
5
2 10p-
2
=
g e
6
| - FPC 1963 forecast
for 1970 .
2_
] | i t § |

1060 200 300 400 500 600
Average unit size {MW)

Fig. 2.9 EFOR asafenction of unit size
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inthe future. The <+ aiuaiion method of EFOR is given in References [16] and [27].

Generating unit unavailability levels have historically increased as unit sizes
increase. Figure 2.9 shows the variation in equivalent forced outage rate (EFOR)
as afunction of fossil firedunit sizesusing a series of Edison Electric Institute data.
[t can be seen that the EFOR increases dramatically with unit size.

The use of the word equivalent tends to imply that the two-state representation
has the same impact as the multi-state representation when utilized in capacity

" evaluation studies. This is not the case, as the EFOR representation gives a
pessimistic appraisal of system reliability by grouping weighted derated state
residence times into the full forced outage state. The Canadian Electrical Associa-
tion haschosentocall thisstatistic the derated adjusted forced outagerate (DAFOR)
to avoid the connotation of equivalence. The effect of using a multi-state repre-
sentation and an EFOR representation in apractica sysemstudy isshowninFig. 2.10.

Figure2.10 illustratesthat the use of atwo-state representation for unitswhich
do havesignificant derated states can result in considerableinaccuracy. These units
should be moddled with at |east three states.

1 234
030 | \ -"/
0.20
23109 MW —— -
Y 2306.6 MW ——
] 2300.1 MW
3 2251.2MW
2
2 010
3 0mf
008
0.07+ . .
1 EFOR representation - 400 MW units
' 2. 3-state representation - 400 MW units
006! 3. 4 state representation - 400 MW units
4. 11 state representation — 400 MW units
005!~
0.04!1 | | I
2100 2200 2300 2400

Peak load
Fig. 210 Effectof2, 3, 4and 11 siaie models on foad-carrying capability [28]
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2.5 Capacity expansion analysis

25.1 Evaluation techniques

The time period required to design, construct and commission a large generating
station can be quite extensive (5 to 10 years) depending on the environmental and
regulatory requirements. It therefore becomes necessary to determine the system
requirements considerably in advance of the actua unit in-service date. The actual
load at an extended time in the future is aso uncertain and should be considered as
arandom variable. This aspect is discussed i Section 2.8.

The concept of capacity expansion analysis can be illustrated using the system
with five 40 MW units, described in Table 2.11. Assumethat it has been decided to
add additional 50 MW units with forced outage rates of 0.01 to meet a projected
future load growth of 10% per year. The question is——in what years must the units
be committed in order to meet the accepted system risk level? The change in risk
level with the sequential addition of 50 MW unitsisshownin Table2.17 for arange
of system peak loads. The LOLE is in days for a 365-day year. The load charac-
teristic isthe daily peak load variation curve using astraight line from the 100%to
40% points.

Theresults in Table2.17 can again be displayed in the form of agraph as shown
inFig. 2.11.

The annual pesak load for each of the next eight years is shown in Table 2.18.

Table 2.17 LOLE in generation expansion

LOLE (davs/vear)

Svstem peak |oad

(MW 200 MW capacity 250 MW capacity 300 MW capacisy 350 MW capacity
100.0 0.001210 _ _ —
120.0 0.002005 _ — _
140.0 0.08686 0.001301 L _
160.0 0.1506 0.002625 _ —
180.0 3.447 0.06858 — —
200.0 6.083 0.1505 0.002996

2200 — 2,058 0.03615 o
2400 _ 4.853 0.1361 0.002980
250.0 _ 6.083 0.1800 0.004034
260.0 — _ 0.6610 0.01175
280.0 - — 3.566 0.1075
300.0 - _ "~ 6.082 0.2904
320.0 — — . 2.248
340.0 — — — 4.880

350.0 — 6.083
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Sfthe assumption that an ingtaled capacity o 72U Mw s adequate for asystem
peak ioad of 160 MW, then therisk criterion is & {5 days/vear. Thisrisk level can
be used to measure the adequiacy of the system capacity in the successiveyears. It
must be realized that any risk level could have been sdlected. The actual choiceis
a management decision. Using the criterion of 0.15 dayslyear, the timing of unit
additions can be obtained using Fig. 2.11. Thisexpansion is shown in Table 2.19.

540 MW + 40 MW
100- 540 Mw 150 W% 250 N *
ynits units units
200 MW 250 MW 300 Mw
g / / .
/ 540 MW +
3.50 Mw
units
350 MW
1.0
3
2
£
3
11}
)
9 0
0‘01|—
2 3 4 5 [ 7 Year
000 ey —
100 126 140 60 180 200 220 240 260 280 300
Pesk load (M W)

Fig. 2.1 Variation in risk with unit additions
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Table 2. 18 Load growth a 10% p.a

Year number Forecast peak load (MW)

160

176

1936
213.0
2343
2575
2831
3114

O~NO U1 W N

The 50 MW unit additions would have to be made in years 2, 4 and 6. The
variationin annual risk level isshown by thedotted lineinFig. 2.11. Thisparticular
expansion study represents a somewhat idealized case. The present worth of this
particular schemewould haveto be compared with othersto determine the optimum
expansion pattern for the system. The expansion study should cover a sufficiently
long period into the future in order to establish a redlistic present worth evaluation
and to minimize perturbation effects (see Section 2.5.2). Theoretically this should
extend to infinity; however, in practice a period of twenty to thiny years is usualy
adequate. The generation expansion plan can, and probably will, be varied as real
timeis advanced.

252 Perturbation effects

Large capacity unit additions often appear to be economically advantageous dueto
the so-called ‘economy of scale’. Large unitsgenerally haverelatively low cost per

Table 2.19 Generation expansion results

System capacity
Year Unit added (Af# (MW) Peak load (MW) LOLE (daysivear)
1 . 200 160.0 0.15
2 _ 200 176.0 2.9
50 250 176.0 0.058
3 — 250 193.6 0.11
4 - 250 213.0 0.73
50 300 213.0 0.011
5 — 300 2343 . 0.11
6 — 300 2574 0.55
350 2574 0.009
7 — 350 283.1 0.125
8 - 350 3114 0.96
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Tabte 220  1PLCC for five-unit system

Increase inpeak foad
carrying capaditity (MW)

Sustem capacity Alfiowable peak loadf
(MW) (MW) Individual Cumulative
(5x40) =200 144 0 0
{5x40) + { 1 x 50) =250 186 42 42
(5 x 40) + (2 x 50) = 300 232 46 88

kW installed and better heat rates than smaller capacity units. Economic evaluation
of alternative sizes should, however, include the impact on the system reliability of
adding a relatively large unit to the overal sysem. This effect can be seen in terms
of the increased system peak load-carrying capability (IPLCC) due to unit addi-
tions. Using Fig. 2.11, the IPLCC can be determined for each 50 MW unit addition
at aspecified risk level. Table 2.20 shows the individual unit and cumulative IPLCC
values for each 50 MW unit at a system risk level of 0.1 days/year.

The 50 MW units added to the system in this case are not much larger than the
40 MW units dready in the sysem and therefore they do not creste a large
perturbation. The effect of adding relatively large unitsto a system can be seen by
adding the 50 MW units to a system with the same initial 200 MW of capacity but
with a different unit composition.

Consider a system composed of 10-20 MW units each with a forced outage
rate of 0.01. The total installed capacity in this case is 200 MW and would require
the samereservecapacity asthe5 x 40 MW unit system using the percentagereserve
criterion. The loss of the largest unit criterion would dictate that the 5 x 40 MW
unit system could carry apesak load of 160 MW whilethe 20 x 10 MW unit system
could carry a 190 MW pesk load. Note that neither criterion includes any consid-
eration of the actual load shape. Table2.21 showstheindividual unit andcumulative
IPLCC values for each 50 MW unit addition to the 20 x 10 MW unit system at a
system risk level of 0.1 days/year.

Table2.21 IPLCC for 20-unit system

Increaseinpeakload
carrying capability (MW)

System capacity Allowable peak
(MW) load (MW) Individual Cumulative
(20x40) =200 134 0 0]
(20x 10y + (1 x 50) =250 202 18 18
(20 x 10) + (2 x 50) = 300 250 48 66
(20x 10) + (3 x 50) = 350 298 48 114
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The initial load-carrying capability of the two systems are considerably
different as the system with the smaller units can carry a much higher peak load.
The first 50 MW unit addition creates a considerable perturbation in this system
andresultsin an IPLCC of only 18 MW. The second unit appearsto create an IPLCC
of 48 MW. It may be better, however, to think in terms of the cumulative value of
66 MW created dueto the addition of thetwo 50 MW units. Relatively largeunits
cannot be easily added to small systemsor to systems composed of rel atively small
units without a significant initial PLCC penalty. This penalty will diminish as
additional units are added and the basic system composition changes. Thisis one
reason why unit additions must be examined in terms of an expanson plan and
considered over a reasonable time period rather than on a single year or single unit
addition basis.

This effect is further accentuated if the unit forced outage rate isincreased in
thefirst few yearsto accommodate abreak-in or infant mortality period. A common
utility practice is to double the unit forced outage rate for the first two years,
particularly if the unit size or typeis significantly different from othersin the system
and little experienceis available. The utilization of probability techniquesevenin
therelatively simpleform of LOL E eval uation permitsthefactorsthat do influence
the system reliability to beincluded in the analysis and gives proper weight to unit
Szes and outage rates and to the system load characteristic.

2.6 Scheduled outages

The system capacity evaluation examples previously considered assumed that the
load model applied to theentire period and that the system capacity model was dso
applicable for the entire period. Thiswill not be the case if units are removed from
service for periodic ingpection and maintenance in accordance with a planned
program. During this period, the capacity available for service is not congtant and

Totat installed capacity

[ .
Units on
maintenance

Systemn daily peak load (MW)

January 1 Time December 31

Fig. 2,12 Annual load and s2pacity model
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therefore a single capacity outage probability table is not applicable. Figure 2.12
shows a hypothetical example of a maintenance schedule for a winter peaking
gysient. ST

" The annual LOLE, can be obtained by dividing the year Into periods and
calculating the period LOLE, values using the modified capacity model and the
appropriaie period load model. The annual risk index is then given by

" (2.9)

LOLE,= 3 LOLE, T

p=1

The modified capacity model can be obtained by creating a new capacity
outage probability table for each capacity condition. The unit removal algorithm
illustrated by Equations (2.3) and (2.4) can be used in this case. Thetotal installed
capacity may also increase during the year due to the commissioning of anew unit.
This can aso be added to the capacity mode in the appropriate periods. Ifthe actua
in-service date of the new unit is uncertain, it can be represented by a probability
distribution and incorporated on a period basis using the following equation.

LOLE, = (LOLE, Ja+ (LOLE, )u (2.10)

where LOLE, = period LOLE vaue
LOLE,, = period LOLE value including the unit
LOLE,, = period LOLE value without the unit
a = probability of the unit coming into service
1« = probability of the unit not coming into service.

The unit dill has the opportunity to fail given that it comes into service. This

iS inctuded in the LOLE,, value. The annua risk index is then obtained using
Equation (2.9).

installed capacity

RAeserve capacity -

Load

Modified load
" characteristic

|——0Original losd
characteristic

Time {oad exceaded theindicated value

Fig. 2.13 Approximate method of induding'mainténance
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installed capacity
Capacity on maintenance

Resarve capacity Peak load

Load

Time load exceeded the indicated value

Fig. 2.14 Capacity reduction due to maintenance

Maintenance has been considered by some authorsasindicated in Fig. 2.13 by
adding the capacity on maintenance to the load and using a single capacity outage
probability table.

The approach shown in Fig. 2.13 givesthe sameresults asthat of Fig. 2.14, in
which the original capacity outage probability table is used, but the total available
capacity 1s reduced by the quantity on outage.

Both of these methods are approximations because the state probabilities in
the generation model are unaltered and therefore do not really relate to the system
during maintenance.

The mogt realistic approach is to combine the units actually available to the
system into a capacity outage probability table applicable for the period considered
as described above. Precticd system studies using the approximate methods and
therealistic method indicate that adding the capacity on maintenanceto the load or
subtracting it from the installed capacity without altering the outage probabilities
results in higher calculated risk levels and that the error increases with increased
mai ntenance capacity. Thiserror may benegligiblein alarge systeminwhichthe
capacity on maintenance is an extremely small percentage of the total installed
capacity. Removing units on maintenance from the capacity outage probability
tableresultsin negligible error for normal magnitudes of capacity on maintenance
for those cases when the units removed are not exact multiples of the rounding
increment used in the table.

If the maintenanceis scheduled either to minimize [38] risk or in accordance
with a constant risk criterion then the reserve shown in Fig. 2.12 may be quite
variable. 1t isimportant to realize that constant reserve is not the same as constant
risk. The systemisclearly not asreliableif aunit with alow forced outagerate is
removed from servicewhen compared withthe situationinwhich asimilar capacity
unit with ahigh forced outage unit is removed from service.

There are a number of approximate techniques for scheduling maintenance.
One approach isto reduce the total installed capacity by the expected capacity loss



e i Lol i B

Ganerating capacity—basic probability methods 55

(i.e. the product of the unit capacity and its availability) rather than by the actud
anit capacity and then schedule maintenance on a congtant reserve bads. A better
approach, and onethat isoften quite accurate if only afew unitsare on maintenance
at any giventime, isto determine the decrease in PLCC at the appropriate risk level
for each individua unit on maintenance and then use these vaues in scheduling
maintenance on a constant reserve basis. The applicable approach will depend on
the capacity composition, the required maintenance level and the system load
profile.

2.7 Evaluation methods on period bases

The basic LOLE approach is extremely flexible in regard to the extent to which
ioad models and maintenance considerations can be incorporated. This flexibility
also dictates the necessity to thoroughly understand the modelling assumptions
used prior to quoting and comparing risk indices for different sysems. This
important point can be appreciated by considering the following three ways in
whichthe LOL E method can be used to determine an annual risk index:

(@) monthly (or period) basis considering maintenance;

(b) annual basis neglecting maintenance;

(c) worst period basis.

In the monthly approach and assuming constant capacity for the period, the
appropriate capacity outage probability table is combined with the corresponding
ioad characterigtic. If the capacity on maintenance isnot constant during the month,
the month can be divided into severa intervals during which the capacity is
constant. The capacity outage probability table, modified by removing the unitson
maintenance for each separate interval, can be combined with the monthly peak
and aload characterigtic using the interva asitstime base. This method assumes
that the normalized monthly load characteristic holds for any portion of a month
and that the monthly peak can occur on any day during the period. The total risk
for the month is obtained by summing the interval values. The annual risk isthe
sum of the twelve monthly risks.

In the annual approach neglecting maintenance, the annual forecast pesk and
system load characteristic are combined with the system capacity outage prob-
ability table to give an annual risk level. The basic assumption in this gpproach is
that a constant capacity level exists for the entire period. Thejustification for this
assumption is dependent upon the time of generating unit additions, the planned
maintenance and the monthly load levels relative to the annual peak. Ifthe year can
be divided into a peak |oad season and alight load season, the planned maintenance
may be scheduled entirely in this latter period. The contribution of the light load
season to the annua risk may be quite low and therefore the assumption of a
congtant capacity leve isjugtified. The relative period risk conmbuﬁogs for any .
particular system should be examined before adopting this approach. =~
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In some cases, the load level in a particular season or even month may be so
high that this value dominates the annual figure. A reliability criterion for such a
system can be obtained using only this *worst period” value. A study of the
Saskatchewan and Manitoba Systems indicated that the month of December
generally constitutes the highest monthly risk period. An annual risk figure can be
obtained by multiplying the December value by twelve. This approach assumes
twelve possible Decembers in a year and is designated the ' 12 December basis.

Computing risk levels on a monthly basis considering maintenance can be
quite laborious, especially when the maintenance capacity is not constant during a
month. This approach can be used to determine if the risk levels for specific
maintenance periods exceed a specified amount. This condition can be studied by
comparing the risk levels for each of the maintenance intervals converted to a
common time base (for example 365 days). If the expectation for a period of ten
days is 0.001 hours, then 0.001 x 36.5 = 0.0365 hours is the expectation on an
annual basis. This technique is necessary to avoid the tendency to assume that for
aparticular interval, a low expected value indicates little risk. The low value may
be due to the interval itself being very small and not due to having a high reserve
capacity margin.

In planning unit additions where risk levels for different years are to be
compared, the ‘annual basis neglecting maintenance’ or the * 12 worst months basis
are the simplest methods and generally provide satisfactory results. The ' 12 worst
months basis cannot be used to compare the risk levels in two different systems
with different annual load characteristics. This approach is only consistent when
applied continually to the same system.

Theabove approaches are not exhaustive and various alternatives are possible.
It should be stressed, however. that the risk index evaluated depends on the
approach used and therefore risk indices of different utilities are not necessarily
comparable {28]. This is not a point of concern provided the approach used by a
given utility isconsistent.

2.8 Load forecast uncertainty

(8) Method 1

In the previous sections of this chapter it has been assumed that the actual peak 1oad
will differ fromtheforecast val uewith zero probability. Thisisextremely unlikely
in actua practice as the forecast is normally predicted on past experience. If it is
realized that some uncertainty can exist, it can be described by a probability
distribution whose parameters can be determined from past experience, future load
modelling and possible subjective evaluation.

The uncertainty in load forecasting can be included in the risk computations
by dividing theload forecast probability distribution into classintervals, thenumber
of which depends upon the accuracy desired. The area of each class interval
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represents me probability the load is the class interval mid-value. The LOLE is
computed i« each load represented by the class interval and multiplied by the
probability that that load exists. The sum of these products represents the LOLE
for the forecast load. The calculated risk level increases as the forecast load
uncertainty increases.

It is extremely difficult to obtain sufficient historical data to determine the
distribution describing the load forecast uncertainty. Published data, however, has
suggested that the uncertainty can be reasonably described by anormal distribution.
Thedistribution mean isthe forecast pesk load. The distribution can bedivided into
a discrete number of class intervals. The load representing the dass interval
mid-point is assigned the designated probability for that dass interval. This is
shown in Fig. 2.15, where the distribution is divided into seven steps. A similar
approach can be used to represent an unsymmetrical distribution if required. It has
been found that there is little difference in the end result between representing the
distribution of load forecast uncertainty by seven seps or forty-nine seps. The error
is, however, dependent upon the capacity levels for the system.

The computation of the LOLE considering load forecast uncertainty is shown
for asmdl hypothetical system in the following example.

The sysem conggs of twelve 5 MW units, each with a forced outage rate of
0.01. The capacity model is shown in Table 2.22. The forecastpesk load is50 MW,
with uncertainty assumed to be normally distributed using aseven-step approxima-
tion (Fig. 2.15). Thestandard deviationis 2% of theforecast pesk load. Themonthly
load—duration curve is represented by a straight line at a load factor of 70%. The
LOLE calculationisshownin Table 2.23.

The LOLE increased from 0.025240 with no load forecast uncertainty to
0.07839425 with 2% uncertainty. The index in this case is in hours/month. Load
forecast uncertainty is an extremely important parameter and in the light of the
financial, societal and environmental uncertaintieswhich electric power utilities

Probability given by indicated area

No. of standard deviations Mean * forecast load {MW}
from the mean

Fig. 2.15 Seven-step approximation of the normal distribution
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Table 2.22 Generation model

Capacity on outage rM#) Cumulative probability

0 1.00000000

5 0. 11361513
10 0. 00617454
15 ' 0. 000206562
20 0. 00000464
25 0. 00000007

(Probability values lessthan 10 are neglected.)
Period = 1 month = 30 days = 720 hours
Forecast load = mean = 50 MW

Standard deviation (2%) =50 x 2/100 = 1 MW

face may be the single most important parameter in operating capacity reliability
evaluation. In the example shown in Table 2.23, the risk was evaluated for each
peak load level. The seven individual values were then weighted by the probability
of existence of that pesk load level. The find LOLE is actudly the expected value
of a group of loss of load expectations.

(b) Method2

The LOLE value including uncertainty can be found using a somewhat different
approach. The load characterigtic can be modified to produce a load profile which
includes uncertainty. Thissingle load characteristic can then be combined with the
capacity outage probability table to compute the LOLE index. Ifthe uncertainty is
fixed & some specified vaue and the load shape remains unchanged, then the
modified load curve can be used for a range of sudies with a considerable saving

Table 223 LOLE results

(/i

Number of 2 ®) )
standard LOLE
deviationsfrom the Probability ofthe (howurs‘month) for
mean Load (MH loadin Coal. (2) theloadin Col. (2) (3) x r4;
-3 47 0.006 0.01110144 0.00006661
-2 48 0.061 0.01601054 0.00097664
1 49 0.242 0.02071927 0.00501406
0 50 0.382 0.02523965 0.00966679

+1 51 0.242 0.17002797 0.04114677
+2 52 0.061 0.30924753 0.01886410
+3 53 0.006 0.44321350 0.00265928

Total 0.07839425
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Per unit 1gad, &

0 Time, t 10

Fig. 2.74 Monthly load-duration curve in per unit

in computer time. This procedure is illustrated using the previous example. The
load modd used in the example is a monthly load—duration curve represented by a
straight line at a load factor of 70% as shown in Fig. 2.16. Thisisasimplification
of areal load—duration curveand inpracticethefoll owinganaysisneedsmodifying
s0 that either the non-linear equation of the load curve is convolved or the load
curve is segmented into a series of straight lines.

The equation for this line is

10
t= 5 {1-x)
if
X = load in MW
L —forecast peak load
X= X/L.

The load forecast uncertainty is represented by a saeven-step approximation to
the normal distribution as shown in Fig. 2.15. The standard deviation of this
distribution is equal to 2% of the forecast peak load. In the case of a 50 MW peak
this corresponds to 1 MW. There are therefore seven conditional load shapes as
shownin Fig. 2. 1 7, each with aprobability of existence. Consider two examples of

the seven conditional load shapes:
At a peak level of 47 MW,

by
4 =’§£i —%;*J for 0 <X <47

which exists with a probability of 0.006.
At apesk load level of 50 MW, '



Peak oad (MW)

Cuve No.

0 Time 10

Fig. 2.17 Conditional load-duration curves

:4::'?“{ -3)%} for 0<X<50

/

which exists with a probability of 0.382.

The modified load—duration curve is now composed of a group of conditional
segments as shown in Fig. 2.18. The evaluation of four of these ssgmentsis shown
bel ow; theremaining segments can beevaluated similarly.

ForSegment 1 t=1.0 forO<X< 18.8
For Segment 2 t = 0.006¢, + 0.0611, + 0.242,

0.382t, + 0.242¢5 + 0.06 11,

0.0061. for 188 < X<47

Peakloadf'_\ )

188

0 Time (p.u.) 10

Fig. 2.78 Modified load-duration curve
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&7

Capacity Individual

Out MW} In probability Time (pu} Expectation
0 60 0.8863848717 _ _
5 55 0.1074405905 . .
10 50 0.0059689217 00123847909  0.0000739239
15 45 0.0002009738  0.1661845138  0,0000333987

20 40 00000045676 03330899382  0.0000015214 .
5. 35 00000000738 04999453626

0.0001088809

For Segment 7 ¢ = 0.061¢, + 0.006¢, for 51 <X<52

For Segment 8 t=0.0061, for 52 < X<S3

The modified load—duration curve of Fig. 2.18 is shown in terms of MW of
peak load. It can also be expressed in percentage or per unit of the forecast peak
load and used with any forecast peak assuming the basic characteristic and uncer-
tainty remains constant. The LOLE calculation is shown in Table 2.24.

The LOLE in hours/month = 0.0001083809 x 30 x 24 = 0.07839425. This
value is that shown in Table 2.23. In order to illustrate the evaluation of the time
valuesshown in Table 2.24, consider asan examplethevalue at the 50 MW capacity
level which corresponds to Segment 6:

t=0.242i5 + 0.061¢, + 0.006s-

= (0.242X0.0326797) + (0.061X0.0641026) + (0.006)(0.0943396)
= 0.0123847909

where, for example,

“"’(1 X =0.0326797386
35 = —ﬂk - ‘S‘T}[— E
The concept of conditional load curves leading to amodified curve is auseful
technique which can be used in certain cases to save computation time in repetitive
studies. If applicable, the modified curve can be used as input data in further studies.
This ideais used in Section 2.10 as a load modification technique in loss of energy
studies and production cogt calculations.

T

29 Forced outage rate uncertainty

The loss of load expectation as computed using the techniques illustrated earlier in
this chapter assumes that the generating unit unavailability parameters are sngle
point values. In actua fact these parameters are usually single point best estimates
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based upon the available data and future forecadts. There is therefore considerable
uncertainty in these parameters which creates uncertainty in the calculated LOLE
parameter. The actual distribution associated with the caculated LOLE can be
obtained by Monte Carlo simulation. If the uncertainty associated with the unit
unavailabilities is considered to be normally distributed, then the resultant LOLE
uncertainty can be considered to be normally distributed. Inall other cases, an exact
solution is analytically intractable and simulation must be used. The uncertainty
associaed withunit unavailability wasfirst consderedin Reference [30]. Theeffect
of uncertainty in unit unavailability on LOLE and uncertainty in the unit failure
rate on spinning reserve requirements were first considered in Reference [31] using
an upper bound confidence limit approach. The combination of the actua unit
uncertaintieswasfirst considered in Reference [32] and thetechnique was extended
in subsequent publications [33, 34]. The basic gpproach isto ca culatethe conven-
tional capacity outage probability table using the conventional recursive equations
and aso compute the variance associated with the cumulative probability at each
capacity level. This involves the successve determination of the covariance matrix
asociated with each unit capacity addition. The fina capacity outage probability
table and its covariance matrix can be combined with the load model to obtain the
expected value for the cdculated LOLE and its variance. The caculation and
storage of the covariance matrix can become cumbersome in alarge system arid an
approximate technique has been developed {34]. Both the exact and approximate
approaches are presented. followed by a numerical example using the simple
three-unit system given in Table 2.7.

29.1 Exact method [32]

The capacity outage probability table together with its covariance matrix are
constructed by adding generating units one at atimeto an existing table using the
followingexpressions.

PX)= (1 - NP(XY rP'(X~-C)
Cov[PLX).P(Y¥F [(1 - 1)? + V]Cov[P'(X).P(Y)]
+ (1 - 1) - VI{CoV[P'UN,P(¥ C)]
+ Cov[P'(X-C)P' (M)}
+ [ + VICoV[P(X ~C),P(Y - C)]
+ V[P (X)P(Y)- P'(X)P(Y~C)

- P(X- C)P(Y3+ P'(X- C)P(Y- C)
where:
Xand Y = capacity on outage levels
P(X) - probability of capacity outage of ¥ MW or more after the unit
addition
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P’(X)= probability of capacity outage of X MW or more before the
unitaddition -
Cov[P(X).P(V)]= covariance of P(X)and P(Y) after the un|t addition
Cov[P(X).P'(Y)]= covariance of P'{Xand P'(Y}) before the unit addition
r = expected value of FOR for the unit being added
C = capacity of unit being added
v = variance of FOR for the unit being added

The initial conditions before the addition-of any unit are-PX<0)=
1.0, P(X> 0) = 0 and Cov[P(X),P(¥)]= 0 for dl Xand Y.

2.9.2 Approximate method [34}

A method based on the Taylor-series expansion of a function of severa variables
can be used to compute the elements of the covariance matrix associated with the
capacity outage probability table. The required formulaisgiven by

Cov{PLUOP(NY = Y. !%@][f%mi\/m ir)
i H J

ey | L
=y

\
+ Z Z {&P(X}‘(GZHDJ'VM[HVM&]

i=) el 4 (?r,,,Cr,‘] A
where m denotes the number of generating units. The partial derivations used inthe
above formulaare computed using the following equations:

PO prix-cy- P
&r,
EPL)

or. cr, =P"X-C, - CJ:) + P'(X)-P"X~-C) -P"(X- C})

t

where:

P (X theeement in the capacity outage probability table after unit of C; MW
and FOR r; is removed from the origina table.

P"(X)- the element in the capacity outage probability table after two units of
capacities C; and Cj are removed from the original table.

2.9.3 Application

The application of these recursve expressions is illustrated using the smple system
shown in Table 2.7, with the vanance ‘associated with the unit FOR assumed to be
9x 1078 (Table 2.25)
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Table 2.25
Unit capacity C Unit FOR Var[ FOR)
Unir No. (MW) r v
1 25 0.02 9x 107
2 25 0.02 9x 10°
3 50 0.02 9x 107

The capacity outage probability table and its covariance matrix are devel oped
as follows.
Sep 7 Addthefirst 25 MW unit. The table becomes Table 2.26, and its covariance
matrix is given by

CoviP(X), P(Y))= [8:8 (9)'2 10‘6]

Sep 2 Addthe second 25 MW unit. Thenew tableis Table 2.27 and its covariance
matrix isgiven by

00 00 0.0 ;}

Cov[P(X), P(Y)] = 1.7287281 0.0352719|x 1067
Symmetric matrix 0.00072le

Sep 3 Addthe last unit (50 MW) to the table. The complete table is Table 2.28 and
its covariance matrix is given by

CovlP(X), P(Y)]=

(0.0 00 0.0 0.0 0.0 1

24904173 0.8979052 0.0680962 0.0010367
0.8999794 0.0363167 0.0003742 x 107°

0.0021183 0.0000287 !

Symmetricmatrix 0.0000004 |

294 LOLE computation

The mean and variance of the LOLE are given by

Table2.26
SaleNo. Capacity out Cumudlative probability
1 0 1.0

2 25 0.02
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Table 2.27
State No. Capacity out  Cumuiaive probability
i 0.0 10
2 250 0,039
50.0 0.0004

E[LOLH= Z E[P(C, - X)]

Var{LOLE] = Z | Cov[P(C, - X)), P(C, - X))]

where:
n = number of days in the study period

C, = available capacity on day i
X, = forecast pesk load on day i
E[P;] = expected value of the loss of load probability on day i
Cov{P,P,] = covariance of the ioss of load probabilities on day i and day /.
Example
N - 2 days, Forecast peak loads = 65, 45 MW.
E{LOLE}= D P(C,—X)= P,(100-65) + P-(100-45)
1=1

= P(35) + Py(55)
= 0.020392 + 0.000792 = 0.021 184

Table 2.28
Stare No. Capacity our Cumulative probability
1 0.0 10
2 250 0.058808
3 50.0 0.020392
4 75.0 0000792, _ .ivurs coim -
5 1000 0.000008
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2 2
Var[LOLE] = 3 D Cov[P{100 - X), P(100 - X))}

i=1 j=1
= Var[P|(35)] + Var[P,(55)] + 2 Cov[P,(35).P,(55)]
If the exact method is used, the variance of LOLE is given by
Var[LOLE] = 0.8999794 x 107%+ 0.0021183 X 107+ 2 X 0.0363167 X 10~
=0.9747311 x 10~*
If the approximate method is used, the different terms in the variance equation of

LOLE aregivenby
dr,§  (ep Y ( &P,
Var[P,(35)] = AT Sl A0 o el A B vV,
: ory | Vcr3 ) Lcr, éry
[ &p, +( &P, Y
Vvt LAY
!\.@rtc |13 {i rzarsj! 2

=2[0.0396 - 0.02] x 9 x 107+ [1 - 0.00041>x 9 x 107¢
+[1+0.02-0.02-0.027x (9% 107
+2[1+0-0.02-1]%9 x 107

=0.0006915 x 1075+ 0.8992801 x 1075
+0.778572 x 1071¢

=0.8999793 x 107°

2 2

ZZ‘

Wy
s

3 (&
Var[P,(55)] = V i

f=| i=1 j=iel \
=2[0.02 - 0.0004]2 X 9 x 107+ [0.0396 - O] x 9 x 1675
+[0.02 + 0-0.02 - 0.02]%(9 x 107%?
+2[1 = 0-0-0.02]%(9 x 107%)?
=0.0006915 X 1075+ 0.0014113 X 1075
+0.324 x 1073 + 1555848 x 10°1¢
=0.0021183 x 107°
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3
ap \féP
CoviP(35).Py(39)) = Z [l‘_rl)[—ér_z]vt

3. 3 (azpi NS ész
D> arfangar,ag Y

i=} j=iel k

= 2[0.0396 - 0.02] [0.02 - 0.0004] x 9 x 107
+[1-0.0004] [0.0396-0] x 9 x 107°
+ [1 +0.02-0.02 - 0.02] [0.02+ O - 0.02 - 0.02]
X (9 x 10792
+2[1+0-002-1][1L+0-0-0.02](9x 107
=0.0006915 x 107°+ 0.0356257 x 107°
~0.047628 x 10710
=0.0363168 x 107>
Var[LOLE] = Var[P,(35)] + Var[P,(55)] + 2 Cov[P,(35),P5(55)]
=0.8999793 x 107° +0.021183 x 107+ 2 x 0.0363168 x 10~
=0.9747313 x 107

295 Additional considerations

The expected val ue associated with the calculated L OL E parameter can be obtained
without recognition of theuncertai nty associated with thegenerating unit unavail -
ability. This parameter is affected by load forecast uncertainty. Uncertainties in
forced outage rates and |oad forecasts can be incorporated in the same calculation
[33]. The actua distribution associated with the calculated LOLE can only be
obtained by Monte Carlo simulation. It has been suggested, however, that in many
practical casesthe distribution can be approximated by agammadistribution which
can then be used to place approximate confidence bounds on the LOLE for any
particular situation.

The *exact’ technique illustrated in Section 2.9.1 becomes difficult to formu-
late if derated units are added to the capacity modd. The ‘approximate’ method
shown in Section 2.9.2 is, however, directly applicable and is not limited in regard
to the number of derated states used. This situation is illustrated in Reference [34].

In conclusion, it is important to realize that there is a possble distribution
associated with the calculated LOLE parameter. This digtribution depends upon the
inherent variability in the two basic parameters of load forecast uncertainty and the
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individual generating unit forced outage rates. The expected value of the LOLE
parameter is not influenced by the uncertainty in the unit unavailabilities although
the distribution of the LOLE parameter is affected by both uncertainty considera-
tions. The distribution of the LOLE is useful in terms of determining approximate
confidence bounds onthe LOLE in any given situation. It isunlikely, however, that
further use can be made of it at this time in practical system studies. The expected
value of the calculated LOLE parameter is used as a conventional criterion for
capacity evaluation. The uncertainty associated with the future load to be served
by a proposed future capacity configuration is a significant factor which should be
consdered in long-term system evaluation.

2.10 Loss of energy indices

2.10.1 Evaluation of energy indices

The standard LOLE approach utilizes the daily peak load variation curve or the
individual daily peak loads to calculate the expected number of days in the period
that thedaily peak load exceedsthe availableinstalled capacity. A LOLE index can
aso be calculated using the load duration curve or the individual hourly values.
The area under the load duration curve represents the energy utilized during the
specified period and can be used to calculate an expected energy not supplied due
to insufficient installed capacity. The results of this approach can also be expressed
in terms of the probable ratio between the load energy curtailed due to deficiencies
in the generating capacity available and the total load energy required to serve the
requirements of the system. For agiven load duration curvethisratio isindependent
of the time period considered, which is usually a month or a year. The ratio is
generally an extremely small figure less than one and can be defined asthe ‘energy
index ofunreliability™. Itismoreusual, however, to subtract thisquantity from unity
and thus obtain the probabl e ratio between the load energy that will be supplied and
thetotal load energy required by the system. Thisis known asthe ‘energy index of
reliability.’

The probabilities of having varying amounts of capacity unavailable are
combined with the system load as shown in Fig. 2.19. Any outage of generating
capacity exceeding the reserve will result in a curtailment of system load energy.
Let:

O, = magnitude of the capacity outage
P, = probability of a capacity outage equal to O;
E; = energy curtailed by a capacity outage equa to O,

This energy curtailment is given by the shaded areain Fig. 2.19.
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Instalied capacity

Capacity putage O

—

0 Percent of time load exceeded indicated value 100

Fig. 219 Energy curtailment due to a given capacity outage condition

The probable energy curtailed is E.P;. The sum of these products is the total
expected energy curtailment or loss of energy expectation LOEE where:

LOEE= ¥ E.P,

i=i

(2.11)

This can then be normalized by utilizing the total energy under the load duration
curve designated as E.

" EP, (2.12)
LOEEP_Q_= Z “‘E:“-
k=1

The per unit LOEE value represents the ratio between the probable load energy
curtatied due to deficiencies in available generating capacity and the total load
energy required to serve the system demand. The energy index of reliability, EIR,
1s then

EIR=1-LOEE, (2.13)

This approach has been applied to the 5 x 40 MW unit system previously
studied using the LOLE approach (Section 2.3.2). The system load—duration curve
was assumed to be represented by a straight line from the 100% to the 40% load
level. The risk as a function of the system peak load is given in Table 2.29. These
results can be plotted in a similar form to Fig. 2.7. Although the “loss of energy’
approach has perhaps more physical significance than the ‘loss of 1oad® approach,
it is not as flexible in overail application and has not been used as extensively.

It is important to appreciate, however, that future electric power systems may
be energy limited rather than power or capacity limited and therefore future indices
may be energy based rather than focused on power or capacity.
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Table 2.29 Variation of EIR

System peak load (MW) Energy index of reliability

200 0.997524
190 0.998414
180 0.999162
176 0.999699
160 0.999925
150 0.999951
140 0.999974
130 0.999901
120 0.999998
110 0.999999
100 0.999999

2.10.2 Expected energy not supplied

The basic expected energy curtailed concept can aso be used to determine the
expected energy produced by each unit in the system and therefore provides a
relatively simple approach to production cost modelling. This approach, whichis
described in detail in Reference [35], is illustrated by the following example.
Consider the load duration curve (LDC) shown in Fig. 2.20 for a period of 100
hours and the generating unit capacity data given in Table 2.30.

Assume that the economic loading order is Units 1, 2and 3. The tota required
energy in this period is 4575.0 MWHh, i.e. the area under the LDC in Fig. 2.20. If
therewere no unitsin the system, the expected energy not supplied, EENS, would
be 4575.0 MW (=EENS,). If the system contained only Unit 1, the EENS can be
calculated as shownin Table2.31.

75.0

Load (MW)

Duration (hours)

Fig. 2.20 Load model

f T
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Table 2,30 Generation data

Unit Na. Capacity (MW) Probability
\ 0 0.05
is 030
25 065
2 0 003
0 0.97
3. e 0. ... 004
T 20 0.96

The contribution from Unit 2 can now be obtained by adding Unit 2 to the
capacity model of Table2.3 1 and cal culatingthe EENS for Units 1 and 2 combined.
This isshown in Table 2.32.

Thefinal capacity outage probability table for al three unitsis shown in Table
2.33 and the EENS; = 64.08 MWh. The expected contribution from Unit 3is401.7
- 64.08 = 337.6 MWh. Theindividual unit expected energy outputs are summarized
inTable2.34.

The expected energy not supplied in the above system is 64.08 MWh. This can
be expressed in terms of the energy index of reliability, EIR, using Equations (2. 12)
and (2. 13):

64.08
45750

The situation in which Unit 1 isloaded to an intermediate level in the priority
order before loading to full output at a higher priority level is illustrated in
Reference [35]. Determination of expected un1t energy outputsisarel atively simple
matter in a system without energy limitations other than those associated with
generating capacity outages. The approach illustrated can consider any number of
units, derated capacity levels, load forecast uncertainty, station models and radial
transmission limitations. Thebasic requirementistheabilityto devel op asequential
capacity outage probability table for the system generating capacity.

EIR=1-

=0.985993

Table2.31 EENSwith Unit 1

Capacity out of  Capacity in Energy

service (MW service (MW} Probability curtailed (MWh; Expectation (MWh)
0 25 0.65 2075.0 1348.75
10 15 0.30 3075.0 922.50
25 0 0.05 4575.0 228.75

EENS; = 25000 MWh
The expected energy produced by Unit !
=EENSo - EENS;
= 4575.0 - 2500.0 = 2075.0 MWh.
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Table2.32 EENSwith Units 1 and 2

Capacity out Capacity in Energy
of service(MW) service (MW}  Probability  curtailed (MWh) Expectation (MWh)

0 55 0.6305 177.8 112.10
i0 45 0.2910 475.0 138.23
25 30 0.0485 1575.0 76.39
30 25 0.0195 2075.0 40.46
40 15 0.0090 3075.0 27.68
55 0 0.0015 4575.0 6.86

EENS; =401.7 MWh
The expected energy produced by Unit 2
= EENS; — EENS>
=2500.0 - 401.7 = 2098.3 MWh.

Table 2.33 EENSwith Units 1.2 and 3

Capaciny out Capacity in Energy
of service (MW) service (MW) Probability curtailed (MWh; Expectation (MWh;
0 15 0.60528 0] _
10 65 0.27936 444 12.40
20 55 0.02522 177.8 449
25 50 0.04656 286.0 1332
30 45 0.03036 475.0 14.42
40 35 0.00864 1119.4 9.67
45 30 0.001%4 1575.0 3.06
50 25 0.00078 2075.0 162
55 20 0.00144 2575.0 371
60 15 0.00036 3075.0 111
75 0 0.00006 4575.0 0.28
64.08
Table 2.34 Summary of EENS
Priority Unit Expected energy
level capacity (MW) EENS (MWh) output (MWh)
1 25 2500.0 2075.0
2 30 401.7 2098.3
3 20 64.1 337.6
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2103 Energy-limited systems

The Simplest energy-limited situation to incorporate into the analysts is the condi-
tion in which the output capacity of a unit is dictated by the energy available. An
example of thisenergy limitation is arun-of-the-river hydro installation with little
or no storage. The flow rate determines the unit output capacity. The unit is then
represented asamulti-state unit in which the capacity states correspond to the water
flow rates. This representation might also apply to variable flow availabilities of
natural gas. The anafysis in this case is identical to that Used in Section 2.10.2 for
anon-energy-limited unit. Thisis illustrated by adding a 10 MW generating unit
with a capacity distribution due to a flow-rate distribution as described in Table
2.35 to the system analyzed in Section 2.10.2.

The unit can be placed in an appropriate place in the priority loading order and
the expected energy outputs cal culated using the previous techniques. The expected
energy not supplied in this case is 35.5 MWh and the EIR = 0,992236.

Generating units which have short-term storage associated with their prime
mover can be used to pesk shave the load and therefore reduce the requirement
from more expensive units. The approach in this case is to modify the load model
using the capacity and energy distributions of the limited energy storage unit and
then apply the technique described earlier for the non-energy-limited units. If this
load modification techniqueis used in connection with a non-energy-limited unit
system analysis, the results are identical to those obtained by the basic method.

Thefirst step isto capacity-modify the load—duration curve using aconditional
probability approach. The modified curve isthe equivalent load curve for the rest
of the units in the system if the unit used to modify it was first in the priority list.
The capacity-modified curve is then energy-modified using the energy probability
distribution of the unit under consideration. The final modified curve is then used
i the normal manner with the rest of the units in the system to determine their
expected energy outputs and the resulting expected energy not supplied.

The approach can be illustrated by adding the unit shown in Table 2.36 to the
original three-unit system in Table 2.30.

The capacity-modified curve is shown in Fig. 2.21. The curve is obtained by
the conditional probability approach used earlier for load forecast uncertainty
analysis. The energy-modified toad—duration curve is shown in Fig. 2,22.

Table 235 Data for 10 MW unit

Capacity (MW) Probability
o 0.040
25 0.192
5.0 0.480
100 0.283

1.000
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Table 236  Energy-limited unit

Capacity model Energy model
Capacity (MW) Probabiliry Energy (MWh) Cumulative probability
0 0.03 200 1.00
10 0.25 350 0.70
15 0.72 500 0.20

The resulting load—duration curve in Fig. 2.22 becomes the starting curve for
subsequent unit analysis. In the example used, an additional unit of 10 MW with a
forced outage rate of 0.04 was added to the previous system. A two-state energy
distribution was assumed with 70.0 and 1500 MWh having cumulative prob-
abilines of 1.0 and 0.6 respectively. Under these conditions, the expected energy
not supplied is 15.7 MWh and the EIR of the system for the 100 hour period is
0.996562. Reference [35] illustrates the extension of this technique to the situation
in which an energy-limited unit is partly base loaded and partly used for peak
shaving.

Qriginal curve

10 MW reduction

15 MW reduction

Capacity
modified curve

| i L 1 |
] 20 40 60 80 100
Duration

Fig. 2-21 Capacity-modified load-duration curve
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Fig. 2.22 Energy-modified load-duration curve

A farther type of storage facility, which is commonly encountered, is onein
which the stored energy can be held for some time and used in both a peak shaving
and base load manner. In the case of a hydro facility with a large reservoir, the
operation would beguided by arule curvewhich dictateshow much energy should
be used during the specified period. The available energy during each period can
vary due to in-flow variations and operating policies. The approach in this cae is
to capacity-modify the load—duration curve using the non-energy-limited units.
This leaves an equivalent load curve for the rest of the units. The unitswith energy
limitations can then be used to peak shave the equivalent load—duration curve. The
area under the load—duration curve after these units have been dispatched is the
expected load energy not supplied. A numerical example for this type of system is
shown in Reference [35].

2.11 Practical system studies

The techniques and algorithms presented in this chapter are suitable for the analysis
of both small and large systems. Typical practical systems contain alarge number
of generating units and cannot normally be analyzed by hand calculations. The
algorithms presented can be used to create efficient computer programs for the
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analysis of practical system configurations. The IEEE Subcommittee on the Appli-
cation of Probability Methods recently published a Reliability Test System contain-
ing a generation configuration and an appropriate bulk transmission network [363.
It is expected that this system will become a reference for research in new
techniques and in comparing the results obtained using different computer pro-
‘grams. Appendix 2 contains the basic generation model from the |EEE Reliability
Test System (IEEE-RTS) and dso a range of results from different reliability
studies. These results cannot be obtained by hand analysis. The reader is encouraged
to develop hisdigital computer program using the techniques contained in thisbook
and to compare them with those presented in Appendix 2.

2.12 Conclusions

This chapter has illustrated the application of basic probability concepts to gener-
ating capacity reliability evaluation. The LOLE technique is the most widely used
probabilistic approach at the present time. There are, however, many differencesin
theresulting indices produced. These differences depend mainly onthe factorsused
in the calculation procedure, i.e. derated representation or EFOR values. uncer-
tainty considerations, maintenance effects, etc. Different indices are created by
using different load models. It is not valid to obtain an LOLE index in hours by
dividing the days/year value obtained using a daily pesk load variation curve,
DPLVC, by 24, asthe DPLVC has adifferent shape from the load—duration curve,
LDC. Ifan LOLE in hours/year isrequired, then the LDC should be used. The LDC
is a better representation than the DPLVC as it uses more actual system data. The
energy not supplied is an intuitively appealing index as it tends to include some
measure of basic inadequacy rather than just the number of days or hours that all
the load was not satisfied.

Thebasic LOLE index has received some criticism in the past on the grounds
that it does not recognize the difference between a small capacity shortage and a
large one, i.e. it issimply concerned with ‘loss of load’. All shortages are therefore
treated equally in the basic technique. It is possible, however, to produce many
additional indices such as the expected capacity shortage if a shortage occurs, the
expected number of daysthat specified shortages occur, etc. Itismainly aquestion
of deciding what expectation indices are required and then proceeding to calculate
them. The derived indices are expected values (i.e. long run average) and should
not be expected to occur each year. The indices should aso not be considered as
absol ute measures of capacity adequacy and they do not describethe frequency and
duration of inadequacies. They do not include operating considerations such as
spinning reserve requirements, dynamic and transient system disturbances, etc.
Indices such as LOLE and L OEE are simply indications of static capacity adequacy
which respond to the basic elements which influence the adequacy of a given
configuration, i.e. unit size and availability, |oad shape and uncertainty. Inclusion
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-‘diional parameters does not change this fundamental concept. Inclusion of

elements such as maintenance, etc., make the derived index sendtive to these
elements and therefore a more overall index, but still does not make the index an
absol ute measure of generation system reliability.

2.13 Problems

1

2

pix)

A power system contains the following generating capacity.
3 X 40 MW hydro units FOR = 0,005
I x 50 MW thermal unit FOR= 0.02
1 x 60 MW thermal unit FOR = 0.02
The annual daily peak load variation curve is given by a straight line from the 100%
to the 40% points.
(a) Calculate the loss of load expectation for the following pesk toad values.
(i) 1soMwW (i) 160 MW (iii) 170 MW
(iv) 180 MW (v) 190 MW (vi) 200 MW
(by Calculate the loss of load expectation for the following pesk load values. given
that another 60 MW therma unit with a FOR of 0.02 is added to the system.
(i) 200 MW (1) 210 MW (iii) 220 MW (iv) 230 MW
(v) 240 MW (vi) 250 MW (vii) 260 MW
(c) Determinetheincreaseinload carrying capability at the 0.1 day/year risk levei due
to the addition of the 60 MW thermal unit.
(d) Calculate the loss of load expectation for the load levelsin (@) and (b) using the
lcad forecast uncertainty distribution shown in Fig. 2.23.
(e) Determinetheincreasein load carrying capability at the 0.1 day/year risk level for
the conditionsin part (d).
A generating system contains three 25 MW generating units each with a4% FOR and
one 30 MW unit with a5% FOR. If the peak load for a 100 day period is 75 MW, what

0.6
0.2 0.2
X X x - X
-10 [0} +10

Deviationfrom forecast {MW)

Fig. 2.23



78 Chapter?2

is the LOLE and EIR for this period? Assume that the appropriate load characteristic
isastraight line from the 100% to the 60% points.

3 A system contains three non-identical 30 MW generating units each with a5% FOR
and one 50 MW unit with a 6% FOR. The system peak load for a specified 100 day
period is 120 MW. The load—-duration curve for this period is a straight line from the
100% to the 80% load points.

Calculatethe energy index of reliability for this system. The economic loading order
for this system is the 50 MW unit first, followed by the 30 MW units A, B and C, in
that order. Calculate the expected energy provided to the system by the 50 MW unit
and by the 30 MW unit C.

4 A system contains 120 MW of generating capacity in 6 x 20 MW units. These units
are connected through step-up station transformers to a high-voltage bus. The station
is then connected to abulk system load point by two identical transmission lines. This
configuration is shown in Fig. 2.24.

Svstem data
Generating units Transformers Transmission lines
4 =3Wear X =01 fiyear A =3 fiyear/100 m
u = 97 r/year u= 19.9r/year u = 365 rlyear

Assume that the load-carrying capabitities of lines 1 and 2 are 70 MW each. The
annual daily pesk load variation curve is a straight kine from the 100% to the 70%
points. The annual load-duration curve is a straight line from the 100% to the 50%
point.

(@) Conduct a LOLE study at the generating bus and at the load bus for an annual
forecast pesk load of 95 MW.

(b) Repeat Question (a) given that each pair of generating units is connected to the
high voltage bus by a singletransformer.

(c) Calculate the expected energy not supplied and the energy index of reliability at
the load bus for a forecast annual peak load of 95 MW.

1 © 0© 0 G
11 1L 1 1 L
- G‘Lmim[us T T

90 miles

—

Load bus

Load

Fig. 2.24
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A generating system consists of 22 following units:
(A) ' x I0MW un::
(B) 1 x20 MW unit
(C) 1 x30MW unit
(D) 1 x40 MW unit
The 10, 20 and 30 MW unsts have forced outage rates of 0.08. The 40 MW unit has a
full forced outage rate of 0.08 and a 50% derated state which has a probability of 0.06.
(a) Calculate the LOLE for this system for a single daily pesk load of 60 MW. (b) What
is the LOLE for the same condition if the 40 MW unit is represented as a two-state
model using an Equivalent Forced Outage Rate?
The generating system given in Question 5 supplies power to an industrial load. The
pesk load for a specified 100-day period is 70 MW. The load—duration curve for this
period is a straight line from the 100% to the 60% load point.
(a) Caculate the energy index of reliability for this system.
(b) Given that the economic loading order for the generating unitsis (D), (C), (B), {A),
calculate the expected energy provided to the system by each unit.

A four-unit hydro plant serves a remote load through two transmission lines. The four
hydro units are connected to a single step-up transformer which is then connected to
the two lines. The remote load has a daily pesk load variation curve which is a straight
line from the 100% to the 60% point. Calculate the annual loss of load expectation for
a forecast pesk of 70 MW using the following data. .
Hydro units

25 MW. Forced outage rate = 2%.
Transformer

110 MVA. Forced outage rate = 0.2%
Transmission lines

Carrying capability 50 MW each line

Failure rate = 2 f/year

Average repair time = 24 hours
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3 Generating
capacity—frequency and
duration method

3.1 Introduction

The previous chapter illustrates the application of basic probability methodsto the
evaluation of static capacity adequacy. The basic indices illustrated in Chapter 2
are the expected number of days (or hours) in agiven period that the load exceeded
the available capacity and the expected energy not supplied in the period due to
insufficient installed capacity. These are useful indices which can be used to
compare the adequacy of alternative configurations and expansions. They do not,
however, give any indication of the frequency of occurrence of an insufficient
capacity condition, nor the duration for whichitislikely toexist. The LOLE index
of days/vear, when inverted to provide years day, is often misinterpreted as a
frequency index. It should, however, be regarded in its basic form as the expected
number of days/year that the load exceeds the available installed capacity.

A frequency and duration approach to capacity eval uation wasfirst introduced
by Halperin and Adler [1] in 1958. This approach is somewhat cumbersome and
the indices were not really utilized untit a group of papers by Ringlee, Wood et ai.
[2-5]in 1968-69 presented recursive agorithms for capacity model building and
load model combination which facilitated digital computer application [6J.

There are increasingly many attempts to incorporate the generation and major
transmission elements into an overall or composite system evauation procedure
which can provide both load point and overall system adequacy indices. Thisisthe
subject of Chapter 6 of thistext. Frequency and duration are the most useful indices
for customer or load point evaluation and therefore the creation of similar indices
for capacity assessment gppears to offer increased compatibility in overdl assess
ment.

The basic approach is portrayed in Fig. 2.1 and therefore this chapter will
basically follow the format presented in Chapter 2 by illustrating the development
of the capacity models followed by the load models and the subsequent convolution
to create the system risk indices. As in the LOLE approach, the basic system
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representation is that shown in Fig. 2.2. Transmission elements will be introduced
in Chapter 6.

The frequency and duration (F& D) method requires additional system data to
that used in the basic probabilistic methods. Figure 2.3(a) illugtrates the fundamen-
tal two-state model for a base load generating unit. The LOLE or LOEE methods
utilize the steady-state availability A and the unavailability U parameters for this
model. The F&D technique utilizes in addition to A&U, the transition rate parame-
ters X and p. The basic concepts associated with frequency and duration analysis
are described in detail in Engineering Systems and therefore are not repeated in this
text. The fundamental relationship however can be obtained from Equation 2. | (b).
£

Availability A=—£—=_
Atp A

o f= AR (3.1)

The frequency of encountering state 0 in Fig. 2.3(a) is the probability of being
in the state multiplied by the rate of departure from the state. In the case of the
two-state modd it isalso equal to the probability of not being in the state multiplied
by the rate of entry (Equation 2.1 (a)). In a more general sense the frequency of a
particular condition can be expressed as the mathematical expectation of encoun-
tering theboundary wall surrounding that condition. The frequency of entry isequal
to the frequency of leaving. This concept of frequency balance was presented in
Engineering Systems as a means of formulating equations for the solution of state
transition model probabilities.

3.2 The generation model

3.2.1 Fundamental development

The concepts can perhaps be most easily seen by using a simple numerical example.
The system described in Table 2.7 contains the basic data required for both the
LOLE and the F&D methods. This section illustrates the development of a capacity
mode using the fundamental relationship shown by Equation (3.1). Thisisnot a
practical approach for large system analysisusing adigital computer; the recursive
technique shown in Section 3.2.2 should be used.

If each unit can exist in two states, then there are 2" gtates in the total system
where n = number of units (i.e. 2* in this case). The total number of states in the
system of Table 2.7 are enumerated in Table 3.1.

These gates can d o be represented as a Sate transition diagram as shown in
Fig. 3.1. This diagram enumerates all the possible system states and also shows the
transition modes from one state to another. Asan example, given that the system is
in State 2 in which unit 1 is down and the others are up, the system can transit to
States 1, 5 or 6 in the following ways:
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Table 3.1 Failure modes and effects

State number i 2 3 4 5 6 7 8
~ UnitNo. 1 U D U U D D U D .
Unit No. 2 u U D U D U D D
Unit No. 3 u U U D U D D D
Capacity out M#) 0O 25 25 50 50 75 I6 100

/= Up D= Down

From State 2 to 1 if unit 1 isrepaired.
From State 2 to 5 if unit 2 fails.
From State 2 to 6 if unit 3 fails.

The totdl rate of departure from State 2 is therefore the sum of the individua rates
of departure (ji; + A, + X3). The probabilities associated with each statein Table 3.1
can be easily cal culated assuming event independence. The frequencies of encoun-
tering each state are obtained using Equation (3.1) when the rate of departure or

1w
gy 2 Hy
3
Hq
h! l! }‘3
10 U tu
2 21 3 0 4 22U
kLM e} 0
) Am ) I Y
Xy A
10
5 20 7
ay
i
Ay B8

Fig.' 3.1 Three-unit state Space diagram
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Table 3.2 Generation model

Capacity our

State No.  C,(MW)

State probability. p;

Satefrequency, f-, (encounters/day

0
25
25
30
50
75
&

100

O ~NO O WN -

(0.98)(0.98)(0.98) = 0.941 192
(0.02X0.98X0.98)=0.019208
(0.98)(0.02X0.98) = 0.019208
(0.98)(0.98X0.02) = 0.019208
(0.02X0.02X0.98) = 0.000392
(0.02)(0.98X0.02) = 0.000392
(0.98X0.02X0.02) =0.000392
(0.02)(0.02X0.02) = 0.000008

1.000000

(0.941192)(0.03) = 0.02823576
(0.019208)(0.51) = 0.00979608
{0.019208)(0.51) = 0.00979608
{0.019208)(0.51) =0.00979608
(0.000392)(0.99) = 0.00038808
(0.000392X0.99) = 0.00033808
(0.000392X0.99) = 0.00033808
(0.000008)(1.47) =0.00001176

entry is the sum of the appropriate rates. The basic manipulations are shown in

Table 3.2

Table 3.2 contains anumber of identical capacity states which can be combined
using the following equationswhere the subscript i referstotheidentical statesand
k refers to the new merged date.

The capacity outage of state k

The probability of state &

The frequency of gate k

The rates of departure from state k = 2.,

_Zphy
k=T

:Ck: Cl =
=Pi= 2 Pi
—'-f;(: 2]’;

G=...

I
O

(3.4)

The reduced mode! is shown in Table 3.3 in which the state numbers refer to the

new merged states.

Table 3.3 Reduced generation model

Sate No. Capacity out (M) Capacity in (MW) Probability px Frequency (occ/day, f;
1 0 100 0.941192 0.02823576
2 25 75 0.038416 0.01959216
3 50 50 0.019600 0.01018416
4 75 25 0.000784 0.00077616
5 100 0 0.000008 0.00001176
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The generation system model in the form shown in Table 3,3 gives the
probability and frequency of having a given level of capacity forced out of
service and of the complementary level of capacity in service. This generation
system model can be modified to give cumulative probabilities and frequencies
rather than values corresponding to a specific capacity level. At any given
capacity level the cumulative values give the probability and frequency of
having that capacity or more forced out of service. The individual state prob-
abilities and frequencies can be combined to form the cumulative state values
using the following equations: ' o

P =p,+P, _ (3.5)

Fo i =F v Pk~ iy (3.6)

where n refers to the cumulative state with known probability and frequency and k
is the state which isbeing combined to form the cumulative staten - 1. The process
therefore starts from the last state, in which the individual and cumulative values
are the same. The transition values A.; and A_; are the transition rates to higher and
lower available capacity levels respectively.

The process can be gtarted with State 5 in Table 3.3.

Sate 5
C,> 100 MW

Py = p;= 0.000008

Fq=/,=0.00001 176/day

Sate 4
C,> 15MW
P,=p, + P;=0.000792
Fy=Fi+pd o~ Pty
=0.00001 1 76 + 0.00076832 - 000000784

= 0.00077224/day

The values for psh,4 and psi4 ae obtained using the state probabilities in
Table 3.2, the given unit transition rates and Equation (3.4), i.e.

Ph_y =0.000392(0.49 + 0.49) + 0.000392(0.49 + 0.49) = 0.00076832
P, = 0.000392(0.01) +0.000392(0.01) = 0.000784,
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Sate 3
C;> 50MW
Py=p, + P, = 0020392
Fy=F+psha-pid,g
= 0.00077224 +0.00979608 — 0.00038808
=0.01018024 /day
Sate 2
C,225MW
P, = p, + Py =0.058308
F, =F; + pyh,— p,a_, = 0.02823576/day
Sate 1
C, 20MW
P, =p, + P, = 1000000
Fi=F,+pi,,-ph_ ;=0
These values are shown in tabular form in Table 3.4.

The generation system model shown in Table 3.4 can be used directly as an
indication of system generating capacity adequacy. When used in this form, the
approach is known as the ‘less of capacity method’. Table 34 contains both
cumulative probability and frequency values at each capacity level and can be
considered as a complete system capacity model. The conventional capacity outage
probability table as used in the LOLE approach does not include any frequency-
parameters and is given by the values to the left of the dashed line in Table 3.4.
Omitting the frequency aspect simplifies the development of the system capacity

mode but with the attendant loss of some of the physica significance of the model
capacity levdls.

Table 34 Generation system model

State No. Capacity out (MW) Cumulative probability 2, Cumulativefrequencyday F,
I 0 1000000 00
2 25 0. 058808 0. 02823576
3 50 0. 020392 0. 01018024
4 75 0. 00072 0.00077224
5 100 0. 000008 0. 00001176
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322 Recursive algarithm for capacity modd building [6]

The capacity model can be created using relatively simple agorithms which can
aiso be used to remove a unit from atable. This approach can dso be used for a
multi-state unit. The techniqueisillustrated for atwo-state unit addition followed
bv the more general case of a multi-state unit.

Casel No derated states

The recursive expressions for a state of *exactly XMW on forced outage’ after a
unit of C MW and forced outage rate U/ isadded are shown in Equations (3.7)—3.9).

pX) =p'(X)(1- Uy +p'(X-C)U (37)

PO - U (X) +p(X-C)UQ, (X- C) + u) (3.8)
A (X)= - — —
P

PO - DYR(X) + X) +p(X% O (X €)) (39)
0= P

The p(X), ~ (X)and A_(X) parameters are the individual state probability and the
upward and downward capacity departurerates respectively after the unit is added.
Theprimedvaluesrepresent similar quantitiesbeforetheunitisadded. In Equations
(3.7), (3.8) and (3.9), ifXis lessthan C

pX-C) =0
AX-C)=0
AX-0)=0
The procedureis initiated with the addition of the first unit (C,). In thiscase
2103=0
LA0) =24,
AC) = p,
AC)=0
A D=k (XF0for X 20, C,

The algorithms are illustrated using the system given in Table 2.7.
Sep 1 Add the first unit (Table 3.5)

Table 35

State No. i Cap out (MW) Probabilityp(X)  k {(X)locc/day) AAX) (occ/day)

1 0 098 0 0.01
2 25 002 049 0




90 Chapter 3

Table 36
@ @ ©) 4
Cap our X(MW) XK - U p'(X- CYU Col (4) = Cal (2) + Col (3) p (X)
0 0.98x0.98 0 x0.02 0.9604
25 0.02x0.98 098 x 0.02 00392 ,
50 0 x0.98 0.02x0.02 0.0004
() (5] (6) (7) (8)
Cap. out X Cal (5) + Col (7)/Col (4)
(MW) Col (22, (XN Col(BALX=-Cl+p) Cal (6) A (XNocc/day)
0 09604 x 0 0 x (0 +0.49) 0 0
25 0.0196 x 0.49 0.0196 x (0 + 0.49) 0.019208 049
50 0 x0 0.0004 x (049+0.49) 0.000392 093
(10)
(1 (9 (1 (12)
Cap. out X Cal (3) Cal (9) + Col ¢ 1 iCol (4)
(MW) Col (2) (»2(X) + X) A AX-CN Col (10) AX) (occ/day)
0 09604 x (0.01 +0.01) O xO 0.019208 0.02
25 0.01% x (0 +0.01) 0.0196x0.01 0.000392 0.01
50 0 x (0+0.01) 0.0004x0 0 0

Step 2 Add the second unit (Table 3.6) .
Note: The columns in Table 3.6 have been given numbers and are referred
to as Cal (2) etc. in subsequent manipulations.

Step 3 Addthethird unit (Table 3.7)

Theindividual capacity state probabilities are given in Col (4). They can be
combined directly with the valuesin Col (8) and Col (12) to give the individual
state frequencies. These values can adso be used to give the cumulative state

" probabilities and frequencies using the following equations.

P(X) =P(Y) + p(X) (310)
FX) = F(Y)+ plX)3A (X)) — (X)) 311

where Y denotes the capacity outage atejust larger than X MW,

The complete capacity model is shown in Table 3.8.

The results shown in Table 3.8 are the same as those shown in Tables 3.3 and
3.4. The approach shown in Section 3.2.1 isideally suited for very small systems
and uses only the basic concepts of frequency analysis. It is not practical to use this
approach for large or practical system studies. The recursive agorithms shown in
this section, however, are ideally suited to digital computer application and provide
afast technique for building capacity models.

T T P T
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Tabie 5.7 [
(i (2) 13 (4
Cap. ewr( XMy pXX1-U)  PX-CW Col (4) =Col (2) +Col (3 pix)
0 0,9%9Mx0.98 0 x 0.02 0941192
25 0,0832x0% 0 X 0.02 0. 033416
50 0.00Mx0.98 094 x 0.02 0. 019600
» 0 X098 0,0ER2x00 0. 000734
100 0 x0.98 000MUx0 @2 0. 00008
6 S (G (7) (8
Cap our X Cal (7)/Col (4)
(MW) Col (2 ruxn  cotr3i(X (X- €yt w Col (5) + Col (6) AX) (occ/day)
0 0.941192x0 O x (0 + 0.49) 0 0
25 0.038416 x 049 0 x (0 + 0.49) 0.018824 0.4900
50 0.000392 x 0.98 0.019208 x (0 + 0.49) 0.009796 0.4998
75 0 x 0 0.000784 x (0.49 + 0.49) 0.000768 0.9800
100 0 x 0  0.000008 x (0.98 + 0.49) 0.000012 14700
i1 9) (10) (1 (12)
Cap.ouz Cal (3) Col (11)/Col(4)
X MW Coi ¢2r 2" 4X) + X) (A X-Cy» Cai(9) + Col (10) 2_{X) (occ/day)
0 0.941192 x (0,02+0.01) 0 x 0 0.028236 0.0300
25 0.038416 x (0.0l +0.01) x 0 0.000768 0.0200
50 0.000392 x (0+0.01)  0.019208 x 0.02 0.000383 0.0198
s 0 x (0+ 00!) 0000784 x 0.01 0.000008 0.0100
100 O x (0+0.01)  0.000008 x 0 0 0

Additional columns can be added to Table 3.8 to form a more complete
capacity model and additional physical indicators of system capacity adequacy. The
cycletime is the average duration between successive occurrences of the condition
under examination:

Table 38 Complete generation modd

Cumulative
Cap. out X Probabilitv A (X) LX) Frequency ~ Probability — Frequency
(MW prX) (occlday) (occlday) focc/day } fiX) P(X) (occ/dayl F(X)
0 0941192 O 00300 0.02823%6 1000000 0

25 0.038416  0.4900 070%00) 0.019592  0.058308 0. 0282%6
50 0.0196500 0,498 0.0198 0.010184  0.02032 0. 010180
15 0004 090 0.0100 Q0076 00002 0.000772

100 00008 1400 0] 0000012 QOB G.000012
\bg.-wtzt

3 * <g&

% LibRALY »

i% or -“o?

hr"""*fc‘ power ¥
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I (3.12)

cydetime = cycle frequency

The cycle time could therefore be obtained for either an individual or cumulative
capacity condition.

The average duration of a particular capacity condition can be obtained as
follows:

. _ probability of the condition (3.13)
average duration frequency of the condition

The average duration of an individual or cumulative capacity condition can there-
fore be found using the appropriate values.

Case 2 Derated states included

Generating units with multi-state representations can be included in an F&D
analysis using either the basic approach or using arecursive algorithm. Figure 3.2
showsthethree-state model for the 50 MW unit given in Table 2.8. Theavailability
values for each gtate can be obtained using the following equations:

Plup] =% = 0.960

R
Plderated] = - = 0,033

Up
50 MW
11
Az
) 113
Ha En

Haz

Derated [ Down

30 MW oMW
T -

(2 » (3)

Fig. 3.2 Three-state unit model
hy3 = 0.022 occ/day
#12 =0.008
:\23 =009
3 = 293571
pyy =025
e = 0.171
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5' Table 39 General muiti-state mode!

R

Capacity
Satei outage C, Probability p; LAC) AACH FCy
o C, s 2 (C) A-(C) R
2 C: ' (& A-(C2) F(C3)
4 . S S (o S o Ton sl = ox

down] o007
wn)] =- . =0.
Pide 7

where 4 = Haylay + “35}“23 + p}ZP'ZI
S=hists T Ak T ARy,

C=hyh,

=2

+ Ak, + Apsha

D=A+8+C

A complete state transition diagram for the three-unit system consisting of the two
25 MW units and the above 50 MW unit has 12 individual states and becomes
somewhat complicated. The reader should utilize this approach and compare his
results with those shown in Table 3.10.

The capacity modd incorporating derated units can be developed using a
recursive approach similar to that shown in Equations (3.7)+3.9). A generd
multi-state generating unit model is defined in Table 39.

Table 3.10  Generation model

Cumulative

Frequency Cumulative  frequency

Cap. out Probability R 4X) AL (occ/dayy  probability  focc/day)
X (MW) (X {occ /day)  (occ/day) £ P F(X)

0 0.9219840 0 0.05 0046099 10 0

20 0.0316932 0.5 0.039 0.009159 0.078016 0.046029
25 0.0376320 0.49 004 0.019945 0.046323 0.039959
45 0.0012936 0.74 0.029 0000995 0008691 0.023025
50 00071068 2991798 0.020540 0.021408 0.007397 0.022128
70 ~ 0.0000132 123 0.019 0.000016 0.000220 0.001011
75 0.0002744 3.59671 0.01 0.000990 0.000277 0.00099%6

100 00000028 4.08671 0 0000011 0000003 6.000011
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Equations (3. 14)—<(3.1 6) can be used to add the unit to a capacity mode!:

pXY=3 P~ Cp, (3.14)
=]
Zﬁ Ip’(X- C,}P,U\: (X- C;) + ;\,+(Cj)) (3 15)
() =—
AX) 0
Y P Cphl (X - C)+ALC) (3.16)
A(X) = —=

nxy

When n = 2, these equations reduce to the set used earlier, namely Equations
(3.73.9). '

The capacity model for the three-unit system of Table 2.7 with the 50 MW unit
representationin Fig. 3.2 isshown in Table 3.10. Thereader should usetherecursive
expressions given in Equations (3. 14)—+3.16) to obtain these results. The cumula
tive frequency can be computed from

FIXy= Y (p{F'(X - C)+ P (X -CY,(C) - L(CY) - P'(X~CHA(C,)

=i

7 g
AC) =] 3 pAr(C) -2 (CY |- FC)
J=n

FX,)=0
F(X,) = FiX,) - FX,)
FUX) = FAX)
P(X-C)= 1. F(X-C)=0, X< C,

In the binary model the frequency of crossing the boundary wall between the
two satesisexactly balanced in both directions. This uniquerelationship however
isnot true in the case of ageneral multi-state generating unit model. The frequency
of crossing the imaginary wall between any two states is not balanced in both
directions. Additional information (F(C;)) about the multi-state model istherefore
required to modify the cumulative frequency expression. The reader should attempt
to reduce these recursive expressions to those for adding the binary generators when
n becomes 2. Hint: A(C;) becomes zero for binary models and so F,(X)- F(X).

The recursive algorithms required to remove a unit from the capacity model
can be obtained from Equations (3.14)~3.16).
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W= PG, (3.17)
prX}= ‘;l

PRI =T pK-CopL (K~ C)+ 1 (C)) (3.18)
S P,

pmxm—z P CpOLE= €Y+ (CD - P (XA (0)
LA =

plxip,

The reader should attempt to use Equations {3.17{3.19) to obtain the capacity
mode! shown in Step 2 for the two 25 MW units.

The capacity model devel oped using the frequency and duration approach can
be reduced considerably by truncating the table for cumulative probabilities less
than a prespecified magnitude. This is the most significant reduction factor in a
jarge system study. The table can aso be rounded off [9] to selected increments
using a procedure similar to that illustrated in Chapter 2. The frequencies and
probabilities associated with the states to be absorbed can be apportioned at thetwo
consecutive states remaining. It should be realized that the new model is now an
approximation of the origina model. As the rounding increment increases, the
accuracy decreases [9]. Under these conditions, the capacity table decreases in size
and bears less physical relationship to the origina complete table. The rounding
increment selected must be larger than the capacity of the smallest unit in the system
or the capacity model will expand instead of reducing as intended.

3.3 System risk indices

The generating capacity models illustrated in the previous section can now be
combined with the load to obtain system risk indices [7]. As with the basic
probability methods discussed in Chapter 2 there are a number of possible load
models which can be used. Two possible representations are examined and illus-
trated in this section. They are designated as the individua state load modd and
the cumulative state load model. Other possible repr@entaﬂons are available in the
published literature.

3.3.1 Individual sate lead modd

This load model isthe original representation proposed in Reference [3]. The load
cyclefor the period is arandom sequence of N'load levdlswhere N is afixed integer.

(3 191... I
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Two-state load
r__/ - representation
é <homme e e N .
3 / . V | Actual load shape
¥ 8
0 Hours 24

Fig 3.3 Daily load model

The daily load model contains a pesk load level of mean duration e day and a fixed
low load of 1 - e day. This situation is illustrated in Fig. 33.
The load cycle for a specified period is shown in Fig. 3.4. Each peak load ;
returns to the low load level each day before transferring to another peak on the )
next day. It is dso assumed that each pesk load has the same constant ‘mean’
_duration e day separated by alow load of mean duration 1 - e day. The element e
is called the exposure factor and is obtained from the daily load curve as shown in
Fig. 33 Thereis no precise method for selecting the value X atwhich to determine
the magnitude of the exposure factor. As X decreases, e increases, resulting in a
more severe load model. When e= 1, the load is represented by its daily pesk value
asin the conventional LOLE approach. A value forX of85% of the daily pesk load
is sometimes used. The assumption is dso made that the load state transitions occur
independently of the capacity state transitions. F&D analysis 1s normally done on
a period basis as the assumed constant low load level and random pesk load
sequence do not usually apply over along period of time. Maintenance of generat-
ing capacity also results in amodified capacity model.
The parameters required to completely define the period load model are as
follows:

Number of load levels N
Peak loads L,i-1,... ,NsuchthatZ,>L,>.. .>Ly
Low load Ly
Number of occurrences of L, (L), i=1,...,N
3]
L L b
4

Fig. 3.4 Period load model
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N

Period p-V )

Peaklzl ;ad L Low load L,
Mean duration ¢ 1 -e
probability HL)= ”(J‘DI‘") e plly=1-¢
Upward |oad departure rate ML) =0 5 (Lg) = T_i__;
Downward load departurerate RALy~ :' AA(Ly)=0
Frequency SlLy = —‘;—) fy=1

The combination of discrete levels of available capacity and discrete levels of
system demand or load creates a st of discrete capacity margins m;. A margin is
defined as the difference between the available capacity and the system load. A
negative margin therefore represents a state in which the system load exceeds the
availablecapacity and depictsasystemfail urecondition. Acumul ativemarginstate
containsall stateswith amarginlessthan or equal tothe specifiedmargin. Amargin
state m, is the combination of the load state Z; and the capacity Sate C,, where

m=C,~L, (3.20)
The rates of departure associated with »; are as follows:

I = A A 321
hoa=A +A, (3.21b)

The probability of occurrence of two or more events in asinglesmall increment
of time is assumed to be negligible. The trangition from one margin sate to ancther
can be made by a change in load or a change in capacity but not by both
simultaneously. The upward margin transition rate A, , is, therefore, the summation
of the upward capacity transition rate and the downward load transition rate. The
oppositeistruefor A_,, the downward margintransition rate.

The probability of the margin date is the product of the capacity sate and load
state probabilities.

Probability p, = p, p, (322
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The frequency of encountering the margin state m, is the product of the
steady-state probability of the margin state and the summation of the rates of
departure from the state:

Frequency f; = plh+ A_) (3.23)

" Having obtained the individual probabilities and frequencies of the margin
dates, the cumulative values can be obtained in asimilar manner to that used in the
capacity modd. Different combinations of capacity and load states can result in
identical margin states. These identical states are independent of each other and can
only transit from one to another by going through the low load state L, and by a
change in capacity.

The identical margin states can be combined as follows. For a given margin
date m; made up of s identica margin dates:

s (3.24)
pk = ZP‘
=1
s (3.25)
L=Ys
=1
(3.26)

ZI ]PJ}'ﬁ

The upward and downward departure rates for each margin are required in the
calculation of cumulative margin frequencies. Equation (3.4) can be used for this
purpose. Equation (3.10) is used to calculate the cumulative margin probabilities.

The calculation of the margin values can be accomplished using afundamental
approach which is ideally suited for developing an appreciation of the concept or
by a series of algorithms ideally suited to digital computer application. Both
techniques are presented in this section. Consider the load datashownin Table3.11.

Assume that the exposure factor e for this load condition is 0.5, i.e. one half
of aday. The capacity model for the three-unit 100 MW system is shown in Table

Table3.11 Load data

Peak load level No. of occurrences
65 8
55 4
50 4
46 4
20 days




Generating capacity—frequency and duration method 99

Table 312 Loss uiicad expectation

R

Capacity wuatge

C W Time units 1, {days) Probabilitvp, Dl
0 0 0.941192 0.0
25 0 *0.038416 0.0
50 12 0.019600 0.235200
I6) 20 0.000784 0.015680
100 20 0.000008 0.000160

T pute=0.251040

3.8. A conventional LOLE calculation using daily pesk loadsisshownin Table3.12
for thissystem.

The LOLE is 0.25104 days for the 20-day period. If the year is assumed to be
composed of a series of such periods, the annual LOLE is 0.25104 x (365/20) =
4.58148 dayslyear.

The low load level does not normally contribute substantially to the negative
margins and is sometimes omitted from the calculation. This can easily be done by
assuming that the low load level is zero. Table 3.13 shows the system margin array
for this capacity and load condition. The probability of any given margin is obtained
using Equation (3.22) and the upward and downward departure rates using Equa
tion (3.21). The frequency of a given margin state is obtained by using Equation
(3.23). Identical margin states can be combined using Equations (3.24) and (3.25)
and the equivalent rates of departure from Equation (3.26) used to obtain the
cumulative margin values. These results are shown in Table 3.14.

The 20-day period in this case has been assumed to be the entire period of
study and therefore the Z p(Z,) 1.0 in Table 3.13.

The margin state values shown in Table 3.13 containthe full set of information
regarding capacity adequacy for the period considered. The positive margins are
clearly influenced by the assumption of a zero low load leve. If positive margins
are of interest, then the low load level should be represented. The most useful single
index is the cumulative probability and frequency of the first negative margin.
These are as follows.

Cumulative probability of the first negative margin = 0.006276

Cumulative frequency of the first negative margin = 0.015761 occ/day

The cumulative probability can be used to obtain the LOLE value calculated
inTable 3.12.

1 o1 P _ [cumulative probability of thel = 365
] first negative margin , e
= (0.006276) | 222 1=4.58148 days/ year, (3.27)

|
A



Table 3.13 Margin state array

Load
i 1
L, (MW) 65
P, 02
A (L) 2
2 N
Generation
nooL G A 3
] 0 0 0.08 P 0. 1882384
(Pi=0.941192) A 2
2 25 0.49 0,02 m 10
(17, =0.0384106) P 0. 0076832
A 2.49
3 50 04998 0.0198 m --15
(P+= 0. 019600) P 0. 00392
AL 2.4998
e R 0019
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Table 3.14 Margin state probabilities and frequencies

Margin staie Individual Individual Cumulative Cumulative
(MW) probability frequency probability frequency
100 0.470596 0.955310 1.600000 —
75 0.019208 0.048212 0.529404 0.955310
54 o 0.094119 0.191062 0.511096 0.984698
50 0.103919 0.215754 0.416077 0.799283
45 0.094119 0.191062 0.312158 0.628764
35 77 7T 0188238 0382124 0218038 0.443349
29 0.003842 0.009642 0.029800 0.072520
25 0.004234 0.010814 0.025958 0.063031
20 0.003842 0.009642 0.021725 0.053946
10 0.007683 0.019285 0.017883 0.044457
4 0.001960 0.004938 0.010200 0.025480
0 0.001964 0.004952 0.008240 0.020619
-5 0.001960 0.004938 0.006276 0.015761
-15 0.003920 0.009877 0.004316 0.010900
-21 0.000078 0.000234 0.000396 0.001178
25 0.000078 0.000234 0.000318 0.000945
-30 0.000078 0.000234 0.000239 0.000712
—40 0.000157 0.000469 0.000161 0.000480
—46 0.000001 0.000003 0.000004 0.000014
-50 0.000001 0.000003 0.000003 0.000011
-55 0.000001 0.000003 0.000002 0.000008
-65 0.000002 0.000006 0.000002 0.000006

The cumulative probabilities and frequencies associated with the margin states
can be obtained using a set of algorithms which are ideally suited to digital computer
applications.

Let P(m) and F(m) be the cumulative probability and frequency respectively
associated with the specified margin 7.

. (3.28)
o
) (3.29)
Fimy=3. pLYUFX) + PO L) - A (L)Y
=i
o (3.30)
D(m) s F(m)
. (3.31)

" Fm)
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Table 3.15 Caculation of Pfm) and F(m)

il

2 13 (4) (5) (6) (7)
] L Li4m X L) P(X) Gol (5) x Col (8
[ 65 60 50 02 0. 020392 0. 004078
2 55 50 50 0.1 0. 020832 0.
3 50 45 75 0.1 0. 000792 Q. 000079
4 46 41 75 0.1 0. 0007 0. 00007
5 0 -5 — 05 — —
0.006275
(1) (9 &7 (10) (11) (12)
| AUL)-2AL) Col (6)Xx Col (9 FX) Col (9) +Col (10) Col (5) x Cot 11y
1 2 0. 040784 0.010180 0. 08004 0.010193
2 2 0. 040734 0.010180 0. 050964 0. 00B0%
3 2 0.001584 0. 000772 0.0023% 0. 00036
4 2 0.0015%4 0. 000772 0. 002356 0. 00236
5 -2 — — — —
0.015761
P{-5) = 0.006275

F{~5) = 0.015761 occrday
Dx-5y= 0.398135 days
T(-5)=63.4477 days.

The application of these equationsisillustrated in Table 3.15. Thefirst negative
margin provides the basic reliability index. In the previous example m - -5 MW
and N - 5 (including the zero low load level).

The low load level in the calculation shown in Table 3.15 has been taken as
zero. Ifalow load leve is included, then P(-3) increases slightly depending on the
value of the low load level. F(-5) decreases slightly asthe load level transitions do
not add to the frequency when the available capacity level islessthan thelow load
level.

The IEEE-RTS load data shown in Appendix 2 has been analyzed to produce
asuitable load model for the 100 MW system previously analyzed [6]. Thisdatais
shown in Table 3.16.

The reader is encouraged to determine the frequency and duration of the
individual and cumulative margin states for this system using the fundamental
approach shown in Table 3.13, and to check these results using Equations (3.28)
and (3.29). In this case the first negative margin is-2 MW.

P(~-2)= 0.003343
F(~2) = 0.007098 occ/day
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Table3.16 Modified RTS data

Load level No. rf Probabiliry
Level No.; L, (MW) occurrences ALY PN AL}
1 57 12 0.016438 0 2
2 52 83 0.11365% 0 2
3 46 107 0.146575 0 2
4 4 {16 0.158904 0 2
5. S 34 o 47 ... 0064384 . 0 . — -2
6 31 365 0.500000 2 0

332 Cumulative state load model

The system load can be described in a different form which does not require the
exposure factor or low load level considerations used in thetwo-state representation
[8]. There are two conditions for any arbitrary demand level L.

State 1: Load> L

State 2: Load <L

The probability that the load is equal to or greater than the arbitrary level L is
obtained from the hourly load data or directly from the load-duration curve. The
frequency associated with the two states 1s obtained by counting the transitions
from one state to another and dividing by the load period. A load-frequency
characteristic can be obtained by varying the value of I, the arbitrary load level.
The general shape of the load—frequency characteristic is shown in Fig. 35.

Thefrequency iszero for loadslower than the minimum value and greater than
the maximum value in the load period. Theindividual state capacity model andthe
cumulative state load model expressed by the load—duration curve and the load—
frequency characteristic can be combined to produce cumulative probabilities and
frequencies for selected margin states. The first negative margin cannot always be
defined uniquely asinthe case of the individual state load model, and it isusual in
this case to consider the zero margin as the load loss situation.

Given a margin m and a capacity outage X for a system of ingtalled capacity
C, aloss of load situation arises when

frequency

&= toad

Fig. 3.5 Load—frequency Characteristic
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Table 3.17 Load data

Level No. i Load level L (MW) Probability Frequency (occ/davy
1 >60 0] 0]
2 >55 0.0384 0.0055
3 >50 0.2027 0.0301
4 >46 ' 0.4192 0.1041
5 >41 0.7041 0.0986
6 >36 0.87% 0.0877
7 >31 0.9973 0.0658
8 1 10000 0
L>C-X-m.
The appropriate indices can be obtained from [6]
P(m)=_ p(XYP(C - X - m) (332)
X
Fm) = Y pXOG_X) - X XNP(C ~ X - m) + F(C = X~ m)) (3.33,

X -

The application of Equations (3.32) and (3.33) isillustrated in Table 3.1 8. The
load data for the IEEE-RTS given in Appendix 2 has been analyzed and scaled
down to the 1 00 MW generation system model. The load— duration and |oad-fre-
quency data are shown in Table 3.17.

Theingalled capacity Cis 100 MW inthis case and sdlecting avalue of m=
OthenC-X-m=100-X.

P(0) =D p(X)P(100 - X)
X

POy = Y pOX((X) - h (XDPL00 ~X) + F(100 - X))

X

The calculation is shown in Table 3.18.
The find indices are

P(0) = 0.009008
F(0) = 0.006755 occ/day

The reader is encouraged to use Equations (3.32) and (3.33) to calculate the
cumulative probability and frequency of the zero margin for the 100 MW system
in which the 50 MW unit has the three-state representation given in Table 3.10. The
final indices for the load moddl of Table 3.17 are

P(0)= 0.003532

F(0) = 0.0 10828 occ/day.
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Table3.18 Cumulative probability and frequency analysis

‘) (2 ®) (4 ©)
Capacity state X
MW) LX) - 2 ) (100 - ) P100-X)  col (2) x Cot (4)
0 ~0.0300 100 0 0
25 0.4700 75 0 0
50 0.4800 50 04192 0.201216
16 0.9700 25 L0000 . 0.970000 .. .
100 1.4700 0 1.0000 1.470000
(6) (7 8 ) (10)
F(100- X (5) + (6) p(X) 4)x (8 () x (8)
0 0 0.941192 0 0
0 0 0.038416 0 0
0.104! 0.305316 0.019600 0.008216 0.005984
0 0.970000 0.000784 0.000784 0.000760
0 1.470000 0.000008 0,000008 0.000011
0,009008 0.006755

The load model data shown in Tables 3.16 and 3.17 were obtained from the
|EEE-RTS datagivenin Appendix 2. In each casethedatais presented on an annual
basis. In the actual study, the data should be utilized on a period bess, i.e. onein
which the low load level is constant for the individual state load model and the
load—frequency characteristic is valid for the cumulative load model. The appro-
priate capacity model for each period should then be used. Thiswill include any
reductionsdueto maintenanceor unit additionsor retirementsintheannual period.

3.4 Practical system studies

3.4.1 Basecasestudy

Itis not practical to analyze alarge system containing many units using transition
diagrams and complete state enumeration. The algorithms presented in this chapter
can be utilized to develop efficient digital computer programs for capacity model
construction and convolution with the appropriate load models to determine the
system risk indices.

Table 3.19 presents a22-unit generating system containing atotal of 1725 MW
of capacity. The load model for a 20-day period is shown in Table 3.20. The
generation model for the system of Table 3.19 isshown in Table 3.21.

An exposure factor e of 0.5 was used and the low load level assumed to be
negligible. Asnoted earlier, the assumption ofanegligiblelow load level adds very
littletothenegativemarginbutwill influencethepositivemargins. Thecumulative
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Table3.19 Generation system

Mean down time (r) Mean up time (m)
No. ofidentical units Unit size (MWj (years) (years)
1 250 0.06 2.94
3 150 0.06 2.9
2 100 0.06 2.94
4 75 0.06 29
9 50 0.06 294
3 25 0.06 2.9

Totd installed capacity = 1725 MW

probability of the first negative margin for the 20-day period is 0.8988137 x 107*
which corresponds to a LOLE of 0.065613 days/period. This can be expressed on
an annual basis by assuming that the year consists of a series of identical 20-day
periods with the load model shown in Table 3.20. In actual practice, the year should
be divided into periods during which the generating capacity on scheduled outage
is specified and the non-stationary effects of seasona |oad changes are incorporated
by using a valid load model for each interval. The annual LOLE and outage
frequency are obtained by summing the period values. .

The cumulative frequency of the first negative margin is 0.1879385 x 10~
encounters/day which, when expressad in the reciproca form as cycle time, becomes
05320887 x 10 days. If the assumption is made that the annual period consists of a

group of identical 20-day periods, then the annual indices are as follows:
LOLE=0065613 x 2 = 1.197 days  year

Frequency F = 0.003430 occurrences/day
= 1.252 occurrences/ year
CycletimeT = 291.6 days
= 0.7988 years

These LOLE and F indices are somewhat higher than normally encountered
due to the assumption that the 20-day peak load period is repeated over the entire

Table 3.20 Load model

Load level (MW) L; (%) No. ofoccurrences
1450 100 8
1255 85.6 4
1155 79.6 4
1080 745 4
20 days




Generating capacity—frequency and duration method 107

Table 321 Generation system model of the 22-umit system
Capacity
outage equal Cumulative
10 Of greater Cumulative frequency ¢F; Cycle time ¢1/F) Mean duraiion
than sAfW; probability P (per day: fdavs) (P Fy (dayss
0.0 1.000000 — — —
25,0 0.358829 0.131448x 107" 0.760757 x 16°  0.272981 x 10°
50.0 0.319573 0.121205x 107" 0.825046 x 10° 0.263663 x 10°
75.0 0.201006 0.898946 x 167 0.111241 x 10°  0.223602 x 107
100.0 0.141450 0700902 x 1072 0.140864 x 100 0.199252 x 10°
125.0 0.102314 0546692 x 107 0.182918x 10°  0.187151 x 107
1500 0904434 x 107" 0.457351 x 107 0.218650x 10°  0.197755x 10?
175.0 0436883 x 107" 0.295266 x 10~ 0.338678 x 10° 0.147963 x 16°
200.0 0379311 x 10~ 0.247558x 16~ 0403946 x 10°  0.153221 x 10°
225.0 0.295S67x 107" 0.181697x 107> 0550368 x 10° 0.162450x 10°
250.0 0.253559 x 107" 0.146596 x 107 0.682147 x 10>  0.172965 x 10
275.0 0968847 x 1072 0887232x 107 0.112710 x 10*  0.109199x 10°
300.0 0.809136X 1072 0729771 x 107  0.137029x 10  0.110875x 10°
325.0 0.438965 x 1072 0.433177x107 0.230853 x 10* 0.101336x 10°
350.0 0.291192 x 1072 0.302569 x 10~ 0.330503 x 10* 0.962397 x 10
375.0 0.189202x 107 0.202682 x 16— 0.493384 x 10° 0.933492 x 10
400.0 0.154317 x 107 0158243 x 107 0.631938x 10* 0.975185x 10
425.0 0.528440 x 107 0.719494x 10~ 0.138986x 10°  0.734460 x 10
450.0 0.391825 x 107 0533764 x 107 0.187349x 10° 0.734079 x 10
475.0 0.203941 x 107 0.293670x 10™* 0.340519x 10° 0.694457 x 10
500.0 0.114013 x 107 0.173100 x 10* 0577700 x 16°  0.658653 x 10
525.0 0.587161 x 107 0.951282x 107 0.105121 x 10° 0.617232x 10
550.0 0412809 x 10 0.649118x 107 0.154055 x 10°  0.635955 x 10
575.0 0.145389x 10* 0.2706! 7x 107 0.369526 x 10° 0.537251x 10
600.0 0.899488 x 10~ 0.169028 x 10~ 0591619 x 10° 0.532134x 10
625,0 0438848 x 10~ 0.859062 x 107® 0.116406x 107 0.510845x 10
650.0 0.217446 x 10~ 0.443870 x 107® 0.225291 x 10"  0.489887 x 10
675.0 0926480 x 107° 0.204309x [0° 048%55x 107 0.453470x 10
700.0 0.531049X 107 0.116074x 10 0.861516 x 107 0.457507 x 10
725.0 0.199338 x 107° 0477871 x 1077 0209261 x 10* 0.417138 x 10
750.0 0.963639 x 107 0.236983 x 1077 0.421971xtO®  0.406627 x 10
775.0 0.431916 x 107 0.109852x 10~ 0.910313x 10° 0.393179x 10
800.0 0.188172x 107 0.493791 x 107 0.202515x 10° 0.381076 x 10

year. This is basically similar to the ‘multiple worst period’ concept discussed in

Section 2.7.

The cycle time T is also a useful index and measures the average duration
between encountering the specified negative margin (i.e. in this case the first
negative margin). The LOLE and T indices are shown as afunction of the pesk load
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Fig. 3.6 Loss of load expectation and cycle ume as afunction of the system pesk load

in Fig. 3.6. The load model for the 20-day period is assumed to have the relative
shape shown in Table 3.20.

34.2 System expansion studies

Figures 3.7 and 3.8 show the effects of adding a group of 250 MW units to the
22-unit system. Therisk index in Fig. 3.7 istheannual LOLE value. Thecycletime
Tisused in Fig. 3.8.

Thepesk load in Year 1 is 1450 MW and it has been assumed that the installed
capacity of 1725 MW is adequate for this condition. The two previous risk indices
of LOLE = 1.197 days/year and T =291.6 days can therefore be considered as the
system standard indices and used to schedule capacity additions. The dotted lines
in Figs 3.7 and 3.8 show the changes in annual risk as units are added in a given
year. The effective load-carrying capability of a unit is the increase in system
load-carrying capability at agiven risk level dueto the unit addition. It is difficult
to determine these values precisely from Figs 3.7 and 3.8 but they can be obtained
from the results used to plot these figures. In this case, thereisvirtually no difference
between the results obtained using LOLE or cycletime T. In generd, there may be
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Fig. 3.7 System expansion using }oss of load expectation as the criterion

dight differences. Generation expansion sequences basad upon the probability of
thefirstcumul ativenegativemarginwhichisdirectly relatedto LOL E or cycletime
of the same margin is basically the same when the two-state load modd is used.
This assumes that equivalent risk indices are used to initiate the expansion s=
quence. Thismay not bethe case if other load models such asthe cumulative Sate
model described earlier or multi-level exposure factor models are used.
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Fig. 3.8 System expansion using cycie time as the criterion

The variation in risk with unit additions is clearly shown in Figs 3.7 and 3.8,

It can be seen that the actual risk in any given year is not the actual specified system
index but a somewhat lower value. The object is to arrive at the most economical

expansion plan while staying on the acceptable side of the standard risk index. The
unit expansion plan in Figs 3.7 and 3.8 is composed of 250 MW units, which results
in certain years having amuch lower risk than the specified value. A better sequence
might involve amixture of unit szesresulting in amuch lower variation in overall
risk. Risk evaluation is only one part of capacity planning. The system energy
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Table 3.22  Expanding with 200 MW units

Total capacity  Risk level Whether unit
Year ofstudy Peak {oad (MW) “(MW) (days) addition required
1 1450.0000 1725.00 291.56 No
2 1595.0000 1725.00 26.48 Yes.
Capacity ofunit added {MW) = 200000 + =0.00093 18795 - p=0.04566210
2 1595.0000 1925.00 504.76 No
3 1754.0000 1925.00 38.26 Yes
Capacity of unitadded (MW)=200.000 X =90.0009318795 # = 0.04566210
3 1754.0000 2125.00 600.74 No
4 1930.0000 2125.00 3186 Yes
Capacity of unitadded (MW) =200.000 X =0.0009318795 pu=0.04566210
4 1930.0000 2325.00 491.83 No
5 2123.0000 2325.00 48.28 Yes
Capacity of unitadded (MW) =200.000 X =0.0009318795 u=0.04566210
5 2123.0000 2525.00 659.64 No
6 2335.0000 2525.00 21.59 Yes
Capacity of unit added (MW) = 200000 A=0.0009318795 p =0.04566210
6 2335.0000 2725.00 272.28 Yes
Capacity of unit added (MW) = 200,000 X=0.00093 {8795 u=0.04566210
6 2335.0000 2925.00 4325.02 No
7 2569.0000 2925.00 196.46 Yes
Capacity of unit added (MW) = 200.000 X =0.0009318795 m =0.04566210
7 2569.0000 312500  2760.77 No
8 2826.0000 3125.00 73.70 Yes
Capacity of unit added (MW) = 200.000 X =0.0009318795 u=0.04566210
8 2826.0000 3325.00 770.17 No
9 3108.0000 3325.00 28.23 Yes
Capacity of unit added (MW) = 200000 X.=0.0009318795 1 =0.04566210
9 3108.0000 3525.00 234.92 Yes
Capacity of unitadded (MW) =200.000 X,=0.00093 18795 p=0.04566210
9 3108.0000 3725.00 2652.26 No
10 3419.0000 3725.00 64.91 Yes
Capacity of unitadded (MW) =200.000 X =0.0009318795 i = 0.04566210

10 3419.0000 3925.00 602.71 No
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requirements in addition to power or capacity needs must also be examined. The
representation used in the two-state |load mode isnot suitable for energy evaluation
and amulti-level or continuous mode is required. The most suitable model in this
case isthe conventional load-duration curve utilized in the loss of energy expecta-

tion method.

Figures 3.7 and 3.8 provide a pictoria representation of the variation in risk
with pesk load and unit additions. They are not required, however, if only the unit

Table 323 Expanding with 250 MW units

Total capacity Whether unit

Year of study Peak load (AMW) (MW) Risk level (days) additionrequired

1 1450.0 17250 291.56 No

2 1595.0 1725.0 26.48 Yes
Capacity of unit added (MW) = 250.0 A =0.00093 18795 p = 004566210

2 1595.0 1975.0 709.43 No

3 17540 1975.0 49.29 Yes
Capacity of unit added (MW) = 250.0 A =0.0009318795 p = 004566210

3 1754.0 2225.0 1345.24 No

4 1930.0 2225.0 115.00 Yes
Capacity of unit added (MW) = 250.0 X =0.00093 18795 B =0.04566210

4 1930.0 2475.0 2624.68 No

5 21230 24750 265.59 Yes
Capacity of unit added (MW) = 250.0 A =0.00093 18795 u=0.04566210

5 2123.0 27250 5582.01 No

6 2335.0 27250 224.61 Yes
Capacity of unit added (MW) = 250.0 A =0.00093 18795 u =0.045662 10

6 2335.0 2975.0 4138.32 No

7 2569.0 2975.0 283.60 Yes
Capacity of unit added (MW) = 250.0 X =0.0009318795 p = 0.04566210

7 2569.0 3225.0 5116.20 No

8 2826.0 3225.0 141.31 Yes
Capacity of unit added (MW) = 250.0 X =0.00093 18795 p =0.045662 10

8 2826.0 34750 2041.30 No

9 3108.0 34750 107.29 Yes
Capacity of unit added (MW) = 250.0 4 =0.0009318795 p=0.04566210

9 3108.0 3725.0 1374.17 No

10 3419.0 37250 56.91 Yes
Capacity of unit added (MW) = 250.0 X =0.0009318795 w=0.04566210

10 3419.0 3975.0 614.36 No
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addition sequence in a particular expansion plan is required. Tables 3.22-24 show
the unit in-service sequence for three expansion sequences involving 200, 250 and
300 MW units respectively. In each case the standard risk level chosen for the
system 1s 291.6 days. The expansion plan involving the addition of 200 MW units
requires two units in years 6 and 9 and one unit in each of the other years. In the
case of 300 MW unit additions, the system does not require aunit inyear 4 but units
must be added in each of the other years. The unit sizes could probably be mixed
in the expansion plan to achieve the lowest present worth.

Table 324 Expanding with 300 MW units

Whether unit
Total capacity additional
Year of studv Peak load (MW) (MW) Risk leve! (days) required

1 1450,0 17250 291.56 No

2 1595.0 1725.0 26.48 Yes
Capacity of unit added (MW) = 300.0 X =0.0009318795 u =0.04566210

2 1595.0 2025.0 1067.90 No

3 1754.0 2025.0 81.27 Yes
Capacity of unit added (MW) = 300.0 X =0.0009318795 p = 0.04566210

3 1754.0 2325.0 2949.44 No

4 1930.0 2325.0 317.31 No

5 21230 23250 35.26 Yes
Capacity of unit added (MW) = 300.0 X =0.0009318795 p =0.04566210

5 2123.0 2625.0 800.32 No

6 2335.0 2625.0 36.50 Yes
Capacity of unit added (MW) = 300.0 A =0.0009318795 u=0.04566210

6 2335.0 2925.0 802.87 No

7 2569.0 2925.0 123.34 Yes
Capacity of unit added (MW) = 300.0 A =0.0009318795 #=0.04566210

7 2569.0 3225.0 2303.73 No

"8 2826.0 3225.0 129.78 Yes
Capacity of unit added (MW) = 300.0 X =0.0009318795 u=0.04566210

8 2826.0 3525.0 2109.46 No

9 3108.0 3525.0 137.13 Yes
Capacity of unit added (MW) = 3000 X =0.0009318795 1 =0.04566210

9 3108.0 3825.0 20938.85 No

10 - 34190 3825.0 112.80 Yes
Capacity of unit added {MW) = 300.0 A =0.00093 18795 H=0.04566210

10 34190 4125.0 1545.85 No
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3.43 Load forecast uncertainty

Load forecast uncertainty can be incorporated in the F&D approach in a similar
manner to that used in the LOLE method (Section 2.8). Risk indices can be
established for each conditional load level and weighted by the probability of that
level to produce overal indices. Unit additions incorporating load forecast uncer-
tainty are at a different rate than that determined without recognizing uncertainty.
In generd, the reserve required to satisfy a future uncertain load is always higher
than that required for an equivalent known load. The expansion plan cogt is
therefore higher in this case. The most important uncertainty in any expansion plan
is that uncertainty which still exists at the time the actua decision has to be made
regarding unit additions. This factor is becoming more important as the lead time
for unit conception, construction and commissioning increases.

3.5 Conclusions

This chapter presents the fundamental concepts associated with the frequency and
duration approach to generating capacity evaluation. It also provides a group of
recursive algorithms which can be used to calculate the required indices.

It is not possible to dtate that one method of capacity reliability evaluation is
better than another under all conditions. The LOLE method is certainly simpler to
appreciate than the F&D approach and in genera results in a virtually identical
expansion plan for agivenreliability index. Expectation does lack acertainphysical
significance which is provided by the frequency or cycle time indices of the F&D
approach. The LOLE method uses the unit forced outage rates and is therefore not
as sengitive to variations in the two individual elements, unit failure rate and unit
repair rate, as the F& D technique. Both methods, however, are decidedly superior
to rule-of-thumb techniques such as percentage reserve and largest unit criteria, as
they do permit the factors which influence the reliability of the generation system
to be included in the analysis.

3.6 Problems

1 A generaing plant containing three identical A0MW generating units is connected to
aconstant 82 MW load. The unit failure and average repair times are 3 failures/year
and 8 daysrespectively. Develop frequency, duration and probability risk indicesfor
this system.

2 A generating plant containing three 25 MW generating unitsis connected to aconstant
50 MW load by two transmission lines each rated at 40 MW. Develop afrequency and
duration risk index for this system using the following data:

Generation X = 0.02 f/day r = 4 days

Transmisson A =10fyr r=4hours
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Consider the system given in Problem 4 of Chapter 2. Develop ageneration-transmis-
sion capacity model including frequency and rate of departure indices at the toad bus.
Do not attempt to combine this with the load model.

A system contains five 40 MW generating units with the following parameters:

Failure rate = 0.01 failures/day
Repair rate = 0.49 repairs/day
This system serves aload which on a specified 20-day period has the following modd;

Peak load level (MW) 160 100 80 60 0
Number of occurrences 2 5 8 5 20

(a) Develop ageneration model for this system including both individua! and cumu-
lative state probabilities and frequencies.

{by Develop a complete margin array containing both individual and cumulative
state probabilities and frequencies for this system. Assume that the exposure
factor is 0.5 and that the 20 days represents a one-period contribution to an
annual study.
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4 Interconnected systems

4,1 Introduction

The adequacy of the generating capacity in a power system is normally improved
by interconnecting the system to another power system [1]. Each interconnected
system can then operate at a given risk level with a lower reserve than would be
required without the interconnection {2]. This condition is brought about by the
diversity inthe probabilistic occurrence of load and capacity outagesinthe different
systems {3]. The actual interconnection benefits depend on the installed capacity
1n €ach system, the total tie capacity, the forced outage rates of the tie lines. the load
levels and their residual uncertainties in eech wstem and the type of agreement in
existence between the systems {4].

There are severa probabilistic methods available at the present time which
provide a quantitative reliability assessment of interconnected system generation
facilities. The loss of load expectation (LOLE) approach is the most widely used
technique due to its flexibility and simplicity of application. Two different ap-
proaches are presented in this chapter for cal culating the LOLE indices in intercon-
nected systems. They are the probability array method [2] and the equivalent
assisting unit method [43. In the first approach a capacity model is developed for
each system and an array of simultaneous capacity outage existence probabilities
15 then obtained from the individual models. The second method models the
assi sting system as an equivalent assisting unit which can be moved through thetie
lines and added into the existing capacity modd of the assisted system. The
computation of the risk in the asssted system proceeds as in the case of a normal
single system study.

The array method and the equivaent assstance unit method can dso be
utilized in a frequency and duration {(F&D) approach to interconnected system
capacity evaluation. The basic technique isillustrated in this chapter.

The effects of tie capacity, tie line parameters, pesk load and the type of
agreement between systems are illustrated by a relatively simple hypothetical
example. The basic concepts involved are then extended to adequacy assessment
in three interconnected systems. Detailed examples are provided in each case to
illustrate the principles behind the probability array and equivalent assisting unit
methods. Results of sdected studies using the |IEEE Reliability Test System
(IEEE-RTS) are presented in Appendix 2 to illustrate the application of these

: 17
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concepts to a practical system and to provide the reader with the opportunity to
develop acomputer program and test his results.

4.2 Probability array method in two interconnected systems

421 Concepts

A loss of load situation is considered to arise in a system when the available
assgtance through the interconnections cannot offset a capacity deficiency arising
due to capacity outages and load demands in that system. The calculated LOLE
index therefore depends on the simultaneous occurrences of the capacity outages
in both systems. The generating facilities in each system can be represented by a
two-dimensional probability array covering al possible combinations of capacity
outages in the two sysems. This amalgamated array represents the overall inter-
connected system capacity model with ideal interconnections. Thisrepresentation
can then be modified by including the load levels in each system and the tie line
constraints. This concept is shown diagrammatically in Fig. 4.1 which illustrates
the boundaries between good and bad states.

The first gep in this approach is to develop the capacity model of each system.
Thisisnormally expressed in the form of a capacity outage probability table. It can
be obtained recursively by successively adding generating units to the table using
thealgorithms givenin Chapter 2. The probability array of thevarious simultaneous
outage probabilitiesin thetwo systemsisthen obtained from the individual system
tables. The loss of load situations in each system are determined from the simulta-
neous capacity outage conditions, the emergency assistance available over the tie
lines, and the respective system daily pesk loads. When the period of study is a
singleday, the sum of the simultaneous outage probabilities associated with theloss
of load situations in each system is the system risk expressed as a loss of load
expectation in days per day. Reliability evaluation for alonger study period can be

System 8 System B

el - 1 N
‘ AB, A,B, A,‘LJJ A,B,

|
I | A8, A,8,

l2) ’ (b)

System
>
\-4
o
>
-4
-]
-3
System A

Fig.4.7 Concept of probability array approach: (a) without tie line; (b) with tie line
Subscripts: g = good states, b = bad states
Symbeols: plus = positive reserve sates, minus = negative reserve states
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Table 4.1 Sydtem data

Instailed cap. Daily peak

System Number of units Unit cap (MW) FOR per unit (Mw) load (MW)
A 5 10 0.02 : 75 50
1 25 ' 0.02
B 4 10 0.02 60 40
1 20 0.02
Tieline connecting Number oftie lines Tie cap (MW) FOR per tie line
Svstem A System B 1 10 0

N

accomplished by repeating the calculation for each of the subsequent days and
summing the LOLE expectation values or by using the approximate technique
discussed later in this chapter.

4.2.2 Evaluationtechniques

The method can be illustrated by application to the hypothetical example shown in
Fig. 4.2. Assume that two systems A and B are interconnected by afinite capacity
tie line and have the data shown in Table4.1. The operating agreement between the
two systemsisthat each system will provide assistance only up tothe point at which
it begins to share the neighboring system difficulty. It is required to evaluate the
riskin SystemA. A similar procedure can be followedto cal culatetherisk in System
B.

The capacity outage probability table for each system is shown in Table 4.2.
Probabilities less than 107 have been neglected in this table. The pesk load in
System A is assumed to be 50 MW and therefore the system will fail to meet its
load demand when the capacity on outage is greater than 25 MW. The cumulative
probability for a capacity outage of 30 MW becomesthe LOLE index in System A
(LOLE,). System B has a reserve of 60 - 40 = 20 MW and will encounter a loss
of load situation for any capacity outage greater than 20 MW to give LOLEg.

LOLE, = 0.00199767 days
LOLE; = 0.00158353 days.

Tie lines

System A : System 8

75 MW $ 60 MW

Fig. 4.2 Two systems interconnected by repairabletielines
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Table4.2 Capacity outage probability tables

System A System B

Cap. owr  Individual Cum. prob. Cap. out  Individual Cum.prob.
Satei C,(MW) prob. p(C) P(C) Satei C,(MW) prob.p(C) P(C)
1 0 0.88584238 1.00000000 1 0  0.90392080 1.00000000
2 10  0.09039207 0.11415762 2 10  0.07378%45 0.09607920
3 20 0.00368947 0.02376555 3 20  0.02070622 0.02228975
4 25 0.01807841 002007608 4 30 0.00153664 0.00158353
5 30 0.00007530 0.00199767 5 40  0.00004626 0.00004689
6 35 000184474 000192237 6 50 000000063 0.00000063
7 40  0.00000077 0.00007763 7 60  0.00000000 0.00000000
8 45  0.00007530 0.00007686
9 50  0.00000000 0.00000156
10 55  0.00000154 0.00000156
11 65  0.00000002 0.00000002
12 75  0.00000000 0.00000000

Thevarious simultaneous capacity outage probabilitiesin thetwo systemscan
be calculated from the individual system tables. Table 4.3 presents thistwo-dimen-
sional array, which istheoverdl interconnected system capacity outage probability
table with ided interconnections. Each array cel in Table 4.3 has two numbers
which represent the existence probability of a particular simultaneous capacity
outage condition and the load lossin MW in System A considering the emergericy
assistance from System B for thetie-line constraint given in Table 4.1. The sum of
the simultaneous outage probabilities associated with non-zero load losss is the
systemrisk in System A (LOLE 4g). Thisresult isshown in Table 4.4. Also shown
in Table 4.4 are the expected load losses ELL 4 and ELL 5p.

Theprobability array as shown in Table 4.3 may require asignificant amount
of computer memory and the processing may aso use a considerable amount of
execution time when the interconnected systems are large. These requirements can
be reduced by rounding the table using a suitable increment. Thereis, however, an
alternative approach which can produce the same results more directly and with
appreciable savings in both computer memory and execution time. This approach
is described in Section 4.3.

4.3 Equivalent assisting unit approach to two interconnected
systems [5-6]

The equivalent unit approach represents the benefits of interconnection between
the two systems in terms of an equivalent multi-state unit which describes the
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Table 44 Results for System A

Individual system  /nterconnected system

LOLE (days) 0.00199767 0.00012042
ELL (MW) 0.02038785 0.00122465

potential ability of one system to accommodate capacity deficiencies in the other.
This is described considering System A as the assisted system and System B asthe
assisting system. The capacity assistance level for a particular outage state in
System B is given by the minimum of the tie capacity and avail able system reserve
a that outage sate. All capacity assistance levels greater than or equd to the tie
capacity are replaced by one assistance level which isequal to the tie capacity. This
capacity assigance table can then be converted into a capacity model of an
equivalent multi-state unit which is added to the existing capacity model of System
A. Usingthealgorithms given in Chapter 2, therisk level isthen evaluated asifthe
assisted system is a single area system.

The equival ent assisting unit approach hasbeen applied to theexample system
shown in Table 4.1.

System B has areserve of 20 MW and thisistherefore the maximum assistance
it can provide without sharing potential difficulties in System A. The capacity
assistance levels of System B are obtained from the capacity outage probability
table given in Table 4.2. These levels are shown in Table 4.5. This table can be
converted to a capacity outage probability table (Table 4.6) for an equivalent

_assigting unit model of System B.

The 10 MW tie line described in Table 4.1 constrains the capacity assistance
from System B andthereforetheequivalent assistingunitisasotie-lineconstrained
as shown in Table 4.7.

This equivalent multi-state unit is now added to the existing capacity model
of System A, giving anew installed capacity of 75+ 10 = 85 MW. Thenew System
A capacity outage probability table is shown in Table 4.8.

The daily peak load in System A is 50 MW and therefore the loss-of-load
Stuation occurs when the capacity outage in System A is grester than the reserve

Table45 Assistance probability table
from System B

Assistance (MW) Individualprob.
20 0. 90392080
10 0. 0737845

0 0. 02228975




Table 4,6 Equivalent assisting unit model of Sysem B

Cap- out {MW; individual prob.
0 0.90392080
10 0.07378945
20 ’ 0.02228975

Table4.7 Tieline congrained eqﬁiva]ent unit modd of

Sysem B
Cap. out (MW) Individual prob.
0 0.97771025
10 0.02228975

123

85 - 50 = 35 MW. The cumulative probability for a capacity outage of 40 MW is
thereforetherisk withinterconnection:

LOLE, = P(C, = 40) = 0.00012042 days

This result isidentical to that given in Table 4.4 and illustrates the fact that
both approaches provide the same numerical index. This chapter utilizes the
equivalent assisting unit gpproach in later studies due to its particular advantage.
The value of LOLEg, can be found using System A as the assisting system and
System B asthe assisted system.

Table 48 Modified capacity outage probability table of System A

Statei Cap. our C{MW) |Individual prob. ¥C) Cum prob. AC)

OCO~NOOOTNWN —

0 0. 86609717 1 00000000
10 0.10812248 0. 13390283
20 0. 00562205 0. 02578035
2 0. 0176745 0. 02015830
30 0. 00015585 0. 00248285
35 0 0. 0023270
40 0. 0000043 0. 00012042
45 0. 00011474 0.00011799
0 0. cooooo2 0. 00000825
55 0.00000318 0. 00000323
60 (0400000080) 0N00000005
65 (0700000003 1000000000¢)
75 0 00000000 0 00000000
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4.4 Factors affecting the emergency assistance available through
the interconnections

441 Introduction

A loss of load in a single system occurs when the available capacity cannot meet
the load demand. In the case of interconnected systems, the capacity deficiency
may be accommodated by available assistance from other systems. This assigtance
depends on the available capacity and the operating reserve in the other systemns,
the interconnection limitations and the type of agreement between systems. These
factors are dl interlinked in regard to their impact on the reliability levels of an
interconnected group of sysems. Their individual impacts are illustrated in this
chapter using the systems shown in Table 4.1 by varying one factor at atime and
considering the change in system risk level.

4.4.2 Effect of tie capacity

This effect on the risk level isillustrated by varying the tie capacity from 0 to 30
MW in geps of 5 MW. The maximum assistance available from System B using
the load condition given in Table 4.1 is 20 MW, if System B is not to share the
difficulties of System A. Either of the techniques illustrated in the preceding
sections can be used to obtain the results shown in Table 4.9.

The interconnections considered in Table 4.9 are assumed to be fully reliable.
Table 4,9 shows the rapid reduction in risk which occurs with increase in the
interconnection capacity between the two systems. The risk converges to a value
which representsthe minimumrisk that System A can have under these conditions.
Therisk at this limit can be designated as the infinite tie capacity risk as there will
be no further decrease in risk with the addition of further tie capacity. The infinite
tie capacity value is directly related to the maximum assistance available from
System B. Thisiseasily seenin the case of asingle load level examplebut becomes
less specific when agroup of load levelsis considered.

Teble 4.9 Effect of tie capacity

_ Tiecap. (MW) System A LOLE ;5 (days/day) _
0 0.00199767
5 0.00192403
10 0.00012042 _
15 0.00011972
20 0.00005166
25 0.00005166

30 0.00005166
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4.4.3 Effect of tieline reliability

systems May be interconnected by severa tie iines, each of which has an availabil-
irv that islessthan unity. The various tie-line capacity states impose capacity limits
0}1 the emergency assistance available through the interconnections. This effect can
be evaluated using one of two approaches.

(a) Approach 1

The first approach is to convolve the capacity states of the tie lines with those of
" the equivalent assisting unit obtained from the assisting system. In this case, the
output model of the combination then effectively represents atie-line constrained
multi-state generating unit in the assisting system.

Consider the case in which thereis only onetie line of 10 MW interconnecting
systems A and B. Assume the failure and repair rates of the tie line are & = 3 fiyr
andu = 1 r/day respectively, giving an unavailability of 0.00815217.

There are two dtates in the capacity outage probability table for thetie line as
shown in Table 4.10. The equivalent assisting unit model of System B for a 100%
reliabletielineisgivenin Table4.7. '

System A may receive the emergency assistance of 10 MW if thetielineis up
and therefore the probability of receiving 10 MW under this condition is
0 99184783 x 0.97771025 = 0.96973979. On the other hand, the assistance is not
available to System A when the tie line is down or System B aso encounters
difficulty even if the tie line is up. In this case, the probability is 0.00815217 +
0.99184783 x 0.02228975 = 0.03026021, or it can be obtained by subtracting from
unity the probability of receiving 10 MW (1 -0.96973979). Thetie-line constrained
equivalent assisting unit model of System B isshown in Table 4.11.

This can be added to the existing capacity model of System A to give a new
installed capacity of 75 + 10 = 85 MW. Table 4.12 shows the modified capacity
outage probability table for System A.

System A with interconnection has a reserve of 85 - 50 = 35 MW and fails to
meet its load demand when the capacity outage is greater than 35 MW. The
cumulative probability for a capacity outage of 40 MW istherefore the system risk.

LOLE, g = P(C, = 40) = 0.00013572 days

Table 4.106  Tie capacity outage probability table

Tie cap. out (MW; Individual prob. -

0 0. 99184783
10 0.00815217 -
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Table4.11 Tieline congtrained equivaent
assisting unit model of System B

Cap. out (MW Individualprob.
0 0. 9697309
10 0. 03026021

(b) Approach 2

The second approach evaluates the same risk using the probability array method
and the conditional probability rule. The overall system risk is given by the sum of
the products of conditional LOLE g and the corresponding tie capacity probability:

LOLE,; =LOLE,4 (0 MW tie cap out) x p(0 MW tie cap out)
+LOLE,; (10 MW tie cap out) x p(10 MW tie cap out)

The conditional LOLE 45 values in column (2) of Table 4.13 are obtained from
Table4.4.

444 Effect of number of tie lines

Consider the case in which the interconnection between Systems A and B consists
of two identical tie linesrated 10 MW each having o = 3 fiyrand u = 1 r/day. The
capacity outage probability table for the two tie linesis shown in Table 4.14.

The effect of tie line constraints is included by combining the capacity out
dates of both the equivalent assisting unit and the tie lines as shown in Table 4.15.

Table4.12 Modified capacity outage probability table of System A

Satei Cap. out C,(MW) Individual prob. p(C;) Cum.prob. P(C;)
1 0 0.85903660 1.00000000
2 10 0.11446258 0.14096340
3 20 0.00631311 0.02650082
4 25 0.01753136 0.02018771
5 30 0.00018466 0.00265635
6 35 0.00233597 0.00247169
7 40 0.00000302 0.00013572
8 45 0.00012884 0.00013270
9 50 0.00000003 0.00000386

10 55 0.00000377 0.00000383
1 60 0.00000000 0.00000006
© 65 0.00000006 0.00000006
13 I6) 0.00000000 0.00000000
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172413 System risk using the conditional probability rule

(2) Conditional
(e cap- out (MW, Tie cap, in (MW) ¢2) Individual prob. LOLE ;5 (1% <>
0 10 0.99184783 0.00012042 0.00011943
10 0 0,00815217 0.00199767 0.00001629

LOLEag =0.00013572

Table4.14 Tie capacity outage probability table

Tie cap. out (MW) Individual prob.
0 0.98376211
10 0.01617143
20 0.00006646

The equivalent unit in Table 4.1 5 can be added to the existing capacity model
of System Ato give anew installed capacity of 75 + 20 = 95 MW. Table 4.16 shows
the modified capacity outage probability table for System A.

System A with interconnection has areserve of 95 — 50 =45 MW and will fail
to meet its foad demand when the capacity outage is greater than 45 MW. The
cumulative probability for acapacity outage of 50 MW istherefore the system risk:

LOLE, g = P(C, = 50) = 0.00005290 days

Table4.15 Tie-line and assisting unit capacity sates

Tiecap. out states (MW)

0 10 20

Cap. out states of 0 0 10 20
equivalent 0.88924303 0.01461768 0.00006008

?I\S/Ismf'”g unit 10 10 10 20
' 0.07259127 0.00119328 0.00000491

20 20 20 20

0.02192781 0.00036046 0.00000148

Tie-line constrained equivalent assisting unit model

of System 8
Cap. out (MW) Individual prob.
0 0. 83924303
10 0. 08340223

20 0. 02235474
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Table4.16 Modified capacity outage probability table of System A

Satei Cap. out (MW)C, Individualprob. p(C;)  Cum. prob. P(C})
1 0 0.78772918 1.00000000
2 10 0.15869097 0.21227082
3 20 0.03107446 0.05357985
4 25 0.01607611 0.02250539
5 0 0.00241380 0.00642928
6 35 0.00323859 0.00401548
7 40 0.00008982 0,00077689
8 45 0.00063417 0.00068707
9 50 0.00000175 0.00005290

10 55 0.00004926 0.00005115
1 60 0.00000002 0.00000189
12 65 0.00000183 0.00000187
13 70 0.00000000 0.00000004
14 75 0.00000004 0.00000004
15 8 0.00000000 0.00000000
16 9%5 0.00000000 0.00000000

This value can be compared with the index of 0.00005166 days obtained for
20 MW of fully reliable tie capacity shown in Table 4.9. Inclusion of the tie-line
availability results in an increase in system risk level. This increase is usually only
slight because the unavailahility of the tie line is usually much less than that of
generating units.

Alternatively the same risk can be obtained using the probability array method
and the conditional probability rule. The tie lines can reside in only one of the
tie-capacity outage states at any point in time. The dtates are therefore mutually
exclusive events. The overal system risk is given by the sum of the products of
conditional LOLE 5g and the respective tie capacity probability.

LOLE,; = LOLE (0 MW tie cap. out) x p(0 MW tie cap. out)
+ LOLE ,5(10 MW tie cap. out) x p(10 MW tie cap. out)
+ LOLE ,5(20 MW tie cap. out) x p(20 MW tie cap. out)

Table4.17 Systemrisk using conditional probability rule

1) ¢

Tiecap. out Tiecap. in Individual prob.  Conditional LOLE 45 (1 x(2)
0 20 0.98376211 0.00005166 0.00005082
10 10 0.01617143 0.00012042 0.00000195
20 0 0.00006646 0.00199767 0.00000013

LOLEAB = 0.00005290
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06

0.2 0,2

5 10 15 = MW

Fig- 4.3 A probability distribution of the tie capacity

The conditional LOLE sz in column (2) of Table 4.17 can be obtained from
the two-dimensional array shown in Table 4.3 and its values are equal to those
shownin Table 4.9.

4.4.5 Effectofde-capacity uncertainty

The previous sections have assumed that the tie capacity is afixed value. This may
not be the case due to changing transmission conditions in the two systems. The
random variation in tie capacity can be represented by a discrete or continuous
probability distribution. The conditional probability rule can be applied using an
approximate discrete probability distribution to compute the overall system risk.
This is similar in concept to the assessment of load forecast uncertainty described
in Chapter 2.

Consider the case in which thetie lines between the systems have a probability
of 0.6 of attaining the forecast tie capacity of 10 MW and that the tie capacity can
be5 or 15 MW with a probability of 0.2 respectively. The area under the histogram
shown in Fig. 4.3 represents the probability of the tie capacity being the designated
values.

The LOLE is then computed for each tie capacity and multiplied by the
probability of existence of that tie capacity. The sum of these products represents
the overall system risk for the forecast tie capacity.

These results are shown in Table 4.18.

Table4.18 Effect of tie capacity uncertainty

(i )]
Tie cap. Individual pro&. Conditional LOLE i (Hx(2)
5 0.2 0.00192403 0.00038481
10 0.6 0.00012042 0.00007225
15 02 0.00011972 0.00002394

LOLEAB = 0.00048100
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446 Effect of interconnection agreements

The analyses in the previous sections are based on one particular interconnection
agreement. Many other agreements between different utilities exist and it is not
possible to consider all of these exhaustively. Some basic agreements are illustrated
in this section however by application to the previous hypothetical example.

(8 Firmpurchase

Condder the case in which a firm purchase by System A is backed up by the
complete System B and determine the risk in System A for different values of firm
purchase and tie capacity. Thetielineis assumed to be 100% reliable in these cases.

(i) Firm purchase Tie capacity
10 MW 10 MW

The availability of 10 MW through the interconnection is guaranteed by the
entire System B when System A is in need of emergency assistance. The firm
purchase can bemodelled asa 10 MW generating unit with an effective zero forced
outage rate added to System A. The mcreesed installed capacity of System A results
in the following risk level:

LOLE,, = 0.00007763 days

This value can be obtained from Table 4.2 by either adding 10 MW to the
installed capacity of System A or subtracting 10 MW from its load level.

(i) Firmpurchase Tie capacity
10 MW 15 MW

The firm purchase of 10 MW from System B is added to the capacity model
of System A as a perfectly reliable 10 MW generating unit. The installed capacity
of System B isreduced by 16 MW. Additional emergency assistance from System
B isthen possible over the remaining tie capacity of 15— 10=5 MW.

Therisk level in System A is obtained using the modified capacity models of
Systems A and B and a5 MW tie capacity. Therisk in System A becomes

LOLE, = 0.00007691 days

(b) Firm purchase tied to a specific 10 MW unit in System B

Consider the case in which the purchase of 10 MW of power is under the
contractual condition that if the 10 MW unit in System B is out of service then the
purchase capacity is hot guaranteed.

(i)  Firmpurchase Tie capacity
10 MW 10 MW



Cm T AT SR EAAE TR e e o maer e

Interconnertect system: 131

Table 4.19  Risk with 10 MW tie line

P

(1) @

firm purchase Individual Conditional
MW) Tie cap. (MW) prob. LOLE ;4 (Hx{(2)
10 10 098 - 0.00007763 0.00007608
0.02 0.00022667 0.00000453

LOLEAB = 0.00008061

The 10 MW unit can exist in one of two states—up or down. When it is up,
the firm purchase of 10 MW is added to the capacity model of System A as a 10
MW unit of zero forced outage rate. Ifit is down, no firm capacity is available and
System A hasto take the chance that some random assistance may be available. The
overall expected risk value is obtained by weighting the corresponding conditional
LOLE with the availability and forced outage rate of the 10 MW unit to which the
purchaseistied.

(i1} Firmpurchase  Tie capacity
10MW 15 MW

When the 10 MW unit in System B is up, the firm purchase of 10 MW is
realized and added directly to the capacity modd of Sysem A as a perfectly reliable
10 MW unit. This installed capacity of System B isreduced by 10 MW. Additional
emergency assistance from System B is still possible over the remaining tie capacity
15- 10 = 5 MW. When the 10 MW unit is down, the firm purchase of 10 MW is
not available. System A can still receive assstance over the 15 MW tie line from
System B whose capacity mode! does not includethe unavailable 10 MW unit. Both
conditional LOLE,g values are then weighted by the respective probability of
availability and forced outege rate of the 10 MW unit to give the overall expected
risk as shown in Table 4.20. A summary of these results is shown in Table 4.21.

The contractual arrangements shown are relatively smple. The results show,
however, that they have adefinite impact on the risk indices and their consideration
should be an integral part of any interconnected system reliability evaiuation.

Table 420 Risk with 15 MW tieline

(1) 2

Firmpurchase Individual Conditional
(MW) Tie cap. (MW) prab. LOLE p (1) x(2)
10 15 098 0.00007691 0.00007537
0.02 0.00022667 0.00000453

LOLEAB = 0.00007991
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Table4.21 Summary of results

Firmpurchase

(MW) Tie cap. (MW) Contractual condition LOLE
10 10 Firm purchase is backed up by the 0.00007763
complete system.
10 15 Firm purchase is backed up by the 0.00007691

complete system and additional
assistance may be possible over
remaining5MWtie.
10 10 Firmpurchaseistiedtothe 10 MW unit.  0.00008061
10 15 Firm purchaseistied tothe 10 MW unit  0.00007991
and additional assstance may be
possibleover remaining 5 MW tie.

4.4.7 Effect of load forecast uncertainty

The load forecast uncertainty existing in either the assisting system or the asssted
system or both can be included in the analysis using either the array or equivalent
unit methods. In thecase of the array approach thereare n x mrisk levels for System
A, wheren and m arethe discrete load steps in the uncertainty models for Systems
A and B respectively. The risk in each case is weighted by the probability of the
simultaneous load conditions and the summation of these risks is the expected risk
for Sysem A.

In the case of the equivalent unit approach, a conditional equivalent unit can
be obtained for System B. Thisisthen added directly to System A and the analysis
continueswith asingle system study for System A using either adiscreteuncertainty
model or amodified load curve as shown in Chapter 2.

4.5 Variable reserve versus maximum peak load reserve

There is basically no conceptual difficulty in evaluating the total risk for alonger
study period than for the one-day example used. A multi-day period can be broken
down into a sequence of one-day periods and the overall risk can be computed as
the sum of the daily risks. The variation of the daily loads in the asssting system
givesriseto avariable daily reserve and therefore governs the extent to which the
assisting system can provide emergency assistance. Thistypeofreliability analysis
on adaily basis can be designated as the variable reserve approach, in which case
it becomes necessary to forecast the simultaneous daily peak loads in each system
for each day over the whole study period. This can be difficult to accomplish,
particularly for periodswell into the future.

Theproblem can be simplified by replacing thedaily pesk loadsin theassisting
system by the maximum daily peak load for the multi-day study period. The reserve
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Table 4.22 Daily peak load

Day System A (MW) Svstem 8 (MW)
1 46.5 372
2 50.0 40.0
3 490 - 392
4 48.0 384
s 47.0 376

available in the assisting system is thereby confined to the minimum value of the
daily reserves in the period. This concept of maximum peak load reserve or
minimum reserve therefore constitutes a pessimistic assessment of the intercon-
nectedsystemreliability.

The load data for a 5-day period curve was extracted from the load parameters
shown in Appendix 2 for the IEEE-RTS. The ioad levels were then scaled down
for the hypothetical exampleto givethelevels shownin Table 4.22. Thetielineis
assumed to have atie capacity of 10 MW and to be fully reliable. The results are
shownin Table4.23. '

Althoughthe individual values of LOLE 4 for the case of the maximum peak
load reserve are all identical in this example, thisis only a reflection of the data
used and the discrete levels of the generation model. In other examples, the results
may be different.

A similar computation was carried out for different tie capacities to measure
the differences between the overall risks for the two reserve concepts. The results
are shown in Table 4.24. The difference increases as the tie capacity becomes larger.
The degree of pessimism embedded in the minimum reserve approach may be

Table 423 Comparison of variable and maximum pesk load reserves

Variable reserve Maximum peak load reserve

System A System B

Tie cap. Peak load Peak load Daily System B Peak
MW) Day (MW) (MW) LOLE 4 load (MW) Daily LOLE ;5
10 1 465 372  0.00011886 40.0 0.00012042
2 50.0 400 000012042 400 0.00012042
3 490 302  0.00012042 40.0 0.00012042
4 480° 384  0.00012042 40.0 0.00012042
5 47.0 376  0.00011886 40.0 0.00012042

S-day LOLEag =0,00059898 5-day LOLEas = 0.00060210
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Table 424  Effect of tie-line capacity

S-dav LOLE4g
Tie cap. (MW) Variable reserve Maximum peak load reserve Error (%)

0} 0.00998825 0.00998825 o

5 0.00961705 0.00962017 0.03
10 0.00059898 0.00060210 052

15 0.00059538 0.00059861 054
20 0.00025507 0.00025830 1.27
25 0.00025507 0.00025830 127

significant when theinterconnection capacity is much greater than thereserve. This.
effectisillustrated in Appendix 2 using the IEEE-RTS.

4.6 Reliability evaluation in threeinterconnected systems

4.6.1 Direct assistance from two systems

Consider the casein which System A hasanadditional interconnectionwith athird
system as shown in Fig. 4.4. The system data is shown in Table 4.25.

The three systems A, B and C are interconnected by fully religble tie lines and
itisrequiredtoevaluatethereliability level in System A. Theapproachistodevelop
equivalent assisting units for Systems B and C and to add them to the capacity
model of System A. These modds are shown in Tables 4.26 and 4.27.

The modified installed capacity of System A is 75 + 15+ 30 = 120 MW when
both tie-line constrained equival ent assisting units of Systems B and C are added.
This gives the modified capacity outage probability table of Sysem A shown in
Table 4.28.

The daily peak load in System A is 50 MW and therefore a loss-of-load
situation occurs when the capacity outage in System A is greater than the reserv e
120—50=70 MW. The cumul ative probability for acapacity outage of 75 MW
therefore becomestherisk.

LOLE, 5 = P(C,,) = 0.00000074 days

Therisk level in System A as computed for arange of peak loadsin System A
with the peak loads in Systems B and C assumed to be fixed at 40 and 90 MW

System 8 15 MW System A 30 MW System C
60 MW 75 MW 130 MW

Fig. 44 Three interconnected systems
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Table 425 System data

Installed cap. Dailvpeak

System Number ofunits Unit cap. (MW) FOR per unit MW) load (aw)
A 5 10 0.02 75 50
\ 25 0.02
B 4 10 0.02 60 40
1 20 0.02
C 5 20 0.02 130 R0
1 20 002 . v,

Tielinesysten  Connecting system Number oftie lines  7ie cap. (MW) FOR per tieline

A B 1 15 0
A C 1 30 0

respectively areshowninTable4.29. Theseval uesareobtained directly from Table
4.28.

4.6.2 Indirect assistance from two systems

This case can be described by considering System B in Fig. 4.4 as the assisted
systems and Systems A and C as the assisting systems. The peak loads in Systems
A and C in this case are fixed at 50 and 90 MW respectively. The procedure is
similar to that of Section 4.6.1. Thefirst step is to evaluate the benefit derived by
System A being connected to System C. From Table 4.27 this gives the assistance
model shownin Table 4.30.

Table4.26 Assistance by System B
Equivalent assisting unit model of System B

Cap. out (MW) Individual prob.
0 0. 908392080

10 0. 07378345

20 0. 02228975

Tieline constraint: 1 tie line of 15 MW, 100%reliable.

Tieline constrained equivalent assisting unit
model of System B

Cap. out (MW) Individual prob.
o 0. 90392080
5 0. 07378345

15 0. 02228975
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Table 4.27 Assstance by System C

Capacity outage probability Assistance probability
table of System C table from sysem C
Cap. out Individualprob. Asistance Individual prob.
0 0.88584238 40 0.88584238
20 0.09039208 20 0.09039208
30 0.01807842 10 0.01807842
40 0.00368947 0 0.00568712
S0 0.00184474 Equivalent assisting unit modd of
60 0.00007530 System C
;g 8 75$ Cap. out Individualprob.
90 0.00000154 0 0.88584238
100 0.00000000 10 0.09039208
no 0,00000002 20 0.01807842
130 0.00000000 40 0.00568712

Tie-line contrained equivalent assisting
unit model of System C

Cap. out (MR} Individual prob.
0 0.88584238
10 0.09039208
20 0.01807842
30 0.00568712

Tie-line contraint: 1 tieline of 30 MW, 100%reliable.

This model is added to the capacity model of System A to give the modified
capacity model shown in Table4.31, which is then combined with the load model
to determine an equivalent assisting unit appearing at System B as shown in Table
4.32.

The assisting unit shown in Table 4.32 is, however, tie-line constrained as the
tie capacity is 15 MW. Thefina unit is shown in Table 4.33.

This model 1s added to the capacity model of System B and the computation
of the risk in System B follows as if there remained only one single system. This
modified model is shown in Table 4.34.

The reserve in System B is 75 - 40 = 35 MW when the daily peak toad is 40
MW. A less-of-load situation occurs for any capacity outage greater than 35 MW.
The LOLEg s¢ istherefore the cumulative probability for a capacity outage of 40
MW:

LOLEg,. = P(C, = 40) = 0.00004717 days

The bottleneck in the capacity assistance can clearly be seen in this example.
The assistance from the modified Systems A and C is constrained by thefinitetie
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[able4.28 Modified capacity outage probability tabie of System A

Staze i Cap. out (MW, C,  Individuaiprob. p(C,) Cum. prob. P(C))
i 0 0.70932182 1.00000000
2 5 0.05790381 0.29067818
3 i 0". 14473951 0.23277437
4 15 0.02930824 0.08801486
5 20 0.02481592 0.05870662
6 25 0.02007136 0.03389070
7 30 0,00757446 0.01381934
8 35 0.00408807 0.00624488
9 40 - 0,00112987 0.00215681
10 45 0.00070749 0.00102694
11 50 0.00013445 0.00031945
v 55 0.00014523 0.00018500
13 60 0.0000234 0.00003977
14 65 0.00001138 0.00001623
15 70 0.00000411 0.00000485
16 16 0.00000042 0.00000074
17 80 0.00000030 0.00000032
18 &b 0.00060001 * 0.00000002
19 0 0.00000001 0.00000001

Table4.29 Effect of pesk load in System A

Peak load rMW) LOLE (5~
50 0.00000074
55 0.00000485
60 0.00001623
65 0.00003977
70 0.00018500

Table4.30 Tieline constrained
equivalent assisting unit mode of

System C appearing to System A
Cap. out/MW) Individual prob.
0.88584238
10 0.09039208
20 0.01807842
30 0.00568712

137
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Table 431 Modified capacity outage
probability table of System A

Cap. our (MW) Individual prob.
0 0. 78471669
10 0. 16014629
20 0. 02745365
25 0. 01601463
30 0. 00707224
35 0.
40 0. 00058326
45 0}
50 0. 00002242
55 0. 00014433
60 0. 00000044
65 0. 00001201
75 0. 0000046
85 0. 00000001

Table 4.32 Equivalent assigting unit model of
modified System A appearing to System B

Assistance (MW Cap. out (MW) Individual prob.
55 0 0.78471669
45 10 0.16014629
35 20 0.02745365
0 25 0.01601463
25 30 0.00707224
20 35 0.00326829
15 40 0.00058826
10 45 0.00056028

5 50 0.00002242
0 55 0.00015725

Table 4.33 Tie-line constrained equivalent
assisting unit model of modified System A
appearing to System B

Cap. out (MW) Individual prob.

0] 0.99926005
5 0.00056028
10 0.00002242
15 0.00015725
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Table4.34 Muod:fize capac.i- suiage probability table of Sysem B

Satei Cug cwe (VW C,  Individual prob. /(C;)  Cum. prob. P(C))
i 0 0.90325194 1.00000000
2 S 0.00050645 0.09674806
3 10 0.07375511 0.09624161
4 15 0.00018348 0.02248650
5 20 0.02069256 0.02230302
6 25 0,00002320 0.00161046
7 30 0.00153597 0.00158726
8 35 0.00000412 0.00005129
9 40 0.00004626 0.00004717-

10 45 0.00000027 0.00000091
8 50 0.00000063 0.00000064
12 55 0.00000001 0.00000001
13 60 0.00000000 0.00000000

capacity between Systems A and B. System B therefore does not benefit as much
as System A from this interconnection configuration.

4.7 Multi-connected systems

The methods described in Section 4.6 for evaluating risk levels in three intercon-
nected systems can be extended to find the risk levels in multi-interconnected
systemsincluding those systemsthat are networked or meshed. Thetechniquescan
be based on either the probability array approach or the equivalent unit approach.
The most important factor to define before commencing this evaluation is the
interconnection agreement that exists between the interconnected utilities. Con-
sider as an example the case of three systems A, B and C connected as shown in
Fig. 4.5, with A as the system of interest. First consider the following two system
conditions (others are dso possible):

A e B

Fig. 4.5 Threeinterconnected systems
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(@ A deficient, B and Cin surplus

In this case System A can receive assistance from System B either directly through
tieline T1 or indirectly via System C viatielines T2 and T3. The limitation to the
assistance will be dependent on thereserve in System B and thetie-line capacities.
Similarly System A can receive assistance from System C. In this case, thereisno
difficulty over which system has priority of available reserves.

(b) A and C deficient, B in surplus

In this case, both System A and System C require assistance from System B and a
clear appreciation of priority is essential beforetherisk can be evaluated. Thereare
many possible interconnection agreements including the following: System A (or
C) has total priority over the other and its deficiencies are made up before the other
system has recourse to the reserves of System B if any remain; System A and System
C share the reserves of System B in one of many ways.

Once the interconnection agreement has been established, the risk in any of
the systems can be evauated using either the probability array approach or the
equivalent unit approach. These are described briefly below.

(a) Probability array approach

In this approach, a probability array is created which has as many dimensions
as there are systems. Clearly this cannot be achieved manually but can be created
on adigital computer. A muiti-dimensional boundary wall is then constructed
through this array which partitions the good states of a system from its bad states
taking into account the agreement between the systems, the reserve in each system
and the tie-line capacities. Thisisidentical 1n concept to the two-dimensional array
shown in Fig. 4.1. The risk in System A (dso Sysems B and C) can then be
evaluated using the techniques described previously. Although thisiscomputation-
ally possible, it has the major disadvantage of excessive storage requirements.

(b) Equivalent unit approach

In this case equivalent assisting units can be developed for both of the assisting
systems (in the equivalent unit approach only one of the systems is considered as
the assgted system) that take into account the agreement between the systems, the
reserve in each system and the tie-line capacities. These equivalent units are then
combined with the generation model of the assisted system, which isthen analyzed
as a single system using the previous techniques. As an example, consider that
System A hasfirst priority on the reserves in System B, timited only by the capacity
of tie line Tl in Fig. 4.5, plus any additional reserve in System B that can be
transported viatie line T2 after System C has made up any of its own deficiencies
via tie line T3. An equivalent unit can therefore be developed for System B
considering tie line T1. Any additional potential assistance can be moved through
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peline T3 ame - o~z part of the equivalent assistance unit that can be moved
shrough 112 G T2 System A can then be analyzed as a single system. There are
many alternatives to this, depending on the agreement between the systems, but
clearly these are too numerous to be discussed in this book. The concepts for other
alternatives however are based on those described above.

4.8 Frequency and duration approach

4.8.1 Concepts

The technique outlined in Chapter 3 can also be used to obtain risk indices for
interconnected systems. As in the case of the LOLE technique described in Section
4.2. either the array method or the equivalent assistance unit method can be used.
The conventional approach [7--9} developed in 1971 isto create amargin array for
the two interconnected systems and to impose an appropriate boundary wall
dividing the good and bad states. This approach assumes that the generation and
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Fig. 46 Effective margin state matrices for System A connected to System B
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load models in each system are stochastically independent. This situation is shown
in Fig. 4.6, where M, and M, represent the margin states in Systems A and B
respectively. The load model in each system is the two-state representation shown
in Fig. 34. The margin states are therefore discrete and mutually exclusive.

Figure 4.6 contains two mutually exclusive margin arrays as the interconnec-
tion is either available or unavailable. The transitions between the two arrays will
depend upon the interconnection failure and repair rates. The margin vector M,
contains al the required information for Sysem A when the interconnection is
unavailable. The solid line obtained by joining points i, h, f, ¢, b denotes the
boundary wall dividing positive or zero and negative margins when the intercon-
nection isavailable. Thisapproach isdiscussed in detail in References [7-9].

The equivalent assistance unit approach [10,11] can be used to obtain identical
results to those determined by the margin array method. In this case, the equivalent
assigtance unit is created from the assisting system margin vector. As in the array
method this assumes stochagtic independence between the generation and load
models in the two systems. This isa very flexible approach which can be extended
to multi-interconnected systems with tie constraints and capacity purchase agree-
ments. This technique is discussed in detail in Reference [11]. The equivalent
assgance from the interconnected facility appears as a multi-level derated unit [10]
which isthen added into the margin mode using the algorithms given in Chapter 2.

The assistance from the interconnected facility can also be considered on a
one-day basis rather than on a period basis in a similar manner to that shown in
Section 4.3. Correlation between the loads in the two systems can be recognized
using this approach. Thismethod can be extended to using afixed assistance model
for a period, which is the same as the maximum peak load reserve approach
described in Section 4.5.

4.8.2 Applications

The basic technique isillustrated using the systems given in Table 4.1. The
unitsin Systems A and B have forced outage rates of 0.02. Assume that each unit
hasafailurerate of 0.01 fday and arepair rate of 0.49 r/day. The complete capacity
models for the two systems are shown in Table 4.35.

The equivalent assistance unit from System B is shown in Table 4.36.

The 10 MW tie line between A and B constrains the capacity assistance from
System B and therefore the equivalent assisting unit is constrained as shown in
Tabie 4.37.

This equivalent multi-state unit is now added to the existing capacity model
of System A giving a new capacity of 85 MW. The new model for System A is
shown in Table 4.38.

The probability and frequency of a load loss situation in System A without
interconnection are 0.00199767 and 0.00195542 occurrences/day respectively
from Table 4.35. With the interconnection, these values change to 0.00612042 and
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Table 4,35 System capacity modes

Cap oui Individunl Deparmre rwﬁay Cum prob_ Cum. freqjday
Satei C,(MW)  prob. p(C,) AC)) LLC) P(C)) F(C))
SYSTEM A
1 0 0.88384238 (0.00000000 0.06000000 1,00000000 0.00000000
2 10 0.09039207 049000000 0.05000000 0.11415762 0.05415054
3 20 0.00368947 (0.98000000 0.04000000 0.02376555 0.01337803
-4 - 25 - 0.018067841 0.49006000 0.05000000 002007608 - 0,.00990992
5 30 0.00007530 1.47000000 0.03000000 0.00199767 0.00195542
6 35 0.00184474 0.98000000 0.04000000 0.00192237 0.00184700
7 40 0.00000077 1.96000000 0.02000000 0.00007763 0.00011294
8 45 0.00007530 1.47000000 0.03000000 0.00007686 0.00011145
9 50 0.00000000 2.45000000 0.01000000 0.00000156 0.00000303
10 55 0.00000154 1.96000000 0.02000000 0.00000156 0.00000303
11 65 0.00000002 245000000 0.01000000 0.00000002 0.00000005
12 75 0.00000000 2.94000000 0.00000000 0.00000000 0.00000000
SYSTEM B
1 0 0.90392080 0.00000000 0.05000000 1.00000000 0.00000000
2 10 0.07378945 0.48000000 0.04000000 0.09607920 0.04515604
3 20 0.02070622 0.54345454 0.03890909 0.02228975 0.01199079
4 30 0.00153664 0.98980001 0.02980000 0.00158353 0.00154355
5 40 0.00004626 1.47166100 0.01996610 0.00004689 0.00006838
6 50 0.00000063 1.96000000 0.01000000 0.00000063 0.00000123
7 60 0.00000000 2.45000000 0.00000000 0.00000000 0.00000000
Table 436 Equivalent assisting unit model of System B
Cap. out (MW) Individual prob. A oce /dav) A _{oce /day) Cum. freq.dayv
0 0.90392080 0.00000000 0.05000000 0.00000000
10 0.07378945 0.49000000 0.04000000 0.04519604
20 "~ 0.02228975 0.53795067 0.00000000 0.01199079

Table 4.37 Tie-line constrained equivalent unit modd of System B

Departure rate/day

Cap. ma (MW) Individual prob. A, X_ Cum. freqJday
0 0.97771025 (0.00000000 0.01226415 0.00000000
10 0.02228975 0.53795067 0.00000000 0.01199079
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Table 438 Modified capacity outage table of System A

Departure rate/ da
Cap, out  Individual P 4 Qum prob.  Qum freg./day

Satei C,(MW)  prob. p(C) ALC) AAC) P(C) AC)

0 086609717 000000000 0.07226415 1.00000000 (O 00000000
10 0.10812248 0.4987/%6/0 0.06185068 0.13390283 0.06258778
20 0.00562205 0.99718445 0.05145273 0.02578035 0.01534842
25 0.01767%45 0.49000000 0.06226415 0.02015830 0.01003147
K] 0.00015585 1.49530140 0.04106%46 0.00248285 0.00247104
0. 0.9887%671 0.05185068 0.00232700 0.00224439
0.00000243 1.99312450 0.03070007 0.00012042 0.00017703
0.00011474  1.48718450 0.04145273 0.00011799 0.00017227
00000002 249066240 0.02034381 O 0]
0.00000318 1.98530140 0.03106546 0.00000323 0.0000063A
000000000 298795070 0.01000000 0.00000006  0.00000012
000000006 248312450 002070007 0.00000006  0.00000012
000000000 29806640 0.0103438"  0.00000000  0.00000000

OCOONOOT AWM -
w
G
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0.00017703 occurrences/day from Table 4.38. The load model in System A has not
beenincluded in these calculations and aconstant daily peak |oad has been assumed.
The effect on these indices of varying the tie capacity is shown in Table 4.39.
Section 4.4 illustrated a series of factors which affect the emergency assistance
through an interconnection. These factors included the effect of tie capacity and
reliability, tie capacity uncertainty and interconnection agreements. All these as-
pects can be easily incorporated into a frequency and duration appraisa of the
capacity adequacy usi ng the equivalent assistance approach. The studiesin connec-
tion with Systems A and B of Table 4.1 are given asproblemsin Section 4.10.

Table 4.39 Effect of tie capacity

Tie cap. (MW) LOLE g (davsiday)  Fug (occlday)

0 0.00199767 0.00195542
5 0.00192403 0.00185031
10 0.00012042 0.00017703
15 0.00011972 0.00017575
20 0.00005166 0.00008112
25 0.00005166 0.00008112

30 0.00005166 0.00008112
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4,83 Period analysis

The analysis for a period can be accomplished as shown in Section 4.5. The
assistance can be considered to be a variable or held constant for the period. Table
4.40 gives the frequency indices for System A using the load data given in Table
4.22. Theresults from Table 4.40 can be added to those shown in Table 4.23 to give
a complete picture of capacity adequacy in System A.

Theresults shown in Table 4.40 do not include any load model considerations

as the load is a constant daily peak value. The caculated frequency indices do not

therefore inciude any load model transition values. If the assistance from System
B is held constant at the maximum pesk reserve value then the modified generation
model for System A can be convolved with the load modd for the period using
either the discrete or the continuous load models described in Chapter 3.

The assistance available from an interconnected system can be obtained from
the margin vector of that system if the assumption is made that the generation and
ioad models in each system are stochastically independent. This assumption is
implicit in the array approach shown by Fig. 4.6. A st of load data for a 5-day
period in small Systems A and B is shown in Table 4.41.

The results using the variabl e reserve, maximum peak load reserve and margin
array reserve methods are shown in Table 4.42 for variable tie capacities.

The frequency values for the margin array reserve approach include the load
modd transitions in both sysems.

The equivalent assistance unit approach can be applied to multi-interconnected
systems using the concepts outlined in Sections 4.6 and 4.7. The frequency
component can be included by using one of the methods proposed in the analysis
shown in Table 4.42. The operating agreement in regard to emergency assistance
must be clearly understood prior to commencing the analysis as noted in Section
4.7.

Table 440 Comparison of variableand maximum peak load reserves

Variable reserve Maximum peak load reserve
System A peak System B peak System B peak
load (MW) load (MW) Daily F 3 load (MW) Daily F g
465 372 0.00013678 40.0 0.00017703
50.0 40.0 0.00017703 40.0 0.00017703
490 39.2 0.00017398 40.0 0.00017703
480 384 0.00013827 40.0 0.00017703
47.0 376 0,00013678 400 0.00017703

5-day FAB = 0.00076284 5-day FAB = 0.00088515
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Table4.41 Load occurrence tables for the margin array reserve approach

Sysem A
No. of Load States =3
Exposure Factor  =0.5
Period of Study =5 days

Load level No. of
MwW) occurrences  /ndividual prob.  Departure A, Kate/day A_
50 2 0.2 0 2
a7 3 03 0 2
low load 46 5 05 2 0
System B

No. of Load States = 3
Exposure Factor = 0.5

Study Period =5 days
Load level No. of
{MW) occurrences  Individualprob. Departure A, Rate/day #_
40 2 0.2 0 2
38 3 03 0 2
low load 37 5 05 2 0

Table4.42 Variable reserve, maximum pesk load reserve, margin array reserve

5-day LOLE 48
Maximurm peak load
Tie cap. (MW) Variable reserve reserve Margin array reserve
0] 0.00998825 0.00998825 0.00998825
5 0.00961705 0.00962017 0.00961518
10 0.00059898 0.00060210 0.00059709
15 0.00059538 0.00059861 0.00059344
20 0.00025507 0.00025830 0.00025313
25 0.00025507 0.00025830 0.00025312
5-day FAB
Maximum peak load
Tie cap. (MW) Variable reserve reserve Margin array reserve
0 0.00977710 0.00977710 0.01870319
5 0.00924016 0.00925157 0.01777780
10 0.00076283 0.00088517 0.00169412
15 0.00085305 0.00087861 0.00168270
20 0.00039162 0.00040558 0.00089843

25 0.00039384 0.00040558 0.00089838




interconnectad systems 147

49 Conclusions

The determination of the benefits associated with interconnection is an important
aspect of generating system planning and operating,

Chapters 2 and 3 illustrated basic techniques for evaiuatung the adequacy of
the planned and installed generating capacity in single systems. This chapter has
presented extensions of these techniques for the evaluation of two or more inter-
connected systems. Two basic techniques leading to LOLE and F&D indices have
been examined in detail. Other indices such as expected loss of load in MW, or
expected energy not supplied in MWh, etc., can be evaluated for the assisted system
using the modified capacity model. The concept of using an equivalent assistance
unit which can be added to the single system model as a multi-step derated unit
addition is a powerful tool for interconnected studies. The equivalent can easily
inciude the interconnecting transmission between the two systems and any operat-
ing constraints or agreements. This approach can also be used for operating
reserve studies in interconnected systems using the unit representations shown
in Chapter 5.

The numerical value of the reliability associated with a particular intercon-
nected system study will depend on the assumptions used inthe analysis in addition
to the actual factorswhich influencethe reliability of the system. It isimportant to
clearly understand these assumptions before arriving at specific conclusionsregard-
ing the actual benefits associated with a given interconnected configuration.

4,10 Problems

1  Two power sysems are interconnected by a 20 MW tie line. System A has three 20
MW generating units with forced outage rates of 10%. System B has two 30 MW units
with forced outage rates of 20%. Calculate the LOLE in System A for a one-day period.
given that the peak load in both System A and System B is 30 MW.

2 Consider the following two systems:

System A
6 x 50 MW units—FOR = 4%
Pesk load 240 MW
System B
6 x 106 MW units—FOR = 6%
Peak load 480 MW
The two systems are interconnected by a 50 MW tie line. Calculate the loss of load
expectation in esch system on a one-day basis for the above data.

3 Two systems are interconnected by two 16 MW tie lines. System A has four 30 MW
generating units with forced outage rates of 10%. Sysem B haseight 15 MW generating
units with forced outage rates of 8%. Cdculate the expected loss of load in each sysem
indays and in MW for a one-day period, given that the peak load in both System A and

Sysem B is 100MW, (&) if thetielinesare 100%reliable, (b) ifthetielineshavefailure ... . .

rates of 5 failures/year and average repair times of 24 hours.
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A generating system designated as System A contains three 25 MW generating units
each with a forced outage rate of 4% and one 30 MW unit with a 5% forced outage
rate. Ifthe pesk load for a 100-day period is 75 MW. what isthe LOLE for this period?
Assume a straight-line load characteristic from the 100% to the 60% points.

This system is connected to a system containing 10-20 MW hydraulic generating

units each with a forced outege rate of 1%. The tie line is rated at 15 MW capacity. If
the peek load in the hydraulic system is 175 MW, what is the LOLE for System A
assuming that the maximum assistance from the hydraulic system is fixed a 25 MW,
i.e. the peak load reserve margin?
The system given in Problem 4 of Chapter 2 (System A) is interconnected at the load
busby a40 MW transmission line to System X which has4 x 30 MW units, each having
a failure rate and repair rate of 5 f/yr and 95 repairs/yr respectively. System X has a
peek load of 85 MW and the same load characterigtics as System A. (8) Given that the
assgance is limited to the pesk load reserve margin, calculate the LOLE in each system.
Assume that the interconnection terminates at the load bus in System A and that the
interconnection is 100% reliable. (b) What are the LOLE indices if the interconnection
has an availability of 95%?
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5 Operating reserve

5,1 General concepts

Asdiscussed in Section 2.1, the time span for a power system is divided into two
sectors: the planning phase, which was the subject of Chapters 2-4, and the
operating phase. In power system operation, the expected load must be predicted
(short-term load forecasting) and sufficient generation must be scheduled accord-
ingly. Reserve generation must adso be scheduled in order to account for load
forecast uncertainties and possible outages of generation plant. Once this capacity
is scheduled and spinning, the operator is committed for the period of time it takes
to achieve output from other generating plant: thistime may be several hoursin the
case of thermal units but only a few minutes in the case of gas turbines and
hydroelectric plant.

The reserve capacity that is spinning, synchronized and ready to take up load
is generally known as spinning reserve. Some utilities include only this spinning
reserve in their assessment of system adequacy, whereas others also include one or
more of thefoll owing factors: rapid start unitssuch asgasturbinesand hydro-plant,
interruptable loads, assistance from interconnected systems, voltage and/or fre-
quency reductions. These additional factors add to the effective spinning reserve
and the totd entity is known as operating reserve.

Historically, operating reserve requirements have been done by ad hoc or
rule-of-thumb methods, the most frequently used method being a reserve equal to
one or more largest units. This method was discussed in Section 2.2.3 in which it
was shown that it could not account for all system parameters. In the operational
phase, it could lead to overscheduling which, although more reliable, is uneco-
nomic, or to underscheduling which, although less costly to operate, can be very
unreliable.

A more consistent and realistic method would be one based on probabilistic
methods. Arisk index based on such methods would enable aconsistent comparison
to be made between various operating strategies and the economics of such
strategies. Severa methods {1, 2] have been proposed for evaluating a probabilistic
risk index and these will be described in the following sections of this chapter.
Generally two values of risk can be evaluated: unit commitment risk and response
risk. Unit commitment risk is associated with the assessment of which units to
150
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mit m any given period of time whilst the response risk is associated with the
Jispaich decisions of those units that have been committed.

The acceptable risk tevel isand must remain a management decision based on
economic and social requirements. An estimate of a reasonable level can be made
by evaluating the probabilistic risk index associated with existing operationa
reserve assessment methods. Once arisk level has been defined, sufficientgenera-
tion can be scheduled to satisfy thisrisk level.

5,2 PJM method

5.2.1 Concepts

The PIM method [3] was proposed in 1963 as a means of evaluating the spinning
requirements of the Pennsylvania—~ New Jersey—Maryland (USA) interconnected
system. It has been censiderably refined and enhanced since then but till remains
abasic method for evaluating unit commitment risk. In its more enhanced form, it
is probably the most versatile and readily implementable method for evaluating
operational resarve requirements. )

The basis of the PIM method is to evaluate the probability of the committed
generationjust satisfying or failing to satisfy the expected demand during the period
of time that generation cannot be replaced. This time period is known as the lead
time. The operator must commit himself at the beginning of this lead time (¢ = 0)
knowing that he cannot replace any units which fail or start other units, if the load
grows unexpectedly, until the lead time has elapsed. The risk index therefore
represents the risk of just supplying or not supplying the demand during the lead
time and can be re-evaluated continuously through real time as the load and the
status of generating units change.

The method in its basic and original form {3] simplifies the system repre-
sentation. Each unit is represented by a two-state mode! (operating and failed) and
the possibility of repair during the lead time is neglected.

5.2.2 Outage replacement rate (ORR)

It was shown in Engineering Systems (Section 9.2.2) that, if failures and repairs are

exponentially distributed, the probability of finding a two-state unit on outage at a

time T, given that it was operating successfully at t =0, is
A A

P(down) = -——— — gt
?\.+u A+ U

(5.1

Ifthe repair process is neglected during time T, i.e,, u = 0, then Equation (5. 1)
becomes

P(down)=1—¢>7 (5.2
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which, as should be expected, is the exponentia equation for the probability of
failure of a two-state. non-repairable component. Finaly, if AT << 1, which is
generaly true for short lead times of up to severa hours,

P(down) = AT (5.3)

Equation (5.3) is known as the outage replacement rate (ORR) and represents
the probability that a unit failsand is not replaced during the lead time T. It should
be noted that this value of ORR assumes exponentialy distributed times to failure.
If this distribution is inappropriate, the ORR can be evaluated using other more
relevant distributions and the same concepts.

The ORR is directly analogous to the forced outage rate (FOR) used in
planning sudies. The only difference is that the ORR is not smply a fixed
characteristic of aunit but is atime-dependent quantity affected by the value of lead
time being considered.

5.2.3 Generation modd

Therequired generation modd for the PYM method is a capacity outage probability
table which can be constructed using identical techniques to those described in
Chapter 2. The only differencein the evaluation isthat the ORR of each unit is used
instead of the FOR.

Consider acommitted generating system (System A) consistingof 2 x 10 MW
units, 3 x 20 MW unitsand 2 x 60 MW units. Let each be athermal unit having the
failurerates shown in Table 5.1. The ORR of each unit for lead timesof 1, 2 and 4
hoursare dso shownin Table 5.1 .

The units of this system can be combined using the techniques described in
Chapter 2 and the vaues of ORR shown in Table 5.1 to give the capacity outage
probability tables shown for System A in Table 5.2.

“ The remaining two columns in Table 5.2 relate to:

System B — basically the same as System A but with one of the60 MW thermal
units replaced by a 60 MW hydro unit having a failure rate of 1 f/yr
(equivalent to an ORR of 0.000228 for alead time of 2 hours). Generally
hydro units have much smaller failurerates than thermal units.

Table 5.1 Failure rates and ORR

ORRfor lead times of

Unit (MW) X (fiyr) 1 hour 2 hours 4 hours
10 3 0.000342 0.000685 0.001370
20 3 0.000342 0.000685 0.001370
60 4 0.000457 0.000913 0.001826
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Table 5.2 Capacity outage probability 1abies

Cumulative probability

Capacity System A and ‘ead times of
System B SystemC
Out /M#)  iIn (MW) I hour 2 hours 4hours 2 hours 2 hours
6} 200 1000000 1.000000 1000000 1.000000 1.000000
10 190 0.002620 0.005238 0.010455 0.004556 0.006829
20 180 0001938 0.003874 0.007740 0003192 . 0.000021
30 170 0.000915 0.001829 0.003665 0.001145
40 160 0000914 0.001826 0003654 0.001142
50 150 0.000914 0.001825 0.003648 0.001141
60 140 0.000914 0.001825 0.003648 0.001141
70 130 0.000002 0.000007 0.000028 0.000004
80 120 0.000001 0.000005 0.000018 0.000002
120 80 0.000001  0.000003

System C—a scheduled system of 20 x 10 MW units each having an ORR
equal to that of the 10 MW units of System A.

5,2.4 Unit commitment risk

The PIM method assumes that the load will remain constant for the period being
considered. The value of unit commitment risk can therefore be deduced directly
from the generation model since this mode does not need to be convolved with a
load model.

In order to illustrate the deduction of unit commitment risk, consider System
A of Section 5.2.3 and an expected demand of 180 MW. From Table 5.2, the risk
is0.001938, 0.003874 and 0.007740 for lead times of 1, 2 and 4 hours respectively.
Therisk in Systems B and C for alead time of 2 hours and the same load level are
0.003192 and 0.000021 respectively.

It is necessary in apractical system to first define an acceptable risk level in
order to determine the maximum demand that a particular committed system can
meet. Consider. for example, that a risk of 0.001 is acceptable. If additional
generation can be made available in System A within 1 hour, therequired spinning
reserve is only 30 MW and a demand of 170 MW can be supplied. If the lead time
is4 hours, however, the required spinning reserveincreasesto 70 MW and ademand
of only 130 MW can be supplied. It is therefore necessary to make an economic
comparison between spinning a large reserve and reducing the lead time by
maintaining thermal units on hot reserve or investing in rapid start units such as
hydro plant and gas turbines.

The results shown in Table 5.2 indicate that the risk, for a given leve of
spinning reserve and lead time, is less for System B than for System A, although
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the systems areidentical insize and capacity. Thisisdue soldy tothesmaller failure
rate of the hydro plant. It followsthereforethat it is not only beneficial to use hydro
plants because of their reduced operational cods but also because of their better
reliability. It will be seen in Section 5.7.4 that it may be preferable, however, not
to fully dispatch these hydro units because of their beneficial effect on the response
risk.

In practice an operator would use the PIM risk assessment method by adding,
and therefore committing, one unit at atime from a merit order table until the unit
commitment risk given by the generation model became equa to or less than the
acceptable value for the demand level expected.

5.3 Extensions to PJM method

53.1 Load forecast uncertainty

In Section 524, it was assumed that the load demand was known exactly. In
practice, however, this demand must be predicted using short-term load forecasting
methods. Thisprediction will exhibit uncertainties which can be taken into account
in operationa risk evaluation. These load forecast uncertainties can be included in
thesameway that was described for planning studiesin Section 2.7. The uncertainty
distribution, generally assumed to benormal, isdivided into discrete intervals (see
Fig. 2.15). The operational risk associated with the load level of each interval is
weighted by the probability of that interval. The total operational risk isthe sum of
the interval risks.

In order to illustrate this assessment, reconsider System A in Section 5.2.3 and
a lead time of 2 hours. Assume the load forecast uncertainties are normally
distributed, the expected load is 160 MW and the forecast uncertainty hasa standard
deviation of 5% (=8 MW). Using the information shown in Table 5.2, the risk
assessment shown in Table 5.3 can be evaluated.

Table 5.3 Unit commitment risk including load forecast uncertainty

No.ofstand- Load level  Prob. ofload Risk a! load level Expected unir commitment
ard deviations  (MW) level (from Table 5.2; risk feol 3 x col. 4
-3 136 0.006 0.001825 0.000011
-2 144 0.061 0.001825 0.000111
-1 152 0.242 0.001826 0.000442
0 160 0.382 0.001826 0.000698
+1 168 0.242 0.001829 0.000443
+2 176 0.061 0.003874 0.000236
+3 184 0.006 0.005238 _()_()_()_QQ%_}

0.001972
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The results shown in Table 53 indicate that, as generdly found, the un:
commitment risk increases when toad forecast uncertainty is included, the differ-
encein risk increasing as the degree of uncertainty increases. This means that more
units must be selected from a merit order table and committed in order to meet the
acceptable risk level.

532 Derated (partiai output) states

When large units are being considered, it can become important to model [4] the
units by more than two states in order to include the effect of one or more derated
or partial output states. This concept was previously discussed in Section 2.4. For
planning studies and the reason for derated stetes is described in Section 11.2.

Consider aunit having three states as shown in Fig. 5.1 (8): operating (O), failed
(F) and derated (D).

If repair during the lead time can be neglected, the complete st of transitions
shown in Fig. 5. 1(a) can be reduced to those shown in Fig. 5.1(b). Furthermore, if
the probability of more than one failure of each unit is negligible during the lead
time, this state space diagram reduces to that of Fig. 5. 1{c). These simplifications
are not inherently essential, however, and the state probabilities of the most
appropriate model can be evaluated and used. Considering the model of Fig. 5. 1(c)
and assuming L7 << 1, it followsfrom Equation (5.3) that

P(down) = 1,T (5.42)
P(derated) =4, T (5.4b)
Ploperating) = 1 ~ (&, + 43T (5.4¢)

Reconsider System A of Section 5.2.3 and let each 60 MW unit have a derated
output capacity of 40 MW with .= A, = 2 f'yr. Then for a lead time of 2 hours,
P(down) = P(derated) = 0.000457 and these units can be combined with the
remaining units to give the generation model shown in Table 5.4.

Fig- 51 Three-date model of a generating unit
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Table 54 Generation mode including derated states

Capacity out Cumulative probability for
MW} a lead time of 2 hours

0] 1.000000
10 0.005239
20 0.003875
30 0.000920
40 0.000916
50 0.000913
60 0000913
70 0.000003
80 0.000002

5.4 Modified PJM method

54.1 Concepts

The modified PIM method [5] isessentially the same in concept to the origina PIM
method. Its advantage is that it extends the basic concepts and alows the inclusion
of rapid start units and other additional generating plant having different individual
lead times. Thexz units arein astandby mode at the decision time oft = 0 and must
be treated differently from those that are presently spinning and synchronized
because, not only must the effect of running failures be considered, but dso the
effect of start-up failures must be included. These effects can be assessad by creating
and analyzing amodd of the standby generating units that recognizes the standby
or ready-for-service state aswell asthefailure and in-service states.

542 Arearisk curves

The unit commitment risk is defined as the probability of the generation just
satisfying or failing to satisfy the system load. At the decision time of = O, the
condition of the system is deterministically known; the risk is either unity or zero.
depending on whether the load is greater or less than the available generation at
that time. The problem facing the operator is therefore to evaluate the risk and
change in risk for a certain time into the future. One very convenient way of
representing this risk pictorialy is the risk function or area risk concept [5].

Condder first a single unit represented by a two-state model as defined by
Equation (5.2). Therisk (or density) function f(R)for thismodd is

fRy=L =y . ¢.3)

and probability of the unit failing in the time period (O to T) is given by
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#R!

Fur 52 Concept of arearisk curves

T
P0.Ty=] reMdr (5.6)
&

Equation (5.5) is shown pictorially in Fig. 5.2. The probability of the unit
failingintime (0, T')istheareaunder the curvebetween 0 and T. Thisrepresentation
isknown as an arearisk curve. It should be noted, however. that these curves are
only pictorial representations used to illustrate system behaviour, and it is not
normally necessary to explicitly evaluate /' (R).

Evaluation of the risk of a complete system for a certain time into the future
can be depicted using area risk curves, two examples of which are shown in Fig.
5,3. The arearisk curve in Fig. 5.3(a) represents the behavior of the system when
the only reserve units are those that are actually spinning and synchronized. This
isthereforeequivalent to thebasic PIM method. ThecurveinFig. 5.3(b), however,
- represents the modified PIM method. After lead times of 77 and 7> respectively,
rapid start unitsand hot reserve unitsbecome available. Thetotal risk inthe period
(O, T5) is therefore less when these standby units are taken into account, the
reduction in risk being indicated by the shaded area of Fig. 5.3(b); this increases as
more standby units are considered. It should be noted that this reduction in risk is
achieved, not simply by the presence of standby units in the system, but by an
operational decision to start them at the decision point oft = 0.

The assessment of the risk using the modified PIM method therefore requires
the evaluation of the risks in the individua intervals (0, 7)), (T}, T3), (T3, T3), €c,
the total risk being the summation of the interval risks. This evaluation process
requires suitable models for the standby units that realistically account for the fact
that a decision to start them is made at t = 0, that they may or may not come into
service successfully after their respective lead times, and that they may suffer
running failures after their lead times.



158 Chapter5

fR)
Additional generation
becomes available
H* r
1] Ty
@
Rapid start units
HR) become available Hot ressrve units”

become available

Additional generation
becomes available

— e ——— e e e A e —

“‘;‘ ho o — iy e

()

Fig. 5.3 Arearisk curvesfor compiete systems

5.4.3 Modelling rapid start units

(@ Unit model

Rapid start units such as gas turbines and hydro plant can be represented by the
four-state model {S1 shown in Fig. 5.4 in which

A,=N,/T, (5.7)
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where

A;; = transition rate from state i to state
N;; = number of transitions from state /' to state  during the period ofobservation
7,= total time spent in state ¢ during the same period of observation.

(b) Evaluating state probabilities

The model shown in Fig. 5.4 cannot be simplified as readily as that shown in Fig.
5.1(a). The probability of residing in any of the states however can be evaluated
using Markov techniques for any time into the future. As described in Section 9.6.2
of Engineering Systems, these time-dependent probabilities are mogt easily evalu-
ated using matrix multiplication techniques

[P(n]= [POWPT (58)
where

[P(5)]- vector of state probabilities at time t
{P(0)] = vector of initial probabilities
[P] = stochastic transitional probability matrix
n = number of time steps used in the discretization process.

The stochastic transitional probability matrix for the model of Fig. 5.4 is

! 2 3 4
1 rl L EREETL hypdt - Aygdt ]
(Pr=12 hyydt L= Oy + Ayt hyydt — . (59
3 — Aypde 1 - (Ryy + Ay )de Ayt |
4 hyyds Agpdt — 1= (hgy +Ayp)dt|

-

The value ofdrin [P] must be chosenjudicioudly; it must not be so small that
the number of matrix multiplications, i.e. n, becomes too large, but it must not be
<0 large that the error introduced in the values of probabilities becomes too large.
A value of 10 minutes is usually satisfactory for most systems.

During the start-up time (lead time), a rapid start unit does not contribute to
system generation and resides in the ready-for-service dtate (2 in Fig. 54) with a
probability of unity. If a positive decison was made to enter the unit into service
a the decision time of ¢ = 0, the unit either starts successfully after the lead time
and resides in the in-service dtate (1) or fails to start and enters the failure stete (4).
If such a decison was not made at t = 0, the unit is not congdered in the risk
evaluation and is totally ignored. Therefore the vector of initial probabilities at the
time when the unit may contribute to system generation is [6] ’

1 23 4 (5.10)
PO) =[Py 0 0 Pyl
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Fails vo start Failed

Ready for service In service

Fig. 5.4 Four-state model for rapid start units
where

P4 = probability of failing to start (Pg), i.e. probability of bemg in gate 4
given that it was ingtructed to Start at t —O. :

P - total number of times units failed to take up load
fs~ total number of sarts

= Nyy /Ny + Nog)
= Aoy 7Ry + Apy) (5.11)
Pio=1-Pg

(c) Evaluating unavailability statistics

After evaluating the individual state probabilities of arapid start unit at times greater
than the lead time using Equations (5.8)<5.1 1), it is necessary to combine these to
give the probability of finding the unit in the failed sate. The required index [7] is
‘the probability of finding the unit on outage given that a demand has occurred’.
Using the concept of conditional probability, this is given [6] by

Pyr) + Pl1) (5.12)
Pdown)=7 {0+ PO+ PoD)

since the numerator of Equation (5.12) represents the probability that the unit isin
the failed state and the denominator represents the probability that ademand occurs.
Similarly [6]

P(up)= 1 - P(down)

B P (5.13)
Pty + Py(ny+ Pley
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5,.4.4 Modelling hot reserve units

The daily load cycle necessitates units being brought into service and taken out of
service. When taken out of service, the status of the unit can be left in one of two
states; hot reserve or cold reserve. Cold reserve means that the unit, including its
poiler, iscompletely shut down. Hot reserve means that the turbo-alternator is shut
down but the boiler isleft in ahot state. Consequently the time taken for hot reserve
units to be brought back into service is very much shorter than cold reserve units.
There is clearly a cost penalty involved in maintaining units in hot reserve and the
necessity to do so should be assessed using a consistent risk evaluation technique
such as the modified PIM method.

The concepts associated with hot reserve units are the same as for rapid start
units. The only basic difference between the two modelling processes is that the
hot reserve units require a five-state model [5] as shown in Fig. 5.5.

The state probabilities at any future time greater than the lead time are
evaluated using Equation (5.8) with the stochastic transitional probability matrix
replaced by that derived from the state space diagram of Fig. 5.5 and the vector of
initial probabilities replaced [6] by

1 23 4 5 | (5.14)
[P0} ={P, 0 0 Py O]

in which P, and P,, are given by Equation (5.1}) as before.
The unavailability Statistics are evaluated using similar concepts [€] to those for
rapid start units with the modification that state 5 should aso be included. This gives

Py« P4 Pyn {5.15)
P (1) + (6] + Fy6) + Psud)

P(down) =

Pi(1) (5.16)
Pty + Py(y + PN + P(t)

Plap) =

Fail 10 take up load Failed

GE = 0)

Hot reserve tn service

Fig. 5.5 Five-state model for hot reserve units
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5.4.5 Unit commitment risk

The unit commitment risk isevaluated in asimitar manner to that used in the basic
PIM method. In the modified version, however, a set of partia risks must be
evaluated for each of the time intervals of the arearisk curvestypically represented
by Fig. 5.3(b). Thereis no conceptua limit to the number of intervals which can
be used in practice and each unit on standby mode can be associated with its own
lead time. Too many intervals, however, leads to excessive computation and it is
generally reasonable to group similar units and specify the same lead time for each
group, which typicaly may be 1 0 minutesand 1 hour for rapid start and hot reserve
units respectively. This is the concept used in Fig. 5.3(b) in which one group
represents the rapid start units and another group represents the hot reserve units.
The following discussion will limit the assessment only to these two groups, i.e.
rapid start units become available at T, and hot reserve unitsat 7.

(8 Riskinthefirstperiod (0, T1)

A generation modd is formed using only the on-line generation at : = 0 and the
appropriate values of ORR evauated for a lead time of 7,. This is essentidly
equivalent to the basic PIM method. Combining [5] this model with the system
load gives

R =Ry (5.17)

(b) Riskin the secondperiod (71, 72)

Two generation models are formed and hence two partid risks are evauated {5, 6]
for this period: one for the start of the period { 7;) and one for the end of the period
(7,).At T, the generation model formed instep (a) at T\ iscombined with the rapid
start units for which the state probabilities are Py and (1 - Py} as defined by
Equation (5.11). This gives a partial risk of Rt,. * At T3, a generation model is
formed using theinitia generation with values of ORR evaluated for atime 7, and
therapid start unitswith state probabilities evaluated for atime(7T5- 7,)asdefined
by Equations (5.8), (5.12) and (5.13). Thisgivesa partial risk of Ry,_. Therisk for
the second period isthen

(©) Riskin the thirdperiod (73, 73)

The risk in the third period is evaluated similarly to that in the second period, i.e.
two partia risks {5, 6] are evaluated: one a T, and the other a 75. At T,, the
generation modd formed in step (b) a 75 is combined with the hot reserve units
for which the state probabilitiesare again Pi,and (1 - Pg). Thisgivesapartial risk
of Ry4.. At Ty, the generation model includestheinitial generation with aleadtime
of Ty, the rapid start units with alead time of (73 - T;) and the hot reserve units

P S
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with state probabilitiesevaiuated iora time (75 - T-) as defined by Equations (5.8),
(5.15vand (5.16). This gives apartal risk of Rys- and the risk in the third period
becomes

'RC=RT3—_RT2* ) (5.19)

This process can be continued for any number of intervals and groups of units.
In the present case of three intervals, the total risk for the period of interest
0, T3)is

R=R + R, +R, (5.20)

5.4.6 Numerical examples

{a) Modified P/M method

In order to illustrate the application of the modified PIM method, reconsider the
example of System A in Section 52.3. In addition to the previoudy scheduled
on-line generation, let a20 MW gasturbine be availableat t = 0, having a start-up
time of 10 minutes and state transitions per hour (Fig. 5.4) of A;; = 0.0050, &,; =
0.0033. A4 = 0.0300, A4; = 0.0150, 433 = 0.0008, 43> = 0.0000, 434 = 0.0250, 4>
=0.0250. Consider atotal lead time of 1 hour and an expected demand oT 180 MW.

There are two periods to consider: before the gas turbine becomes available
(0. 10minutes) and after it becomesavailable (10 minutes, 1 hour).

(i) Period (0, 10 minutes)

The ORR at alead time of !0 minutes for the 16 and 20 MW unitsis 0.000057 and
for the 60 MW units is 0.000076. Combining these units as in Section 5.2.3 gives
the generation model shown in Table 5.5. Therisk in thefirst period is

R,=0.000323

(i) Period (70 minutes, 1 hour}
From Equation (5.11), the gas turbine has values of
P, =0.0008/0.0033 +0.0008) = 0.195122 and 1 - P,= 0.804878

Combining this unit with the generation model shown in Table 5.5 gives the
generation model for all unitsat 10 minutes shown in Table 5.6. _

From the above vaues of Pg, the vector of initial probabilities (Equation
{5.10)) of the gas turbine is

[P(0)]=10804878 0 0O 0.195122]

Also the stochagtic transitional probability matrix (Equation (5.9)) using the
specified transition rates and discretizing the period into 10 minute intervalsis
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Table 55 Generation modd for on-line units at 10 minutes

Capacity out (MW} Capacityin (MW)  Cumulative probability

0 200 1.000000
10 19 0.000437
20 180 0.000323
30 170 0.000152
40 160 0.000152
50 150 0.000152
60 140 0.000152
1 2 3 4
1 0994167 0000833 —  0.005000"
[P]=2 ]0.000550 0999317 0000133 —
3 — 0.000000 0.995833 0.004167
4 10002500 0004167 — 0993333

Using the vector [P(0)], the matrix [ P] and the matrix multiplication concept
of Equation (5.8) givesthe following sequentia state probability vectors for the
gas turbine

[P(10 minutes)] = [0.800670 0.001484 0.000000 0.197846]
[P(20 minutes)] =[0.796496 0.002974 0.000000 0.200530]
[P(30 minutes)] = [0.792353 0.004471 0.000000 0.203176]
[P(40 minutes)] = [0.788241 0.005975 0.000001  0.205783]
[P(5S0minutes)] = [0.784161 0.007485 0000002 0.208352]
From [P(50 minutes)] and Equations (5.12) and (5.13)

P(down) = 0.209925

P(up) = 0.790075

Table 5.6 Generation modd for al unitsat 10 minutes

Capacity out (MW) Capacity in (MW) Cumularive probability

(0] 220 1.000000

10 210 0.195474

20 200 0.195382

30 190 0.000208

40 180 0.000185

e 50 170 0.000152

60 160 0.000152

70 150 0.000030

80 140 0.000030
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Tabie 5.7 Generation model for alf units at | hour

___ Capacity ouz (MW) Capacitvin (MW, Cumulative probability

0 220 1.000000

10 210 0.211995

20 200 0.211456

30 190 0.001273

40 180 0.001129

50 . 1700 0.000914

60 160 0.000914

70 150 0.000193

80 140 0.000192

Combining the gas turbine having these values of sate probabilities with the
generation model of System A for alead time of 1 hour as shown in Table 5.2 give
the generation modedl at atime of 1 hour. This is shown in Table 5.7.

From Tables 56 and 5.7, the risk in the second period is

R, =0.001129 - 0.000185 = 0.000944

and thetotal risk for aperiod of 1 hour is
R = 0.000323 + 0.000944 = 0.001267

This value compares with arisk of 0.001938 (Table 5.2) if the gas turbine is
not brought into service.

The concepts outlined in this example can clearly be extended to cover any
number of periods and any required total time of interest.

(b) Sensiriviry study

Consider a system in which the load is expected to remain constant at 1900 MW
for the next 4 hour period. The committed on-line generation is 2100 MW as
detailed in Table 5.8. The transition rates (%, and ~-) for these on-line units relate
to the three-state model shown in Fig. 5. I(c).

Tabie 5.8 Committed on-line generation

Transition rates/h

Number of Derated output Full ourpur
committed units capacinvIMW) capacity (M} o Aa
7 80 100 0.0010 0003
8 120 150 0.00=0 (070005

i 160 20 [0]000% 0 006
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In addition the operator hasanumber of 30 MW gasturbinesand 100 MW hot
reserve unitswhich he can cal into operation after lead times of 10 minutesand 1
hour respectively. Thetrangition ratesfor each gasturbine arethe same asthose for
the previous example (Section 5.4.6(a}). Thetransition rates per hour (Fig. 5.5) for
each hot reserve unit are

A, =0.0240, A,,=00080, A 5 =00000, ~,, =0.0200,
Ay = 000002, A, = 00000, %y =0.0000, 7y, = 0.0300,
Ay = 00350, %5 =0.0250, A, = 0.0030, ks, = 0.0025.

The effect of increasing the number of rapid start and hot reserve units on the
unit commitment risk for atotal lead time of 4 hoursis shownin Fig. 5.6. Several
interesting points can be observed from Fig. 5.6.

(a) Therisk, for agiven number of gasturbines, decreases significantly when one
hot reserve unit is added, decreases further when a second unit is added but
changes insignificantly when further units are added. For this system it is
evident that no benefit isderived by starting more than two hot reserve units.
Thereason isthat therisk in the period {1 hour to 4 hours) when the hot reserve

Parameter - number of 100 MW
hot standby units

Risk in 4-hour lead time

[ Risk in period {0; 1 hous)

P - H ! I 1 !
0 1 2 3 4 5 L]

Number of 30 MW gas turbines

Fig. 56 Effect of standby units on risk level
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Table 59 Results of sengitivity study
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Hot reserve units

MW Period 1 Period 2 Period 3 Total
ra) No rapid start units
0. 0 0.00008363 0.00044 196 0.00203528 0.00256087
i.100 0.00008363-  0.00044196 - 0.00025880 '~ "0.00078439
2,200 0.00008363 6.00044196 0.00001435 0.0005394
3,300 0.00008363 0.0004419¢ 0.00000078 0.00052637
{b) Onerapid start unit, 30 MW
0 0 0.00008363 0.00012713 0.00301340 0.00122416
1. 100 0.00008363 0.00012713 0.00011866 0.00032942
2,200 0.00008363 0.00612713 0.00000642 0.00021718
3.300 0.00008363 0.00012713 0.00000018 0.00021094
(c) Two rapid start units, 60 MW
0, O 0.00008363 0.00004232 0.00049955 0.00062550
1. 100 0.00008363 0.00004232 0,00004864 0.00017459
2,200 0.00008363 0.00004232 0.00000150 0.00012745
3,300 0.00008363 0.00004232 — 0.00012595
{d) Threerapid stan units, 90 MW
0, O 0.00008363 0.00001991 0.00028851 0.00039205
1 100 0.00008363 0.06001991 0.00001272 0.00011626
2,200 0.00008363 0.00001991 £.00000031 0.00010385
3,300 0.00008363 0.00001991 — 0.00010354
(ey Four rapid start units, 126 MW
0 0 0.00008363 0.00000844 0.00014009 0.00023216
1. 100 0.00008363 0.00000844 0.00000373 0.00009580
2,200 0.00008363 0.00000844 0.00000014 0.00009221
3,300 0.00008363 0.600006844 — 0.00009207
{f) Fiverapid gtart units. 1 30 MW
0, 0 . 0.00008363 0.00000456 0.00007848 0.00016667
1. 100 0.00008363 0.00000456 0.00000126 0.00008945
2,200 .0.00008363 0,00000456 0.00000002 0.00008821
3,300 0.00008363 0.00000456 — 0.00008819
(g) Six rapid start units, 180 MW
0 0 0.00008363 0.00000148 0.00002319 0.00010830
1 100 0.00008363 0.00000148 0.00000076 0.00008587
2,200 0.00008363 0.00000148 _ 0.00008511
3.300 0.00008363 0.00000148 — 0.00008511
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units are able to contribute has been reduced to negligible level s by the addition
of two hot reserve units.

(b) Therisk is reduced most significantly by the addition of the gas turbines and
these have a greater effect than the hot reserve units. The reason 1s that these
units are able to affect therisk level over amuch longer time period than the
hot reserve units.

(¢) Therisk isamost unaffected by adding more than about six gasturbines. The
reason for thisisthat the risk leve isdominated, as shown in Fig. 5.6, by the
partia risk inthe period upto 1 hour. The standby unitsdo not contribute during
this time and therefore only marginally affect the total risk.

5.5 Postponable outages

55.1 Concepts

The techniques described in Sections 5.2—4 assume that a unit which fails during
operation must beremovedimmediately fromservice. Thisisusually an acceptable
concept in planning studies but becomes less acceptable in operational reserve
evauation. Many of the failuresthat occur in practice can betolerated for a certain
period of time and the removal of the unit for repair can be delayed or postponed
for up to 24 hours or more. In such cases, the unit continues to supply energy and
need not be removed until the load decreasesto alevel a which the unitisno longer
required. Ifall unit failures could be postponed in thisway, capacity outages would
not contribute to the operational risk and spinning reserve would only be required
to compensate for load forecast uncertainties. In practice, many unit failures do
necesstate immediate removal and the effect must therefore be included. Models
and evaluation techniques have been published [8] that permit consideration of
postponable outages and these are described in the following sections.

552 Moddling postponable outages

Congder agenerating unit that is represented by a two-state model. operating (up)
and failed (down). Equations (5.1)~5.3) showed that

P(down) = Ao
A+y A+l
or if repair Is neglected
P(down) =ORR =1 - ¢™*"- AT

Consider now thesamegeneratingunitbutwithanadditional statetorepresent
the postponable outage as shown in Fig. 5.7, in which
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= (1B

Fig. S 7 Postponable outage mode!

O, F. P= operating, failed and removed from service, postponable outage
dates respectively
X; = rate of outages that can be postponed
A = rate of outages that cannot be postponed
X = total failurerate=A; + &,
*3 = rate at which postponed outages are forced into the *failed and
removed from service’ state
P = proportion of X that can be postponed = j.,/A.

It can be shown [8] that
)

)

-aTl

it

Aok + AiRnoq (M A A K, - QR
4"((10\&'!1\):—7 P 1?3‘( ! bcj(ak-.y) ;

O R L) J (5.21)
— e .
y(a-y)

where

A=+ h tut i)+ {(y + A +p+h)
S ARy + Ay + Aghy + Al + A )}

Y= J(h+r+U+R) - {(h+ X, +U+hy)?

SA(phg + ks + Ak + agp A}
If ar << 1 andyt << 1, Equation {5.21) reducesto
P(down) =3k, T=(1 - B)AT (522

Since AT is the ORR if no outages can be postponed, Equation (5.22) can be
designated as the ‘modified outage replacement rate’ MORR and

P(down) = MORR = (1 - BORR (5.23)
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Table 5.10  Generation models including postponable outages

Cunul ativeprobability for(30f

Capaci ty out
(MW) 0.0 0.1 0.3 05
0 1 000000 1 000000 1 000000 | 1000000
10 0.005238 (0N005053) 0. 042 0.004330
2 0.003874 0. 003692 0. 003327 0.002965
30 0.001829 0. 001646 0. 001281 0.000918
40 0. 001826 0. 001643 0.001278 0. 000915
50 0. 00185 0. 001642 0. 001277 0. 000214
60 0. 001825 0. 001642 0.001277 0.000914
70 0N000004 (04000805 0 00004 000000¢]
80 0 00006 0. 00003 0§00000¢] (04000007
120 0 000001

553 Unit commitment risk

In order to illustrate the eval uation of the unit commitment risk when some outages
are postponable and to demonstrate their effect, reconsider System A of Section
5.2.3. In the present case assume that the 60 MW units can have some of their
outages postponed with values of p of 0.1, 0.3 and 0.5. The respective values of
MORR for a lead time of 2 hours are 0.000822, 0.000639 and 0.000457. These
values of MORR can be used to form appropriate generation model s using the same
concepts as those in Section 5.2.3. This evaluation gives the capacity outage
probability tables shown in Table 5.10.

The values shown in Table 5.10 indicate, as expected, that the risk decreases
as the number of failures which can be postponed increases. Therefore, less
spinning reserve needs to be carried in order to achieve a given level of risk.

‘5.6 Security function approach

56.1 Concepts

One approach that has been considered in terms of its application to the operational
phase is known as the security function approach {9-11]. This defines events as
breaches of security which have been defined as *inadequacies of spinning genera-
tion capacity, unacceptable low voltage somewhere in the system, transmission line
or equipment overload, loss of system stability or other intolerable operating
conditions. These concepts relate to a composite reliability assessment of genera
tion and transmission (see Chapter 6). In this complete form of analysis, the
evaluated security index is a globa system risk comprising generation and trans-
mission violations.
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One of the problems facing an operator isto make rapid on-tine decisions based
on pertinent information which ts dispiayved in front of bim. Conseguently, this
information should not only inform the operator of the risk in his svstem but, of
equal imporniance, should inform him why a high risk period may #xis: and what
scnons can be performed to reduce the risk. For this reason. a complere global
security index may not be fruitful since it does not contain the relevant :farmation
necessary to perform remedial actions.

It 1s also a very time-consuming process to include all features of svstem
msecurtty and this is again not conducive to on-line operation reguiring fast
responses 1o System dynamical changes.

This chapter will therefore be limited to a discussion of the security
function approach in terms of its application 10 the risk assessments of opera-
nonal reserve. In this application, it is iittle different from the PJM method of
risk assessment.

5.6.2 Security function model
The mathernatical model {$-11] for the security function ) is

S{r}ngfu‘;Q{:J i {5245

where
P{ry=probability that the system isin state/' at time in the future
Q/{t) = probabilizy thai state constitutes a breach of security at ume ¢ in the
future

For a rigorous application of Equation (5.24), the summation must be per-
formed over the exhaustive st of all possible system states. It is this exhaustive
evaluation that restricts its general application to operational risk assessment.

The security function model defined by Equation (5.24) is an application of
conditional probability (see Section 2.5 of Engineering Systems) because QA1) is
the probability of system failure given a particuiar system state and P4:) is the
orobability of that system state. Furthermiore, the exhaustive list of all system states
are mutually exclusive.

Ifthe analysisis restricted only to arisk evaluation of the operational reserve,
Pi:visthe individual probability of residing in the ith capacity state and @4t is the
probability that the load is greater than or equai to the available output capacity of
state /. 1f the load is assumed to be constant during the period of interest. then
Od11 s either equal to unity when the load is greater than or equal to the state
capacity or equal to zero when the load is less than the state capacity. An interpre-
wation of this shows that the evaluation is identical to the PIM method since
Equation (5.24) becomes
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St =2 P (5.25)
i

wherei represents al capacity states in which the output capacity is less than or equal
to the load demand and £, P{1) is the cumulative probability of these capacity states.

If load forecast uncertainty is included, the application of Equation (5.24)
becomes identical to the extension of PIM method that included load forecast
uncertainty (Section 5.3.1).

5.7 Responserisk

5.7.1 Concepts

The concepts described in Sections 5.2—6 can be used to evaluate unit commitment
risk, i.e. they enable an operator to decide which units and how many should be
.. .committed at the decision time of t = 0 in order that the system risk is equd to or
less than arequired or acceptable vaue. These previous techniques, however. do
not indicate how these committed units should be dispatched, i.e. which units or
how much of each unit should generate power or be held as spinning resarve.
Furthermore, these previous techniques do not consider or account for the pick-up
rate of those units that congtitute the spinning reserve. This is an important feature
of spinning reserve studies because, if a digpatched unit suddenly fails or the load
suddenly increases, the units acting as spinning reserve must respond within a
cetan peiod of time in order that the system does not undergo undesirable or
catastrophic consequences.

Generdly, two time periods are of interest in connection with the response of
spinning reserve units; a short time of about 1 minute and a longer time of about 5
minutes. The short response time representsthe period in which sufficient capacity
must respond in order to protect system frequency and tie-line regulation. The
longer response time represents the period in which the units must respond in order
to diminate the need to take other emergency measures such as disconnecting load.

The ability to respond to system changes and to pick-up load on demand
depends very much on the type of units being used as spinning reserve. Typicaly
the response rate may vary from about 30% of full capacity per minute for
hydro-electric plant to only 1% of full capacity per minute for some types of thermal
plant. Furthermore, in practice, units usually have anon-linear response rate. Some
types of rapid start units such as gas turbines can usually reach full output within
5 minutes from standstill.

The essence of adlocating spinning reserve between units istherefore to decide
which of the committed units should be dispatched and which should be held as
reserve. These decisions can be assisted by evaluating the probability of achieving

rn e e s e
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Table S10 Failure cronsrme angd response rate data
Unit MW P rottvrs Prob offailure in § minutes‘____f’:‘:s::nmse rale » MW orinuser
0 3 0.0000285 1
20 3 0.0000285 _ 1
60 . 4 ) _ 0.0000381 l

a <certain response or regulating margin within the required response time. This
assessment 1s known as response risk evaluation {12].

572 Evaluation techriques

The evajuation [12] of response risk is similar to the evaluation of the risk in any
generaing system. Essentially the problem isto evaluate the probability ofachiev-
ing within therequired responsetime. the various possible cutput states of the units
heid in reserve. This evaluation should include the effect of the response rate of a
unut and the probability that the responding unit fails during the response period
and therefore cannot contribute to the required response. This evaluation method
and the effect of the evaluation is best described using a numenical example.

Consider System A in Section 5.2.3 and a required response time of 5 minutes.
The probabihity that aunit faiisin thistime period is shown in Table 5.1 1. Thistable
also includes the response rate of each unit which. for this example, is assumed to
be linear.

From the response rate shown 1 Table 5.11, only 5 MW can be obtained from
each unit withinthe 5 minuteresponse period, given that aresponseis required and
the unit expected to respond does not fail during this period.

Let the system load be {40 MW, i.e. 60 MW of spinning reserve has been
committed. Initially. let all this reserve be allocated to one of the 60 MW thermal
units. Under these operating circumstances (Dispatch A), the avail abl e generation
C. theload L dispatched on each unit and the available 5 minute response R of each
unit isshown in the schedule of Table 5.12.

The unit commitment risk for this system was shown in Table 5.2 to be
(0.001825 for a tead ume of 2 hours. The 5 munute response risk for the system is

-

shownin Table 343,

Tinsiz 512 Dispatch A (all vaiues in MW)

G 0 10 20 20 20 60 60
L o 10 20 20 2 60 0
R 0O 0 0 0 v 0 5
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Table 5.13  Response risk for Dispatch A

Response (MW) Individual probability Cumulativeprobability (risk)
5 0.9999619 1.0000000
0 0.0000381 0.0000381

The results shown in Table 5.13 indicate the basic problem of allocating all
the spinning reserve to one thermd unit since, in this case, only 5 MW of the 60
MW of spinning reserve can respond in the time period of interest. Furthermore, if
the responserisk isdefined as achieving agiven capacity response or less, it isseen
that the risk associated with this dispatch is very high.

5.7.3 Effect of distributing spinning reserve

The limited response of Dispatch A of Section 5.7.2 wasdueto all thereserve being
dlocaed to one unit only. Congder now the effect of distributing this reserve
between two or more units. Two examples will be considered; the first has the 60
MW reserveequdly distributed between thetwo 60 MW unitsasshownin Dispatch
B (Table 5.14), and the second hasthe 60 MW reserve distributed between all units
insuchaway that themaximum 35 MW responseisachieved, asshownin Dispatch
C (Table 5.15).

These two schedules give the risk tables shown in Table 5.16.

A comparison of the results in Table 5.16 with those in Table 5.13 showsthe
great advantage that is gained by distributing the spinning reserve between the
available therma units that have been committed. This distribution not only
increases the available regponse capacity but also decreases the risk associated with
agiven response requirement. It should be noted that the unit commitment risk is
the samefor al three dispatches (A, B and C).

Table 5.14 Dispatch B (al vaues in MW)

G 10 10 20 20 20 60 60

L 10 10 20 20 20 30 30

R 0 0 0 0 0 5 5
Table 5.15 Disgpatch C (al vauesin MW) .

G 10 10 20 20 20 60 60

| 0 0 0 15 15 55 55

R 5 5 5 5 5 5 5




I | erve 175
ahle 5.}’ Ruﬁn,‘% rlsks for 2 »M& 18 B and C
Disputck B aputck
e (MBG (‘umzl utive risk Responsc MW Cumularnive risk
10 } . 0000000 : 35 10060000
5 0.0000762 30 0.0002187
0 0} OEXIDOO 2% 0. 0000000
Dnspatch D fall values in \Wv
20 20 20 60 (Th! 60 (Hvd)
20 20 20 60 0
0] 0 0 60

5.7.4 ¥ fect of hvdro-clectric units

Hudro units can wsually respond to changes much more rapidly than conventional
: [ units. They are therefora very useful as spinning reserve units. They are
. however, cheaper 10 operzie than thermal units, and this implies that they
m“d be considered for use as‘*a~e load units. These two conflicting uses tead to
iiiemma because no unit can be used to generate fully under dispatch and
siv be used as spinning reserve. Frequensiy a compromise isused in
which part of 13 avatable output is dispaiched and the remaining pan ;s held in
[esir e, .

In order to illustrate this effect. reconsider System B of Section 5.2.3 and let
the response rate of the hydro unit be 20 MW minute. The probabiliry of the hydro
unit fatling in 5 minutes is 0.0000095. Consider two possible dispatches for this
svstern as shownin Tables 3,17 and 5.18. These twe dispatches give the risk tables
shown in Table 5.19.

The results shown in Table 3.19 indicate that. as expected, a greater response
car, be achieved using Dispatch D than using Dispatch E or any of the previously
considered dispatches. The hydro unit cannot be used as on-line generation using

1spzich D because it has been totally dedicated as spinning reserve. In addition.
47 thereserve 1s carried by oneunitin the case of Dispatch D and therefore the risk
failing to respond is greater than for Dispatch E; ¢.¢.. the risk associated with a

-

2 )
0 30

0 5 30
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Table 5.19 Regponserisksfor DigpatchesD and E

Dispatch D Dispatch E
Response (MW)  Cumuiative risk Response (MW, Cumulative risk
60 AN0000000) 35 1 0000000
0 0 0000B 30 0 0000476
5 (0700000°35)
0 0. 0000000

30 MW response is unity in the case of Dispatch D but only 0.0000476 in the case
of Digpatch E. It follows from this discusson therefore that it is preferable to
distribute the reserve between several units in order to minimize the response risk
and dsoto alocate some reserve to hydro units(if any exist) in order to obtain more
rapid and greater values of response.

5.7.5 Effect of rapid Sart units

An aternativeto using conventional hydro units, such asdam systems and run-of-
the-river Systems, as spinning reserve is to use other rapid start units such as gas
turbines and pumped storage systems. These can respond extremely quickly from
standstill and hence significantly decrease the response risk and increase the

response magnitude.

(a) Rapidstart unitsdo notfail to start

Ifthe rapid tart units do not fail to start, their inclusion in response risk assessment
is very smple. Inthis casg, it is only necessary to deduce the amount of response
that they can contribute and add this value to the response values that have been
previoudy deduced. This value of response is usualy egual to their capacity
because their response rate is rapid.

Consider that the operator responsible for System A of Section 5.2.3 has two
30 MW gasturbinesat his disposal. If these units can respond fully in the 5 minute

Table 520 Modified response risk for Dispatches B and C

Dispatch B Dispaich C
Response Cumulative Response Cumulative
(MW) risk (MW) risk
70 1.0000000 95 1.0000000
65 0.0000762 90 0.0002187
60 0.0000000 85 0.0000000
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period, the risk associated with Dispatch B and Dispatch C in Section 5.7.3 are
madified to the values shown in Table 5.20.

The response risks shown in Table 520 are very much better than those
obtained previously and shown in Table 5.16. Although the numerical values ofrrisk
are identical to those shown in Table 5.16,<he associated level of response is much
greater. The present results show that, when the gas turbines are included, both
Dispatch B and Dispatch C permit a response to the loss of a 60 MW unit within 5
minutes with a probability of less than 107
(b Rapid start wnits mayfail to start

As discussad in Section 5.4.3. rapid start units may fail to start in practice and in
such cases will not be able to contribute to the required response. Thisisparticularly
the case with gas turbine units which generally have arelatively high probability
of failing to start. Pump storage systems on the other hand generally have a very
low probability of failing to start. The effect of failing to start can be included for
both types of units using the concept of conditional probability (Section 2.5 of
Engineering Sistems). This concept gives
risk = risk (given &!l rapid start units do not fail to start)

x prob. (all rapid start anits not failing to-start)

+ risk (given one rapid start unit fails to start)

x prob. (oneunit failingto start) + e« ¢

+ risk (given all rapid dart units fail to start)

A prob. {ail units failing to start) (5.26)

Consider the application of this technique to Dispatch B of Section 5.7.3.
Again assume that two 30 MW gas turbines are available to the operator as in (a)
above, each having a probability of failing to start of 20%. The risk tables associated
with each condition, ‘both units start.” ‘one unit starts’and ‘no units start,”are shown
in Table 5.21. The overall risk table is shown in Table 5.22.

Table5.2S Responserisksfor each condition

Risk tabiefor condition of.

No units San One uriz Sarts Both units starts
MW Probability MW Probability MF Frobabiliny
10 0.9999238 40 0.9999238 70 0.9999238
5 0.0000762 35 0.0000762 65 0,0000762
0 0.0000000 30 0.0000000 60 0.0000000

The conditios.dprobabilities are: o

0% 032 " om
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Table5.22 Weighted responserisk for Dispatch B

Response (MW) Cumulativerisk

1.0000000
0.3600488
0.3600000
0.0400244
0.0400000
0.0000030
0.0000000

cuBHB8RI

The response risks and magnitudes shown in Table 5.22 are evidently better
than those shown in Table 5.16 where it was assumed that no gas turbines were
available, but as would be expected they are not as good as those shown in Table
5.20, for which the gas turbines were assumed not to fail. '

5.8 Interconnected sysems

Althoughmany systemsareoperated completely separately fromall other systems,
therearead so many systemsthat havelimited capacity tielinesbetweenthem. These
systems are operated as interconnected systems and can assst each other when
operational deficiencies arise.

This concept has been discussed in Chapter 4 in terms of planning of systems.
There are no essential differences between the concepts used in planning and the
required conceptsin operation. Consequently thetechniques {13, 14} aresimilarto
those described in Chapter 4 and can be equally applied to the operational phase.
Theonly significant differencethat arisesisin thevalues of probability usedinthe
two phases. In Chapter 4, the required val ue of probability was the forced outage
rate (FOR). In operational studies, the required value of probability isthe outage
replacement rate(ORR ) or asimilar concept of probability inthecasewhen derated
dates of on-line generation are considered.

59 Conclusions

This chapter has described the various concepts and eval uation techniques that can
be used to assess operationd risk. This area of reliability evaluation has probably
received the lesst attention of all areas of power systems, yet the techniques are
sufficiently well developed for the on-line assessment of operational risk and for
assigting operators in their day-today and minute-to-minute decision-making.

An operator is continually faced with the problem of making good decisions
rapidly. This imposes many burdens in order to ensure the system is operated
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coonemi Sy but with minimum nsk. The techniques described in this chapter
25010 this decision-making and permit considerations to be taken and a balance
to he made between dispaiching increased on-line generation, committing more
standby plant such as gas turbines and leaving de-synchronized plant on hot
standby. These cousiderations are not easy and cannot be taken lightly. Since
rule-of-thumb, or deterministic methods cannot compare these alternatives using
consistent ¢riteria. the need for probabilistic assessment methods and criteria
become apparent.

Any information displayed to an operator must be pertinent but also it must
no! only inform him of operational difficulties but also indicate why these difficul -
nies have arisen and what can be done to overcome them. If the displayed informa-
nion conforms to less than these requirements, it can lead to confusion, panic and
erroneous decisions. The techniques used therefore must not be too complex or
sophisticated and must not attempt to convolve too many disparate effects within
one piece of information which the operator cannot disentangle. The techniques
described in this chapter are retatively simple, easy to code and employ and can be
wailored to suit individual wilities’ requirements for information to be displayed to
their operators.

510 Problems

1 A system consists of 10 x 60 MW units. Evaluate the unit commitment risk for a lead
time of 2 hours and {cads of 540 MW and 480 MW if

{ t has = mean up time of 175C hours:

(51 each unst has a mean up ume of 1730 hours and the loads are forecast with an
unceriainty represented by a standard deviation of 5%;

{¢} each unit hasa50 MW derated state, a derated state transition rate of 2 f/yrand a
down state transition rate of 3 fiyr;

{(dy each unit has a mean up time of 1750 hours and 20% of the failures of each unit
can be postponed unt:i the following weekend;

{e) the system is connecied to another identical system through atie line of 30 MW
capacity and each urit of both systems has a mean up time of 1756 hours.

2 Evaluate the response nsk for the system of Problem [{a) if 50 MW must respond
within 5 minutes, during which time the output of each of the 60 MW units can be
increased by 6 MW
(at when norapid siart units are available:

(b) when an additional 5 MW gas turbine unit that does not fail to Start is available to
the operator:
(c) whenthe 5 MW gasturbine unit has s starting failure probability of 0.1.

3 Evaluate the unit commitment risk of Problem tia} for alead time of 1 bouwr if agas
nirhine unit of 30 MW capacity can be started in 10 minutes. Referring to the modet
of Fig. 5.4. the gas turbine has the following transition rates’hour 7.3~ 0.0050, %3 =
0.0033, }\.14 = 0.0300, ;.41 =0.0150, 123 = 0.0008, ;‘»32 = 0.0000, ?\,34 = 0.0250, 1.42 =
0.0250.

ar ¢ash
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4

An operator expects the system load to be congtant for the next few hours at 360 MW,

(8 How many identical 60 MW thermal units must he commit and spin if the failure
rate of each is 5f/yr, thelead time is 2 hours and the unit commitment risk must be
less than 0.005?

(b) How should these units be dispatched in order to minimize the 5 minutes response
risk if the response rete of each is linear &t 1 MW/minute?

(c) Evauatethe responserisk if the system requires aminimum of 35 MW to respond
within5minutes.

5 Two systemsA and B areinterconnected with a 100% reliabletieline. Thecapacity of

thetielineis 10MW. System A commitsfive30 MW unitsand System B commitsfive

20 MW units. Each unit has an expected failure rate of 3 f/yr. Evaluate the unit

commitment risk in System A for alead time of 3 hours assuming

(@ the loads in Sygtem A and System B remain congtant a 120 MW and 60 MW
respectively; .

(b) Sysem B iswilling to as5g Sysem A up to the point at which it itsdf runsinto
deficiencies.

Comparethisrisk with that whichwould exist in System A if thetie line did not exist.
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6 Composite generation and
transmission systems

6.1 introduction

One of the mogt basic dements in power system planning is the determination of
how much generation capacity is required to give a reasonable assurance of
satisfying the load requirements. This evaluation is normally done using the system
representation shown in Fig. 2.2. The concern in this case is to determine whether
there is sufficient capacity inthe system to generate the required energy to meet the
system load. T

A second but equally important element in the planning process is the devei-
opment of a suitable transmisson network to convey the energy generated to the
customer load points [1]. The transmission network can be divided into the two
general areas of bulk transmission and distribution facilities. The distinction
between these two areas cannot be made strictly on a voltage basis but must include
the function of the facility within the system [2—4]. Bulk transmission facilities
must be carefully matched with the generation to permit energy movement from
these sources to points at which the distribution or sub-transmission facilities can
provide a direct and often radia path to the cusomer. Distribution design; in many
systems, is dmost entirely decoupled from the transmission system development
process. Given the location and size of the terminal station emanating fromthe bulk
transmission system, distribution system design becomes a separate and inde-
pendent process. Coupling between these two systems in reliability evaluation can
be accommodated by using the load point indices evaluated for the bulk transmis-
sion system asthe input reliability indices of the distribution system.

In addition to providing the meansto move the generated energy to theterminal
stations, the bulk transmission facilities must be capable of maintaining adequate
voltage levels and loadings within the thermal limits of individual circuitsand also
maintaining system stability limits. The models used to represent the bulk facilities
should be capable of including both static and dynamic considerations. The static
evaluation of the system's ability to satisfy the system load requirements can be
designated as adequacy evaluation and is the subject of this chapter. Concern
regarding the ability of the system to respond to a given contingency can be
designated as security evaluation. This is an extremely important area which has
not yet received much attention in regard to the deveiopment of probabilistic
182
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indices. One aspect s the dewerinination of the required operating or spinning
reserveand thisisdiscusse * in Chapter 5. Work has also been done on probabilistic
evaluation of transient stability.

The total problem of assessing the adequacy of the generation and bulk power
transmission systems in regard to providing a dependable and suitable supply at the
terminal stations can be designated as composite system reliability evaluation [5].

6.2 Radia! configurations

One of the first major applications of composite system evaluation was the
consideration of transmission elements in interconnected system generating capac-
ity evaluation. This aspect has been discussed in detail in Chapter 4 using the array
method and the equivalent unit approach. The latter method includes the develop-
ment of an equivalent generating capacity model and then moving this mode!
through the interconnection facility to the asssted system. This approach can be
readily applied to systems such asthat shownin Fig. 6.1.

The analysis at the load point L can be done using the LOLE, LOEE or F&D
techniques described in Chapter 4. The linking configuration between the genera-
tion source and the load point may not be of the simple series—parallel type shown
in Fig. 6.1 but could be a relatively complicated d.c. transmission configuration
where the transmission capability isdependent upon the availability of therectifier
and inverter bridges, thefiltersat each end and the associated pol e equi pment. These
concepts are described in Chapter 11. The development of the transmission model
may berelatively complex but once obtained can be combined with the generation
model to produce acomposite model at the ioad point.

The progressive devel opment of an equivalent model isrelatively straightfor-
ward for a radial configuration such as that shown in Fig. 6.1. This approach,
however, 1s not suitable for networked configurationsincluding dispersed genera-
tion and load points. A more general approach is required which can include the
ability of the system to maintain adequate voltage levels, line loadings and steady
state stability limits.

®

WAAAS
YT

Fig. 6./ Simpleradia generation transmission system
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6.3 Conditional probability approach

Many probability applications in reliability evaluation assume that component
failures within a fixed environment are independent events. This may or may not
be true. It is, however, entirdy possible that component failure can result in sysem
faillure in a conditiona sense. This can occur in parale facilities that are not
completely redundant. 1f the load can be considered as a random variable and
described by a probability distribution, then failure at any terminal station due to
component failure is conditional upon the load exceeding the defined carrying
capability of the remaining facilities. Load point failure in this case may be defined
as inadequate voltage or available energy at the customer bus [5].

If the occurrence of an event A is dependent upon anumber of events B; which
are mutually exclusive, then (see Chapter 2 of Engineering Systems)

P(A)Y=Y P(A]B)P(B,) : (6.1)

=1

Ifthe occurrence of A is dependent upon only two mutually exclusive events
for component B, success and failure, designated BS and B¢ respectively, then:

- P(A)=P(A" BYP(By) + P(A B)P(B) (6.2)
Ifthe event A is system failure, then
P(system failure) = P(system failure | B is good)P(B)
+ P(system failure | B isbad)P(B) (6.3)

This approach can be applied to the simple radia configuration shown in Fig.
6.1. -
Define
P, = probability of generation inadequacy,
P, = probability of transmission inadequacy
eg. P.(1) = P(load exceeds the capability of line 1)
@O, =probability of system failure
Ay, U, =line 1l availability and unavail ability respectively.
A4,, U,- line 2 availability and unavailability respectively.
From Equation (6.3),
O =QS(L1 in)A‘ + Qg(Llout) U,
GivenLtin,
Q4 = Qs(L2in)A4, + Og(L20ut) U,
GivenLlinandL2in,

Q5=Pg+Pc{l,2)—Pch(l,2)
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it has been assumed that the probabilities of capacity deficiencies and :ransmission
inadequacies are independent.
GivenLi inand L2 out,

Qs=P,+PA-P, P
ThereforegivenLtin,

Os=A4,(P, + PA1.2) = P, P(1.2)) + Uy(P, = P{1) - P, P(1))
Given L1 out, - |

O = Oy(L2in)4, + Oy(L2 out) U,

= AP, + P2y - P, PN + Uy

For the complete system,

Os=A4, [Az(Pg+ P{1,2)- Pg P, 2)+ Uz(Pg +P(1)- Pg PN

+ U\[4,(P+ P2) - P, P2)) + Uy) (6.4)

If the two lines are identical this reducesto

Q= AYP, + PA1,2)— P P(1. 2)] = 24LTP, + P11~ PPLI)] + U? (65)

The solution of this simple system coul d have been obtained directly by using
the terms of the binomial expansion of (4 + L’)*.each term being weighted by the
relevant probability of generation and line inadequacy. A st of general equations
can be written to give the same result as that shown in Equation (6.5).

The probability of failure O at bus X in a network can be expressed as

Q=2 [PB NPy + Py~ PyP. )] ©6)
where

B, = an outage condition in the transmission network (including zero outages)
Py, = F;robabl lity of the generating capacity outage exceeding the reserve capac-
Ity
Py, = probability of load at bus K exceeding the maximum load that can be
supplied at that bus without failure.
If the generating unit outages and the load variation are considered in terms of
probability only and not in terms of frequency of occurrence, then an estimate of
the expected frequency of failure F¢at busK is given by

Fy= 2 (FBXP,, + P~ P, P)] (6.7)
j El
where F(B)) is the frequency of occurrence of outage B,.
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Equations (6.6) and (6.7) consider the generating facility as a single entity.
This may be acceptable in aradial configuration but may not be in cases where the
generation is dispersed throughout the system. A more general set of equations [6]
can be obtained directly from Equation (6. 1).

O¢=2 P(B)P,] (6.8)

Fe=3 [FB)P] (6.9)
i

In this case, the generation outages are treated individually, as are the trans-
mission outage events, and the generation schedule and resulting load flow are
modified accordingly. It should be noted, however, that Equation (6.9) does not
include a frequency component due to load mode transitions. This could be
included but it would require the assumption that all system loads transit from high
to low load levels at the sametime. Equations (6.7) and (6.9) also include possible
frequency components due to transitions between states each of which represent a
failure condition.

Equations (6.8) and (6.9) are applied to the system shown in Fig, 6.1 using the
following data.

Generating units

6 X 40 MW units X =0.01 f/day = 365 fiyr
1u=049r/day =178.85r/yr
U=002

Transmission elements

‘2lines A =05flyr
r = 1.5 hourg/repair
L' =0.0004279

Load
Peak load = 180 MW

The load is represented by a straight-line load— duration curve from the 1 00% to the
70% load points.

The generating capacity model (capacity outage probability table) isshownin
Table 6.1, and the transmission capability model in Table 6.2.

The capability of each lineis designated as X in Table 6.2. The actual carry| ng
capability will depend on the criterion of success at the load point. If it is assumed
that an adequate voltage level isrequired in addition to the required load demand,
then the characteristics of the line, associated VAR support and the sending end
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Table 6.1 Generation system modei

Number of

gererators On Cap available Dep. rate Frequency

Siate outage MW} Probability (occlyr) foceivr)
i 0 240 0.88584238 21.9 19,399948
2 1 200 0.10847049 197.1 21.379534
3 2 160 0.00553421 372.3 2.060386
4 3 120 . 0.00015059 5475 . 0.082448
5 4 80 0.00000230 722.7 0.001666
6 5 40 0.00000002 897.9 0.000017
7 6 0 000000000  1073.1 0.000000

voltage constraints must be considered. ifa line rating can be nominally assigned.
the problem becomes one of transport rather than service quality and it becomes
somewhat simpler {7].

Table 6.3 shows the composite state probabilities and frequencies assuming
that the individual line-carrying capability X is 160 MW.

Equation (6.9) inciudes possible transitions between failure states and will
therefore give an expected failure frequency at the load point which is slightly
higher than that determined by creating the complete 2 | -state Markov model and
evaluating the frequency of transitions across a specified capacity boundary wall.
Inthiscasetransitionsbetween failurestateswould not beincluded. Theprobability
and frequency component for each state isweighted by the probability that the load
will exceed the capability of that stateto givethefailure probability and frequency.
Table 6.4 shows the load point failure probability and frequency for a peak load of
180 MW at different assumed line-carrying capability levels.

The peak load level in this case is 180 MW and it can be seen from Table 6.4
that the indices are constant for line capacities equal to or greater than this value.
Under these conditions, failure would occur only for the loss of both lines or for

Table 6.2 Transmission sysem model

Number of  Cap. available Dep. rate Frequency

Sate lines on outage (MW) Probability (occlyr) (occlyr)
1 0 2X 0.99914438 10 0.999144
2 1 1X 0.00085543 11685 0.999574
3 2 7 OX 0.00000018 2336.0 0.000428

X = rating of each linein MW




Table 6.3 State probabilities and frequencies

_Stale _Condition ~ Cap avail. (M)

1 oG oL
2 OGIL
3 0G 2L
4 1GOL
5 1G 1L
6 1G 2L
7 2G 0L
8 2G 1L
9 2G 2L
10 IGOL
11 3G 1L
12 3G 2L
13 4G OL
14 4G 1L
15 4G 21
16 5GOL
17 5G 1L
I8 5G2L
19 6G 0L
20 6G (L
21 6G 2L

240.00
160.00
0.00
200.00
160.00
0.00
160.00
160.00
0.00
120.00
120.00
0.00

('~ number of generators on outage

1
1

.~ nuimber of lines on outage

State

Probability

©0.83508444

0.00075778
0.00000016
0.10837768
0.00009279
0.00000002
0.00552947
0.00000473
0.00000000
0.00015046
0.00000013

_Frequency (occlyr)

20.268433
0.902061
0.000382

21469619
0.126713
0.000050
2.064152
0.007294
0.000003 ,
0.082528
0.000221
0.000000
0.001667
0.000004
0.000000
0.000017
0.000000
0.000000
0.000000
0.000000
0.000000

Failure

LTI Probability Frequency _(occ/vr)
0.00000000 0.00000000 0.000000
0.37037038 0.00028066 0.334007
1 00000000 0.00000016 0.000382
0.00000000 0.00000000 0.000000
0.37037038 000003437 0.046931
1.00000000 0.00000002 0.000050
0.37037038 0.00204795 0.764501
0.37037038 0.00000175 0.002702
1.00000000 0.00000000 0.000003
1.00000000 0.00015046 0.082528
. 1.00000000 0.00000013 0.000221
~1.00000000 0.00000000 0.000000
1.00000000 0.00000230 0.001667
{ 00000000 0.00000000 0.000004
100000000 0.00000000 0.000000
i 00000000 0.00000002 0.000017
I 00000000 0.00000000 0.000000
1 .00000000 0.00000000 0.000000
I 00000000 0.00000000 0.000000
00000000 0.00000000 0.000000
100000000 ~0,00000000 0.000000
0.00251783 1.233102

g wmdwy) gst
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Tabie 64 Load point indices

Failure
Line capacity (MW Probability Frequency rocc/vri
100 0.00305635 1.885441
110 0.00305635 1.885441
120 0.00305635 1.885441
130 0,00299300 1.808.646.
140 0.00283461 1.616831
150 0.00267622 1.424967
160 0.00251783 1.233102
170 0.00236032 1.042589
180 0.00220280 0.852075
190 0.00220280 0.852075
200 0.00220280 0.852075

the loss of two or more generating units. The indices in Table 6.4 are aso constant
for line capacities of 120 MW or less. The low load level for a peak load of 180
MW is 126 MW. The system is therefore in the failed state for all load levelswhen
the transmission capacity is less than 126 MW. Tables 6.5 and 6.6 show the load
point indices for a range of line capacities and peak loads.

The overstatement of failure frequency due to the inclusion of transitions
between failure states is more evident in a simple radial configuration than in a
networked or meshed system. In the latter case, the loss of an element or a group
of elements will only affect a relatively small number of load points in the
immediate vicinity of the failure and the major contribution to the frequency will
come from transmission outages involving relatively high frequencies and short
durations.

Table 6.5 Load point indices—probability

Line capacit
Peak lpad pacity (MY

(My 120 140 160 180 20

200 000469472 000469472 0004002 0.00412609  0.00384%57
180 0.00305635 0.00283461 0.00251783 O 0}
160 000084075 0.00048433 0.00012800 0.00012800  0.00012800
140 0.00048150 0.0000742 0.0000742 0.0000742 000007422
120 000000251  0.00000251 00000051 0.00000251  0.00000251
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Table 6.6 Load point indices—frequency (occ/yr)

Li ne capacity M

Peak load
(MW) 120 140 160 180 200
200 2497042 2497042 2.151686 1. 808762 1. 465837
180 1. 88441 1. 616831 1.233101 0. 852075 0. 852075
160 0.934471 0.502776 0.071081 0.071081 0.071081
140 0. 534833 0. 041527 0. 041527 0. 041527 0. 041527
120 0.002123 0.002123 0.002123 0.002123 0.002123

6.4 Network configurations

The concepts illustrated in Section 6.3 can be applied to networked or meshed
configurations [8, 9]. This technique is illustrated using the system shown in Fig.
6.2.

Assume that the daily pesk load curve for the period under study is a straight
line from the 100% to the 60% point and that the load—duration curve is a straight
line from the 100% to the 40% point. The peak load for the period is 110 MW. A
basic generating capacity reliability study for this sysem can be done using the
modd of Fig. 2.2 in which the transmission elements are assumed to have no
capacity restrictionsand are fully reliable. Under these conditions, the basic system
indices for a period of 365 days are as follows:

LOLE = I.3089days/year\' using the daily peak load curve,
LOLP = 0.003586 J

LOEE = 267.6M wﬂ
LOLP = 0.002400 j

The conditional probability approach can be used to develop the following
expression for the probability of load point failure.

using the load duration curve.

Load

Fig. 6.2 Simple network configuration
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Table 6.7 Generation data

Plant Ao ofunits  Capacity | WH#) Unavailabiline w1 fivr) wirive
\ 4 20 0.01 1 9
2 2 30 . 005 3 57
Total 6 140
Os=4,[A{[P0.2) + P(1)- P(1,2)P(1)}4, biwt(\
. Lo -
+[P(1,2) + PA2) = PAL DPAW] 3 .
= UG, [P(1,2) +P(3) - P(1,2)P(3)] 5 |__,._-———"-”’ =2 2:’.]1 x
Q‘ LBk ARY &
ty

+ U,[P(1) + P(4) - P(LP(4)]]] ¥
g2 g QQ}!‘"Q rO"‘ﬁ'l s

+ U [A [P, 2) + PS) -P(1, P (S)]

* UlP(2) + PL6) - PIPLONT+ U] (6.10)

The term P.( j) is the probability associated with load curtailment in configu-
rations j shown in Fig. 6.3.

The probability of inadequate transmission capability in each of these configu-
rations can be found after performing aload flow study on each configuration using
the appropriate load model. There is a range of possible solution techniques which
can be used in this case. It should be fully appreciated that each approach involves
different modeling techniques and therefore gives different load point reliability
indices. The simplest approach is to assume that there are no transmission curtaii-
ment constraints and that continuity is the sole criterion. The next tevel isto use a
transportation approach in which the line capability is prespecified at some maxi-
mum value. tf line overload is to be considered, then a d.c. load flow may be
sufficient, but if voltage is also to be included as a load point criterion, then an a.c.
load flow must be used.

Table 6.8 Transmission line data

Rating on 70f)
Connected 1o MVA base

—— S r R X B2 —————

Line Bus Bus  ffsr  (hours) (ohms)  (ohms) rmhos) (MVA) (pu)
1 1 2 4 8 0.0912 04800 0.0282 80 0.8
2 1 3 5 8 0.0800 0.5000 0.0212 100 10
2 3 3 10 0.0798 0.4200 0.0275 9@ 0.9
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Fig. 6.3 Conditiona configurations

; {2 ;
\ 4

8)

The transmission line availabilities (4} and unavailabilities (U} for the system
in Fig. 6.2 are given in Table 6.9 using the data from Table 6.8.

The probability of system failure at the load point can be found using Equation
(6.10). If the assumption is made that there are no transmission line constraints and
that connection to sufficient generating capacity is the sole criterion, then:

Qs = 009807433

This value was cal cul ated assuming that the load remains constant at the 110
MW level for the entireyear. Thisindex can be designated as an annualized value.

Table 6.9 Transmission line statistics

Line Availability Unavailability
1 0.99636033 0.00363967
2 0.99545455 0.00454545

3 0.99658703 0.00341297
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Table 6,10 Sy promo-Nities
Pisystem tailure)
Sate/  Lines our P(3) P, P individual
i 0 0.98844633 0.09803430 0 0.09690S64
2 1 0.00361076 0.09803430 0 0.00035398
3 2 0.00451345 0.09803430 0 0.00044247
4 3 0.00339509 0.09803430 0 0.00033185
5 1.2 0,00001649 1.0 0 0.00001649
6 13 0.00001237 10 0 0.00001237
723 0.00001546 10 1 -0.00001546
8 123 000000006 10 1 0.00000006

annual ized Qs = 0.09807433

i.e. expressed on an annual base. It can be compared with the value of 0.09803430
which isthe probability of having 30 MW or more out of service in the generation
model. The 30 MW outage state is considered to represent system failure as there
would be some additional transmission loss in addition to the 110 MW load. This
annualized index is clearly not a true value of the system reliability as it does not
account for the load variation. It is a simple and very useful index, however, for
relating and comparing weaknesses in alternative system proposals.

Equations (6.6 and (6.7) can also be used to findthe probability and frequency
of load point failure. Table 6.10 shows the required transmission and generation
state probabilities for the no transmission constraint case.

The load model can be included in the calculation, rather than assuming the
load will remain at the 110 MW peak value. Under these conditions the £, and

Table6.11  State frequencies

Departure rate

State Lines out foccrvr) B Failure frequency (occ/yr)
1 0 12 11. 861355% 1. 16281973
2 [ 1103 3. 98266828 0.39043810
3 2 1102 4. 97382190 0. 48760515
4 3 885 299580465 0.29369161
5 1,2 2193 0. 03616257 0.03616257
6 1,3 1976 0.02444312 0. 02444312
7 2,3 1975 0. 03053330 0. 03053350
8 123 3066 0. 000183% 0. 0001839%6

Annual i zed Fs = 2. 42587774 fiyr
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Py; values in Table 6.10 reduce because the contribution to Qg by lower load levels
is less. This can be included using conditional probability.

The caculation of the expected frequency of failure using Equation (6.7)
requires, in addition to the data shown in Table 6.10. the departure rates for each
date. These values together with the state frequencies are shown i Table 6.11.

If transmission line overload conditions result in transmission lines being
removed from service, then the load point indices increase. This can be illustrated
by assuming that overload occurs whenever line 2 or 3 isunavailable. Under these
conditions, load must be curtailed, causing increased load point failures. Inthiscase

Qs = 0.10520855
Fg=9.61420753 f/yr

6.5 State selection

6.5.1 Concepts

Equations (6.6) and (6.7) consider the generating facilities as one equivalent model
and therefore reduce the total number of individual states which must be considered,
i.e. 8 transmission states. Equations (6.8) and (6.9) consider each generating unit
and transmission line as a separate element, thereby increasing the flexibility of the
approach but simultaneously increasing the number of states which must be
considered. Inthissystemthere are 9 elements which represent atotal of 512 dtates.
It becomes necessary therefore to limit the number of states by selecting the
contingencies which will be included. This can be done in several basic ways.
The most direct isto simply specify the contingency level {101, 1.e. firstorder,
second order etc. This can be modified by neglecting those contingencies which
have aprobability of occurrencelessthan a certain minimum value. An alternative
method is to consider those outages which create severe conditions within the
system {11]. Theintentionin all methodsistocurtail thelist of eventsthat can occur
inapractical system. A useful approach isto consider those outage conditions which
result from independent events and have a probability exceeding some minimum
vaue and, in addition, to consider those outage conditions resulting from outage
dependence such as common mode or station related events again having the same
probability congraint. At this stage only independent overlapping outages are
considered, the problem of outage dependence being discussed later in this chapter.

6.5.2 Application

The state selection process is illustrated by considering first and second order
generating unit and transmission line outages in the system shown in Fig. 6.2 and
using Equations (6.8) and (6.9). The unavailability associated with atransmission
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Tante 6,12 State values of generating umits

Generating stanon 1 Rate Generaning nation 2 Rate
Units Units hoo b,

Srare down Probubility ko doceyrt Swate  down Probabilisy focc/yr)
0 0.9605960! 0 4 1 0 0.9025 0 6

1 003881196 9 3
2 0.00058806 198 2
3 00000039%6 297 1
4 000000001 39 O

0.0950 57 3
0.0025 114 0

s N
[

‘|U'1.J>wl\>»—~

line is normally much lower than that for a generating unit, and therefore a higher
order contingency level should be used when generating units are considered. The
state information for the generating units is shown in Table 6.12 and for the
transmission linesin Tables 6.10 and 6.11. The combined generation and transmis-
sion states are shown in Table 6. 13.

AsinTable6. 10 it has been assumed that a loss of 30 MW will result in a load
point failure dueto thetransmission loss addedto the 1 10 MW load level. It can be
seen from Table 6.13 that if the load level isless than the point at which thereis a
load loss when one unit at Generating Station 2 isunavailable, then the values of
(); and £ will change considerably. Under these conditions

0O, = 0.00658129

Fo= 11364886 f vt

The values in Table 6. 13 are again for a constant load level of 1 10 MW and
therefore are annualized values. The load model can be incorporated in the analysis,
however, by considering the probability that the load will exceed the capability of
each state. The P; values in Table 6.13 will then be modified accordingly and the
Qs and Fs indices will be on a periodic or annual base. The difference between
FsinTable6.11 and Table 6.13 is due to the fact that the frequency contribution
due to generating unit transitions is omitted in Equation (6.7) but included in
Equation (6.9). The difference would be much smaller if the generation reserve
margin werencreased.

The effect of transmission line overloading can be illustrated by assuming, as
m Section 6.4, that overload occurs whenever lines 2 or 3 are unavailable. Under
these conditions loads must be curtailed, causing increased load point failures. In
thiscase

O, = 0.10495807

Fy = 16.44407264 f/yr
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Table 6.13 System state values

Failure
Elements  Probability Freguency
Sate B; out P8 F(B) {occiyry Py, Probability P, Frequency F; (occir)

1 0.85692158 18.85227476 O

2 Gl 0.03462309 4.15477080 O

3 GLGI 0.00052449 0.11436062 10 0.00052449 0.11436062

4 G1,G2 0.003644%4 0.63414996 10 0.00364454 0.63414996

5 Gl1,L1 0.00012648 0.15329376 O

6 G112 0.00015810 0.19145910 0

7 G1,L3 0.00011857 0.11774001 O

8 &2 0.09020227 6.85537252 10 0.09020227 6.85537252

9 G2 G2 0.00237374 030858620 1.0 0.00237374 0.30858620
10 G2, L1 0.00032951  0.38783327 10 0.00032951 0.38783327
1 G2,L2 0.00041188  0.48438029 1.0 0.00041188 0.48438029
12 G213 0.00030891  0.29315559 10 0.00030891 0.29315559
13 Ll 0.00313030 348402390 0
14 11,12 0.00001430 0.03150290 1.0 0.00001430 0.03150290
15 L1.L3 0.00001072  0.02128992 10 0.00001072 0.02128992
6 L2 0.00391288 4.35112256 O
17 L2,L3 0.00001340  0.02659900 10 0.00001340 0.02659900
18 L3 0.00203466 2.62652070 O

Os= 009783386 Fs=9.15723027 fiyr

Overloading can be eliminated by curtailing or dropping some load to alleviate
the situation. Use of this technique therefore requires a load flow technique which
can accommodate it. Load reduction can also be used in the case of an outage
condition in the generation configuration provided that the busbars at which load
will be curtailed are prespecified. This is clearly not a problem in a single load
example.

6.6 System and load point indices

6.6.1 Concepts

The system shown in Fig. 6.2 is a very simple configuration. In a more practical
network there are a number of load points and each point has a distinct set ot
reliability indices [12]. The basic parameters are the probability and frequency of
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Table 6.14  Annualized load point indices

Basic va/ues
Probability of failure
Expected frequency of failure
Expected number of voltage wviofations
Expected number of load curtaiiments
Expected load curtaied
Expected energy not supplied
Expected duration of load curtailment
Maximum values
Maximum load curtailed
Maximum energy curtailed
Maximum duration of load curtailment
Average values
Average load curtailed
Average energy not supplied
Average duration of curtaiiment
Bus isolation values
Expected number of curtailments
Expected load curtaiied
Expected energy not supplied
Expected duration of load curtailment

failure at theindividual load points, but additional indices can be created from these
generic values. The individual load point indices can aso be aggregated to produce
system indices which include. in addition to consideration of generation adequacy,
recognition of the need to move the generated energy through the transmission
network to the customer load points {12, 13}. Table 6.14 lists a selection of load
point indices which can be used.

It is important to appreciate that, if these indices are calculated for a single
load level and expressed on a base of one year, they should be designated as
annualizedvalues. Annualized indices cal cul ated at the system peak load level are
usually much higher than theactual annual indices. Theindices listedin Table 6.14
can be calculated using the following equations:

Probability of failure O, = Z PP, (6.11)

Frequency of failure £ = Z Fpy;

where ; is an outage condition in the network
Pl isthe probability of existence of cutage ;
F. isthefrequency of occurrence of outage j
Py, is the probability ofthe load at bus K exceeding the maximum load that
can be supplied at that bus during the outage ;.
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Equations (6.11) and (6.12) are the same as Equations (6.8) and (6.9) the notation

has been modified dightly to facilitate the development of further equations.

Expected number of voltage violations = V. F. (6.13)
jeF

wherey € Vincludes al contingencies which cause voltage violation at bus K.

Expected number of load curtailments = 3" F, (6.14)

JEXM

where j € X includes dl contingencies resulting in line overloads which are
dleviated by load curtailment at bus K.
j e yincludes al contingencies which result in an isolation of bus K.
Expected load curtailed = 3 Ly, F, MW (6.13)
Jexry
where Ly; isthe load curtailment at bus K to aleviate line overloads arising
due to the contingencyj: or the load not supplied at an isolated bus
K duetothe contingency ;.
Expected energy not supplied = Z Ly Dy, F;MWh (6.16)

JeExy

= Y Ly P, x 8760 MWh (6,17)

jExy

where Dy; is the duration in hours of the load curtailment arising due to the
outage; or the duration in hours of the load curtailment at an

isolated busK duetothe outage ;.
Expected duration of load curtailment = Z Dy, F;hours

JEIYV

= z P~ 8760 hours (6.19)
JEXY
Maximum load curtailed = Max {Lgys Ly, - - - s Ly ..} (6.20)

Maximum energy curtailed = Max {Ly; Dy, Lgy Dy - -5 Ly Dy - -1 (6.21)

Maximum duration of load curtailment
=Max {Dy;, Do .o, D0} (6.2

Additiona information on the contingencieswhich causethe above maximaisaso
desirable in order to appreciate their severity.
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Lyt
Averageload curtailed=—2—=" MW /curtailment (6.23)
F.
Z.‘ ILK}DKJFI (624}
Average energy not supplied = — == MWh/curtailment
JEXy
2 DyF
Averageduration of curtailment =—2="*———— h'curtailment (6.25)
Fi
jexy
Indices due to the isolation of bus K
Expected number of curtailments = l/_' F; (6.26)
jey
Expected load curtailed = 3 L, F;, MW (6.27)
ey

Expected energy not supplied = V Ly, Dy F, (6._8)

JEy
=V Ly, P, x 8760 MWh (6.29)

jey
Expected duration of load curtailment =" D, F. (6.30)

JEY

) :Zf;xB?GO hours (6.31)

6.6.2 Numerical evaluation

The load point indices can be calculated for the system shown in Fig. 6,2 by
extendingtheresultsshown in Table6.13. Thiscaculationisshownin Table6.15.
A complete study would require an actua load flow to determine the line loadings
and the line loss under each contingency. It has therefore been assumed that the
power factor associated with flow on aline is 095 and that an arbitrary line loss of
5 MW is added to the actua demand at the load bus. The load point indices shown
inTable 6.14 arelisted below.



Table6.15 Load point indices

Capacity

geideyD 002

Freguency £ : available g by, ELC EENS EDLC
Sate Elementsout  Probabilityp; __ (occtyr) MW Py (hours) (Mw) (Mw) NLC Mwh) ____(houry)
\ - 0.85692158 18.85227476 140 0O 39818 0] 0] 0 0 0]
2 Gt 003462309  4.15477080 120 0] 73.00 0 0] 0] 0] (0]
3 G1, Gt 0.00052449  0.11436062 100 1 40.18 15 1.7154 0.11436 68.92 4.5454
4 G, G2 0.00364454  0.63414996 0 1 50.34 25 15.8537 0.63415 79808  31.9262
5 GI1,L1 0.00012648  0.15329376 120 o 7.23 o o 0] o 0]
6 Gl,L2 0.00015810  0.19145910 86 1 7.23 29 5.5500 0.19142 40.13 1.3850
7 GL L3 0.00011857  0.11774001 95 1 8.82 20 2.3548 0.11774 20.77 10387
8 G2 0.09020227  6.85537252 110 1 115.26 5 34.2769 6.85537 3980.76 790.1719
9 G2,G2 0.00237374  0.30858620 80 1 67.38 35 10.8005 0.30859 727.74 20.7940
10 G2, Li 000032951  0.38783327 110 1 744 5 19392 0.38783 14.43 2.8864
1 G2, L2 0.00041188  0.48438029 86 1 7.45 29 14.0470 0.48438 104.65 3.6081
12 G2, 13 0.00030891  0.29115559 9% 1 9.23 20 5.8631 0.29316 54.12 2.7061
13 L1 0.00313030  3.48402390 140 0] 7.87 0 0 0] 0] 0
14 L1,12 0.00001430  0.03150290 60 1 3834 55 1.7327 0.03150 6.90 0.1253
15 LI.L3 0.00001072  0.02128992 95 1 441 35 0.7451 0.02129 329 0.0939
16 L2 0.00391288  4.35112256 86 1 7.88 29 126.1025 4.35112 993.69 34.2768
17 L2,L3 0.00001340  0.02659900 0 1 441 110 29254 0.02660 12.90 0.1174
18 L3 0.00293466  2.62652070 9% 1 9.79 20 525304 202052 51427 _257Q76
274.441 16.444 7310.65 919.4327
D ::% x 8760

FLC = expected load curtailed " EENS = expected energy not supplied

NLC = expected number of load curtail ments EDI.C = expected duration ofload curtailment
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Annualized |oad point indices a Bus 3

Basic values

Probability of failure

Frequency of failure

Expected number of curtaiiments

Total
Isolated
Expectedload curtailed
Total
Isolated
Expected energy not supplied
Totd
Isolated
Expected duration of load curtailment
Total
Isolated
Maximum values
BusNo. 3
Maximum load curtailed
Condition
Probability
Maximumenergy curtailed
Condition
Probability
Maximum duration of load curtailment
Condition
Probability
Average values

Averageloadcurtailed

Average energy not supplied

Average duration of curtailment

0 1

"

%

1

f

1]

0.10495807
16,444 fryr

16444
0.0266

274.44 MW
293 MW

7310.65 MWh
12.90 MWh

919.43 hours
0.12 hour

1HOMW

L2 and £3 out
0.00001340
3980.76 MWh
G2 out
0.09020227
790.17 hours
G2 out
0.09020227

27444
16.444

16.69 MW /curtailment

7310.65
16.444

444,58 MWh /curtailment

919.43
16.444

55.91 hours/ curtailment

Theindividual load point indices can be aggregated to produce a st of system
indices which can provide an overall asssssment of the system adequacy. The list

of system indicesisgiven in Table 6.16.
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Table 6.16 Annualized sysem indices

Basicvalues
Bulk power interruption index
Bulk power supply average MW curtailment/disturbance
Bulk power energy curtailment index
Modified bulk power energy curtailment index
Average values
Average number of curtailments/load point
Average load curtailed/toad point
Average energy curtailed/load point
Average duration of load curtailed/load point
Average number of voltage violations/load point
Maximum values
Maximum system load curtailed under any contingency condition

These indices can be caculated for the three bus system as follows:

T o F, (6.32)
Bulk power interruption index = 2<%
Lg
214 44
=- / 7
110 MW/ MW-yr
where Lg 1s the totalsystem |oad.
Bulk power supply average _ “kZjexo Lk 7 (6.33)
MW curtailment/disturbance ~ % st
27444 .
= Basa - 16.6894 MW/ disturbance
£, 5., 60L, D, F, (6.34)
Bulk power energy curtailment index =—~< — MK
]
_ 60 x 7310.65
- 110
= 3732.33 MW-min/ MW-yr
=62.21 MWh/MW-yr
Modiified bulk power I T L DiF; (6.33)
energy curtailment index 8760 L
= -131065 _ 00758681

~ 8760 x 110
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The bulk power energv curtailment index has also been designated as the
severity index The "ial unsupplied energy expressed in MW-minutes is divided
by the pesk system load in MW. Severity is therefore expressed in syslem minutes.
One system minute is equivatent to one interruption of the total sysem load for one
minute at the time of system peak. It does not represent areal system outage time
because the interruption need not occur at the time of system peak |oad.

Average number of curtailments/load point = V. V. F./C (6.36)
A"jexy
_leaa

1
where C isthe number of load points, i.e. 1 in the present example.

Average load curtailed/load point = 3" Y L,.F,/C (6.37)
K jexp
- 27‘:'44 = 274.44 MW /yt
Average energy curtailed/load point = 3" > L, D, F,/C (6.39)
K jexy
=73 ’?‘65 = 731Q.65 MWh/yr
Average duration of load curtailed, load point=3" 3" D,./C (6.39)
K jexy
= 9943 _g1943h/yr
Average number of voltage violations _ <~ <~ ./~ m
load point peryT ~4: ; re {640)
je

The average number of voltage violations/load point is determined in those
dudies in which a load flow is performed for each contingency and acceptable
voltage levels are defined for each load bus.

Maximum system load curtailed under any contingency condition
“Max{ Tl Sl Ly | (6:41)

= 110 MW for L2, L3 out, Probability = 0.00001340
Maximum system energy not supplied under any contingency condition
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=Max | ¥ LDy - LDy 3. Ly Do | (6.42)
LK K J
= 3980.76 MWh for G2 out, Probability = 009020227

6.7 Application to practical systems

At the present time there isno consensus within the e ectric power industry on what
conditutes a complete st of adequacy indices for composite system reliability
evaluation. The sdection depends on the use to be made of the indices. Tables 6.14
and 6.16 provide a comprehensive lig which can be used in a wide range of
applications. The two sats of load point and system indices do not replace each
other, they complement each other. The load point values are extremely valuable
in system design and in comparing aternative configurations and system additions.
They areaso useful asinput indicesin thereliability evaluation of the distribution
system which is fed by the relevant bulk supply point. The overall system indices
are useful to management and to the system planner as overal adequacy indices
which indicate the ability of the system to satisfy itsload and energy requirements.
The sygem shown in Fig. 6.2 is a relatively simple system in which al the
calculations can be done by hand without too much difficulty. Thisis not the case
in larger sysems In these cases, it is hecessary to develop a digital computer
program to perform the necessary computations. The application of these concepts
and Equations (6.11) to (6.42) to amulti-load point system isillustrated using the
system shown in Fig. 6.4. The transmission line data are shown in Table 6.17.
Theload variation curve is approximated by astraight linejoining the 1.0 peak
level at zero probability value and the 0.4 peak level at unit probability value.
Load probability seps.

—— it

3

Fig. 6.4 Five-bus compostion sysem: — Base cass — Added branches
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Table 6.17 Transmussion line data
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Susceptance  Failure rate  Probability of

Line Length tmiles)  Impedance ip.u; (hi2i vy failure
1.6 3 0.0342 +;0.1800 06.0106 1.5 0.001713
27 I 0.1140 + j0.6000 0.0352 5.0 0.003710
a 1)) 0.0912 + j0.4800 0.02S2 4.0 0.004568
158 20 0.0228 + 40,1200 0.007! 10 0.001142
Line dara
Lines are assumed t be 795 ACSR 54 7.
Current carrying capability - 374 A =071 p.u.
Failure rate = 0.05 fatiures year mile.
Fapectad repar duration = 10 hours.
100 090 o080 070 060 050
{10 steps)
040 030 020 ©0.10 00

The generation and load data are shown in Table 6.18.

The probability and frequency of failure at each bus for a variety of cases are
shown in Table 6.19. These values are annualized results for a peak load of 155
MW. Case 1 isthe base case and all further cases are variations from this base. It

Table 6.18 Generation and ioad data

Failure Repair
Bus No. of Capacity o/ Total bus capacity  Type of rate/unit rate’unit  Probability
Ve units  each unit MW} units (fiei (rivr) of outage
1 4 20 80 Thermal 1.1 73 0.013
2 7 5 130 Hydro 05 100 0.005
{ 15 Hyvdro 0.5 100 0.005
4 20 Hydro 05 100 0.005
Swing bus: {

{Ifbus i is isolated from the network due to an outage condition. bus 2 is selected as the swing bus

Peak Generation " Voltage limits (p.u.}
load Power allowred under
Bus rM¥W,  factor peak load (MW V4R himits (WAR) Max. Min.
i 0 — Swing bus -20 to +20 1.05 097
2 20 i.0 no -10to 40 1.05 097
3 85 10 — — 1.05 0.97
4 40 10 — — 105 097
5 10 10 — — 105 097
155

Base MVA = 100

BaekV=] 18




Table 6.19 Load point failure probability and frequency

_Ca$ -

Description
Basecase
Vinin = 1.0 p.U.
Vigin= 0.95 p.u.
Singleoutages
Line 7 added
Lines7&8added
Load model

Common cause

X NOOPWN -~

Probability

onLines 1&6

Bus2

Frequency
(S5

Bus3

Bus4

Bus 5

Probability

Frequency

(f4r)

. Probability

Frequency
(fiyr)

Probability

Frequency
(tiyr)

0.00000255
0.00000255
0.00000255
0.00000000
0.00000254
0.00000000
0.00000070
0.00005887

0.00453407
0.00453407
0.00453407
0.00000000
0.00452107
0.00000000
0.00125053
0.03943445

0.00898056
0.00899418
'0.00898056
0.00796343
0.00007250
0.00006452
0.00142480
0.00916632

8.19758380
8.22173140
8.19758380
7.15040730
0.12877826
0.11465395
1.31727910
8.35201140

0.00562033
0.00674003
0.00003092
0.00497714
0.00003075
0.00003071
0.00165222
0.00567706

5.12946780
6.15209210
0.05481900
4.46247200
0.05455766
0.05452625
152729250
5.16676540

0.00671280
0.00672642
0.00113700
0.00597257
0.00116441
0.00003184
0.00255386
0.00676832

610382120

6.12796880
105332000
5.35894810
1.11306940
0.05653558
2.35650470
6.13931290

g iaadwyd 902
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can be seen that Bus 2 is both ageneration and doad bus and thigiroves to bethe
mostreliabie load bus in thenetwork. Bus 3 isconnected directly to Bus 1 by two
transmission lines on separate circuits. Bus 4 is supplied by two lines while Bus 5
issupplied by asingle circuit. Theindices at Bus 2 are insensitive to the ability to
relax theacceptablevoliage at aload bus, asBus2 isalsoagenerating bus. Similarly
those at Bus 3, which is strongly connected to a generating bus, are virtually
insensitive. Ontheother hand, Bus4 and Bus5 areextremely sensitivetothevalue
of acceptable voltage at the load point. As in the previous example, up to two
independent outages are considered in the base case and in cases 2 and 3. Case 4
illustrates the indices when only single outages are considered. The results in this
case are not very different from the base case due to the configuration and voltage
conditions in the system. This may not betruein other casesand even for this system
a lower load levels. The addition to the system of line 7 (case 5) makes a
considerabledifferencetotheability inmaintai ningacceptabl evoltageand supply-
ing the ioad at Bus 3, 4 and 5. When both lines 7 and 8 are added to the base case
(case 6), the load point indices are improved at each bus and particularly those at
Bus 5 which now has atwo-line supply and acceptable voltage support.

Case 7 givesthe load point indices when the loads are represented by a straight
line for the annual period extending between the 100% to the 40% load levels. The
load-carrying capability was examined using 10 equal steps as defined in the above
data. The indices in this case should be referred to as annual indices and not
annualized indices asthey represent the entire annual period.

Case 8 showsthe effect on the system of having lines 1 and 6 on acommon
tower configuration where they are susceptible to acommon cause outage. It was
assumed that the common cause outage rateis i, = 0.15 f/yr. It can be seen that
this change in system design has a significant impact on the busindices. Thisis, of
course, avery smal system and the effects will vary from system to system. Table
6.20 shows a comptlete st of load point results for the base case which includes all
theindiceslisted in Table 6.14. Table 6.21 shows a complete st of system results
for the basecasewhichincludesall theindiceslisted in Table 6.16.

The impact on the system indices for three of the cases shown in Table 6.19 is
shown in Table 6.22. The inclusion of a common-cause outage condition [14] on
two of the major circuits is clearly seen to have an incremental effect on all of the
overall indices. On the other hand the addition of two extra lines (7 and 8) to the
system improves condderably the overdl system indices. This effect is quite
dramatic in such a amdl system.

The reaults given in this section were obtained using a specific computer
program. They have been included in order to demonstrate the application of these
techniques to a practical system and to illustrate the type of results that can be
achieved. The cases considered illustrate the need for sensitivity studies during
system design. The use of other programs with the same system data may produce
somewhat different results depending upon the assumptions and approximations
inherent in the program.
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Table 6.20  Apnualized load point indices -base case

Fail No. of (wmzlmemv Load (ulta:led Energy curtailed Duration
al ure e e e = e ——— i e ———. e e —

Failure frequency (MW) (MW) (MWh) (MWh) (hours) (hours) Volrage
_Bus__probability () Total __ Isolated  Tod  Isolated Total Isolated  Totl  lsolated _violations
2 0.00000255 0.00453407 000 0.00 0.01 0.00 0.07 0.00 0.02 0.00 000
3 000898056 8.19758380 314 0.00 49.14 0.00 448.72 0.00 29.78 0.00 507
4 000562033 5.12946780 004 0.01 0.60 040 295 19 0.22 0.05 510

_.> 000671280 610382120 105 104 1043 1041 9908 9898 9% 990 6.10
(A) MaX|mum Ioad curtalled (M] () (B) Maximum energy curtailed (MEC)
_Bus _ Mc _(MV‘,O._.,_.._....f.’.’..‘.’i‘.ﬁf.f!’.’.’f’ff‘.’.’.’.. Probab"'z_y._,._ ............. Bus ___ MEC (W) _ Ouage condition _Probability
2 3.2258 L1, L6,out 0.00000260 1 15.9130 L1, L6, out 0.00000260
3 85.0000 L1, 12, out 0.00000850 3 420.1354 L1, L2, out 0.00000850
4 40.0000 L2, 1A, out 0.00000570 4 197.6550 12,14, out 0.00000570
5 100000 L5  out 000111520 B B89 LS out 00011520
(C) M aX| mum durail on of Ioad curtaJ I ment M DLC) (D) Averagebusindices
Load curtailed Energy not Duration of
_Bus __ MDLC (hours)  Outage condition __ Probability __Bus (MW supplied (MWh) _ curtailment (hours)
2 4.9330 L1, Le6,out 0.00000260 2 3.226 15913 4933
3 9.6339 L1, out 0.00167270 3 15.664 143.039 9.132
4 4.9428 L1, 12, out 0.00000850 4 13.331 65.874 4941
5 96286 L5, out 000111520 5 o 9900 94064 9.502
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Table 621 Annualized system indices—base Case

Basic values
Bulk power interruption index = 0.38824 MW/MW-vyr
Bulk power energy curtailment index = 3.55366 MWh/yr

Bulk power supply average MW
curtailizent index
Modified buik power energy

14.39039 MW/disturbance

curtailmentindex =_0.00040567 o
Severity index =213.219 systern minutes

Averagevalues

Av. no. of load curtailment/load pt./year = 1.0399]
Av, no. of voltage violations/load

pt./year =4.06504
Av. load curtailed-load pt./year = 1504432 MW
Av. hours of load curtailment load
pt./year =_9.99494 hours
Av. energy curtailed/oad pt./year = 137.70422 MWh
Maximum values
Max. load curiailed Outage condition - Probability
90.48MW L2, Léout 0.00000851
Max. energy-curtailed Outage condition Probability
44721 MWh L2, L6 out 0.00000851

Table 6.22 Comparison of basic annualized system indices

Base case with
common Cause

Base case with /ines

Base case outages 748 added
Cased—Table 6,19 Case &—Table 6.19 Case 6—Tables. /9
Bulk power interruption 0.38824 0.40596 0.00627
index (MW/MW-yr)
Bulk power energy 355366 3.74458 0.03085
curtailment index
{(MWhiyr)
Bulk power supply average 14.39039 14.51102 14.5687
MW curtailment index
(MW/disturbance)
Modified bulk power energy 0.00040567 0.00042746 0.00000352
curtailment index N
Severity index (system- 213219 224.675 1851

minutes)
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6.8 Data requirements for composite system reliability evaluation

6.8.1 Concepts

The evauation of acompodte system including both generation and bulk transmis-
donisavery complex problem. The datarequired to analyze this problem can be
divided into two basic parts as shown in Fig. 6.5. In asimplistic sense, these two
reguirements can be considered as deterministic data and stochastic data.

6.8.2 Deerminigic data

This data is required at both the sysem and at the actual component level. The
component data includes known parameters such as line impedances and suscep-
tances, current-carrying capacities, generating unit parameters and other similar
factors normally utilized in conventional load flow studies. This is not normally
difficult to determine as this data is used in a range of studies. The system data,
however, is more difficult to gppreciate and to include and should take into account
the response of the system under certain outage conditions. An example of this
would occur if oneof thelinesbetween Buses 1 and 3in Fig. 6.4 suffered an outage;
would the loading on the remaining line be such that it would be removed from
sarvice, would it carry the overload, or would some remedia action be taken in the
sysem in order to maintain overdl system integrity? This data is extremely
important in a compodte reliability study. The computer modd must behave in the
sameway astheactua system or theresultsarenot appropriate. Thisisanimportant
agpect in compositesystem reliability eval uation and isaproblemthat hasnot been
properly recognized up to this time.

Deta requirements

1

1 |
Deterministic Sigchastic
1 : ]
Systam Companent Component System
data data data data

Fig. 6.5 Data reguirements
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6.8.3 Stochastic data

The stochastic data can again be divided into two pans. component and system
data. The component requirements pertain to the failure and repair parameters of
the individual elements within the system. This data is generally available. There
isalsoc aneed to consider and to include system events which involvetwo or more
components. Thistypeof dataissystem specificandwill usually haveto beinserted
as a second and third leve! of data input in an overal composite system reliability

analysis. System dataincludesrelevant multiple failuresresulting from common

transmission lineconfigurationsor station-induced effects.
The different types of outages can be categorized as foliows
{a) independent outages,
(b) dependent outages,
(c) common cause or common mode outages,
(d) station originated outages.

6.8.4 Independent outages

Independent outages are the easiest to deal with and involve two or more elements.
They are referred to as overlapping or smultaneous independent outages. The
probability of such an outage is the product of the failure probabilities for each of
the elements. The basic component model used in these applications is the simple
two-state representation in which the component is either up or down.

Therate of departure from acomponent up-state to its down-state is designated
asthe failurerate X. The restoration process from the down-state to the up-state is
somewhat more complicated and is normally designated by the repair rate u. The
restoration of a forced outage can take place in several distinct ways which can
result in a considerable difference in the probability of finding the component in
thedown-state (usually designated asthe unavailability). Some of theserestoration
processes are
(8 high speed automatically re-closed;

(b) slow gpeed automatically re-closed;
(c) without repair;
(d) with repair.

These processes involve different values of outage times and therefore differ-
ent repair rates. The state space diagram for a two-element configuration consider-
ing independent failures is shown in Fig. 6.6. In addition to forced outages, the
component may also be removed from service for a scheduled outage. The sched-
uled outage rate, however, must not be added directly to the failure rate as scheduled
outages are not random events. For instance, the component is not normatly-
removed for maintenance if the actual removal results in customer interruption.
These agpects and features are discussed in more detail in Chapter 8 in connection
with the reliability evaluation of transmission and distribution networks.
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Fig. 6.6 Badc simultaneous independent failure model

Most of the presently published techniques for composite system reliability
evaluation assume that the outages constituting a contingency situation are inde-
pendent.

6.85 Dependent outages

As the name implies, these outages are dependent on the occurrence of one or more
other outages. An example is an independent outage of one line of a double circuit
followed by the removal of the second line due to overload. These outages are not
normally included in the reliability evaluation of composite systems and require
appreciation of system datain addition to individual component data

6.8.6 Common mode outages

As stated in Section 6.8.4, the probability of occurrence of an event consisting of
two or more simultaneous independent outages is the product of the individual
outage probabilities. If the probabilities of the individual outages are low, the
product can become extremely small. The probability of a common cause outage
resulting in a similar contingency event can however be many times larger. The
effect of these outages on bus reliability indices can therefore be sigmificant
compared with the effect of second and higher-order independent outages.

A common cause outage is an event having an external cause with multiple
failure effects where the effects are not consequences of each other. The most
obvious example of a common cause outage is the failure of a transmission tower
supporting two or moretransmission circuits [ 14]. Thisevent can be compared with
the outcome for a similar configuration but one in which the two circuits are on
separatetower structures and possibly separated physically by quitealarge margin.
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Fig. 6.7 |EEE model—a common mode outage model

The Task Force on Common Mode Outages of Bulk Power Supply Facilities
inthe IEEE Subcommittee on the Application of Probability Methods suggested a
common mode outage model for two transmission lines on the same right of way
or on the same transmission tower. This model, shown in Fig. 6.7, is basicaly
similar to that shown in Fig. 6.6, except for the direct transition rate .. from state
| tostate 4. Thismodel assumesthat the same repair process applies for all failures
inciuding common cause failures. Various other possible common cause outage
models have been described and analyzed {14] and these are described in more
detail in Chapter 8.

6,87 Station originated outages {15}

The outage of two or more transmission elements not necessarily on the same right
of way and/or generating units can arise due to station originated causes. Station
originated outages can occur due to a ground fault on a breaker, a stuck breaker
condition, a bus fault, etc., or acombination of these outages. Such outages have
been previously accounted for in the line and/or generator outage rates by combin-
ing these outages with independent outage rates. Such atreatment cannot, however,
recognize a situation in which more than one element of the system is simultane-
ously out because of asingle event in theterminal station. It is, therefore, necessary
to consider [ 13, 17] these outages as separate events. The effect of station originated
outages in composite system reliability has not been extensively analyzed and can
have an appreciable effect on load point reliability indices. The impact of these can
be clearly seen in the station shown in Fig. 6.8.

It can be seen from the configuration shown in Fig. 6.8 that a ground fault on
breaker 901 would open breakers 902 and 907 and hence isolate four generating
units from the system. This type of event is not normally included in ether
generating capacity or composite system reliability studies. The duration of the
outage in this case, however, might not be associated with the repair of bresker 901
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Fig 6.8 Squaw Rapids Generating Station configuration in the Saskatchewan Power Corporation
System

but simply with the switching action required toremovethebreaker fromthe system
and regtore the four units to system service. It becomes important therefore to
recognize that restoration in the case of terminal station faults may not involve
repair directly but may be by switching action, and therefore a different mode is
required. Figure 6.9 shows a possible model which includes both common mode
and dtation related events. .

Thedaetransition diagram shownin Fig. 6.9 illustratestwo possiblecommon
mode failure events characterized by #.; and .,. These events are physicaly
different. Inthefirst case, repair followsthe same process as the independent event,
while in the second case repair is by a common mode repair process. Either one or
both may exist in aparticular situation.

1 Down | Hean] 1UR 1M o ! Down
2Down | X\, 2Up A, | 2 Down
Hy My
5 1 &
/ \2
[ Down 1Up
2Up 2 Down
2 3
* | 5
1 Down

Ay ™M 2 Down L

Fig. 6.9 Genera mode! for common cause, independent and station associated events
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Station A Station A

Line 2 tinel] Line 2

Station B Station C StationB
iai (b)

Fig. 0. 10 Two-line configurations

It isimportant to appreciatethedifferent impact that common mode and station
originated events can have on the system transmission components. Figure 6.10
shows two line configurations. Lines t and 2 in Fig. 6.10(a) start at station A and
terminate at two different stations B and C. These two lines may be removed from
service by two overlapping independent failures or by asingle element failurein
station A. Thetwolinesin Fig. 6.10(b) both terminate at station B. Inthis case one
additional outage cause can result; the two lines may be removed from sarvice by
acommon mode failureif the lines are on acommon tower structure or acommon
right of way. All these factors must be included for a comprehensive anadysis of a
composite system and it appears that the most suitable way is to input them as
separate levels of component and system data.

The stochastic data requirements for composite system reliability therefore
include both individual component parameters and higher levels of data which
invol ve more than one component and may be system specific.

It appears that there is arelatively large amount of data related to individual
component outages. Many companies have set up or are in the process of setting
up comprehensive outage data collection procedures which should provide indi-
vidual component outage data with an acceptable level of confidence. This is not
the case in regard to common mode, dependent and station associated failures.
Increased awareness. however, of the necessity for such data by virtue of the need
to conduct overall system adequacy studies should lead to better and more enhanced
data collection.

6.9 Conclusions

Composite system reliability evaluation in a practical configuration is a complex
problem {16]. It involves a physica appreciation of how the actual system would
perform under outage conditions and dso aredistic awareness of what the calcu-
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lated indicesrepresent and do not include. The domain within which the application
and therefore indices lie is very clearly adequacy evauation. It is important
therefore that the evaluated indices be interpreted strictly from that point of view
and not be given aphysical significance which does not exist. The individual load
point indices and the system indices are both valuable. They do not replace each
other; they complement each other and serve two entirely different functions.
Thisareaof power systemreliability eval uation isprobably the least devel oped
and aso one of the most complicated. In view of the environmental, ecological,
societal and economic constraints faced by most eectric power utilities it is
expected that this area will receive considerable attention in the next decade.

6.10 Problems

1 Consider Problem 7 of Chapter 2. Calculate the annual loss of load expectation for this
problem using the conditional probability approach. Use Equation (6.6).
2 Consider the system shown in Fig. 6.11.
System data
Generating stations
1. 4x 25 MW units X = 2.0 fiyr

u =980 rlyr
2. 2x40 MW units X = 3.0 fiyr
U=57.0rlyr
Loads
A-80 MW
B-60MW

Transmissionlines
1 X'=4f/yr.,r=8 hrs

Load Carrying Capability (LCC) = 80 MW
2. X=5flyr,r=8hrs, LCC=60MW
3. X =3flyr,r=12hrs, LCC =50 MW

Calculate an appropriate st of indices at load points A and B and for the system.
Assume that the loads are constant at the values shown, for aone-year period and that
the transmission 10ss is zero. In calculating the composite system adequacy indices.
consider up to two simultaneous outages and assume that all load deficiencies are
shared equally whenever possible. Thereader should investigatethe effect of including
higher order simultaneous outages in the generating system.

@ @“‘*

Fig.6.11

P
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Load 1

rig. 6.12

-

2

Consider the system shown in Fig. 6.12.

4 w—

Load 2

Generationdata
Unit capacity
Plam No. ofunits (MW) A frr W irir)
A 3 25 2 98
B 2 30 4 46
Transmission line data
Load carrying capabiliry
Line A (f5r r (hours) (MW)
\ 2 12 50
2 5 15 100
3 4 12 50
4 3 15 0
Load data
Loadpoint  Load (MW)
1 60
2 40

Assume the load to be constant over the year.
(a) Caculate an gppropriate s&t of indices for the system considering only the genera

tion and load data.

(b) Calculate the probability and frequency of load point failure using the approach
shown in Tables 6.10 and 6.11 respectively.
(c) Cdculate the probability and frequency of load point failure as shown in Table

6.13.
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6.11

(d) Calculate a complete set of annualized load point and system indices for this
configuration using the results obtained in part (c).

() Repet parts (c) and (d) for the case in which an identical line is placed in parallel
with line 2.

(f) Repeat part (€) if the two pardle lines have a common mode failure rate of 0.5
fiyr.
In caculating the composite system adequacy indices in parts (c), (d) and (e),
consider up to two simultaneous outages and assume that all load deficiencies are
shared equally whenever possible. '
The reader should investigate the effect in parts (c), (d), (€) and (f) of including
higher order smultaneous outage probabilities in the generating system.
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7 Distribution systems—basic
techniques and radial networks

7.1 Introduction

Over the past few decades distribution systems have received considerably less of
the attention devoted to reliability modelling and evaluation than have generating
systems. The main reasons for this are that generating stations are individually very
capital intensive and that generation inadequacy can have widespread catastrophic
consequences for both society and its environment. Consequently great emphasis
has been placed on ensuring the adequacy and meeting the needs of this part of a
power system.

A distribution system, however, is relatively cheap and outages have a very
localized effect. Therefore less effort has been devoted to quantitative assessment
of the adequacy of various alternative designs and reinforcements. On the other
hand, analysis of the customer failure statistics of most utilities shows that the
distribution system makes the greatest individual contribution to the unavailability
of supply to acustomer. Thisisillustrated by the statistics [1] shown in Table 7,1,
which relate to a particular distribution utility in the UK. Statistics such as these
reinforce the need to be concerned with the reliability evaluation of distribution
systems, to evaluate quantitatively the merits of various reinforcement schemes
available to the planner and to ensure that the limited capital resources are used to
achievethegreatest possibleincremental reliability andimprovementinthe system.

Several other aspects must aso be considered in the need to evaluate the
reliability of distribution systems. Firstly, although agiven reinforcement scheme
may berelatively inexpensive, large sums of money are expended collectively on
such systems. Secondly, it is necessary to ensure a reasonable balance in the
reliability of the various constituent parts of a power system. 1.e. generaucn.
transmission. distribution. Thirdly, a number of alternatives are available to the
distribution engineer in order to achieve acceptable customer reliability. including
alternative reinforcement schemes, allocation of spares, improvements in mainte-
nance policy. alternative operating policies. It is not possible to compare quantita-
tively the merits of such alternatives nor to compare their effect per monetary unit
expended without utilizing quantitative reliability evaluation.

These problems are now fully recognized and an increasing number of utilities
[2, 3] throughout the world are introducing and routinely using quantitative
220
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Table 7.1 Typical customer unavailability statistics {1}

Average unavailability per
customer vear

Contributor (minutes) (%)
Generation/transmission " 05 05
132 kV 2.3 24
66 kV and 33 kV 80 83
It KV and6.6kV 58.8 60.7 e -
Low voltage 11.5 11.9
Arranged shutdowns 157 16.2
Total %38 minutes  100.0

reliability techniques. Simultaneously, additional evaluation techniques are con-
tinuously being devel oped and enhanced, asshown by therapidly growing number
of papers being published [4, 5] in this area.

It isnot easy to identify theyear in which interest developed in quantitative
reliability evaluation of distribution systems because the techniques used initially
were based with little or no modification on the classical methods of series and
parallel systems. Thegreatest impetus, however, wasmadein 1 964-65,whenasst
of papers [6, 7] was published which proposed a technique based on approximate
equationsfor eval uatingtherateand durati on of outages. Thistechniquehasformed
the basis and starting point of most of the later and more modern developments.

Since these initial developments, many papers have been published which
have considerably enhanced the basic techniques and which permit very redlistic
and detailed modelling of power system networks. The available papers are too
numerous to identify individually and the two bibliographies [4, 5] should be
studied to ascertain thisinformation. together with the references given in Chapters
g-10.

The techniques required to andyze a distribution system depend on the type
of system being considered and the depth of analysis needed. This chapter is
concerned with the basic evaluation techniques. These are completely satisfactory
for the analysis of simple radial systems. Chapters 8 and 9 extend these basic
techniquesto the evaluation of parallel and meshed systems and to the inclusion of
more refined modelling aspects.

7.2 Evaluation techniques

Aradial distribution system conssts of asat of series components, including Ifnes,
cables, disconnects (or isolators), busbars, etc. A customer connected to any load
point of such a system requires al components between himsdlf and the supply
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|«
Supply e X% A X B X

I .2 13

Fig. 7.1 Simple 3-lead point radid system

point to be operating. Consequently the principle of series systems discussed in
Section 11.2 of Engineering Systems can be applied directly to these systems: it
was shown that the three basic reliability parameters of average failure rate, *,,
average outage time, r,, and average annual outage time, U, are given by

. 7.1
= z Ay 7h
U= Y A7, (7.2)
_ b;_ ZAL (7.3)
T, Ih,

5

Consider the simpleradia system shown in Fig. 7.1. The assumed failurerates
and repair times of each line A, B and C are shown in Table 7.2 and the |0ad-point
reliability indices are shown in Table 7.3.

Thisnumerical exampleillustrates the typical and generally accepted feature
of aradial system—that the customers connected to the system farthest from the
supply point tend to suffer the greatest number of outages and the grestest unavail-
ability. Thisis not auniversal feature, however, aswill be demonstrated in later
sections of this chapter.

The results for this example were evaluated using the basic concepts of
network reliability described in Chapter 11 of Engineering Systems and Equations
(7.1Y+7.3). This assumes that the failure of line elements A. B and C are simple

Table 7.2 Component data for the system of

Fig. 7.1
Line A (f/yvn r (hours)
A 0.20 6.0
B 0.10 50

C 0.15 80
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T.iklke 7> Load-point reliability indices for the system of Fig. 7.1
Load point A {f/vn) ry {hours) Uy (hours/yry
L1 0.20 6.0 1.2
L2 0.30 5.7 17
L3 0.45 ) 6.4 29

open circuits with no compound effects, i.e. the failure of line element C does not
effect L1 or L2. This is the same as assuming perfect isolation of faults on line
elementsA, B and C by thebreakersshown inFig. 7.1. These aspects are discussed
in depth in Section 7.4.

7.3 Additional interruption indices

731 Concepts

The reliability indices that have been evaluated using classical concepts are the
three primary ones of average failure rate, average outage duration and average
annual unavailability or averageannual outagetime. Theseindiceswill begenerally
referred to inthisbook only asfailurerate, outage duration and annual outagetime.
It should be noted, however, that they are not deterministic values but are the
expected or average vaues of an underlying probability distribution and hence only
represent the long-run average values. Similarly the word ‘average’ or ‘expected’
will be generally omitted from all other indicesto be described, but again it shouid
be noted that this adjective is always implicit in the use of these terms.

Although the three primary indices are fundamentally important, they do not
always give a complete representation of the system behavior and response. For
instance, the same indiceswould be evaluated irrespective of whether one customer
or 100 customers were connected to the load point or whether the average load at
aload point was 10 kW or 100 MW. In order to reflect the severity or significance
of a system outage, additional reliability indices can be and frequently are evalu-
ated. The additional indices that are most commonly used are defined in the
following sections.

732 Customer-orientated indices

(i) System average interruption frequency index, SAIF7
7.4

_ total number of customer interruptions _ = *V;
SAIF] = =
total number of customers served I'N,

where %; isthe failure rate and N, is the number of customers of load point i.
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(ii) Customer average interruption frequency index, CAIFI

r AIFL= total numberof customernterruptions (7.5)
R total number of customers affected

This index differs from SAIFI only in the value of the denominator. It is
particularly useful when a given calendar year is compared with other calendar
years since, in any given caendar year, not all customerswill be affected and many
will experience complete continuity of supply. The value of CAIF1 therefore is very
useful in recognizing chronological trends in the reliability of a particular distribu-
tion sysem.

In the application of this index, the customers affected should be counted only
once, regardless of the number of interruptions they may have experienced in the
yedr.

(ii1) System average interruption duration index, S4/DJ

sum of customer interruption durations _ * YiV; (7.6)
tota number of customers £EN.

f

SAIDI =

where U, isthe annual outage time and N, is the number of customers of load point i.

(iv) Customer average interruption duration index, CAIDI

- e SUM oOf customer interruption durations £ U/ N, (1.7)
CAIDI = : T = — : =
total number df customer interruptions  E AN,

where 4, is the failure rate, U, is the annual outage time and A, is the number of
customers of load point i.

(v) Average service availability (unavailability) index, AS47 (ASUI)

customer hours of available service
customer hours demanded

| N, x 8760 - £ UN, (7.8)
| N, x 8760

ASAl =

_ _ customer hours of unavailable service
ASUL=1-ASAI = customer hours demanded

I UN, ' (7.9)
"1 N;x 8760

where 8760 is the number of hours in a calendar year.
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7.3.3 Load- and energy-orientated indices

One of the important parameters required in the eval uation of load- and energy-ori-
entated indices is the average load at each |oad-point busbar.
The average load L, is given by

{at La:‘?‘;» (7.10)
where L, = peak load demand
' /= load factor '
w, ;. - total enerqy demanded in period of interest _ 4 (7.12)
0 Ly period of interest ~ 1

where E, and t are shown on the load—duration curve (see Section 2.3) of Fig. 7.2
and t isnormally one calendar yeer.
(i) Energy not supplied index, ENS

ENS = total energy not supplied by the sysem=Z L, ,U; (7.12)

where Ly; isthe average |oad connected to load point i.

(ii) Averageenergy not supplied, AENSor average system curtailment index,
ACI

AENS = total energy not supplied __ = LU, (7.13)
: total number of customers served LN,

(iii) Average customer curtailment index, ACCI

\CCl = energy not supplied (7.14)
7777 total number of customers affected

Fig. 7.2 {llustration of L,,, L, Egandt
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Thisindex differsfrom AENS in the sameway that CAIF1 differs from SAIFL.
It is therefore a useful index for monitoring the changes of average energy not
supplied between one calendar year and another.

734 System performance

The customer- and load-orientated indices described in Sections 7,3.2 and 7.3.3 are
very useful for assessing the severity of system failures in future reliability
prediction analysis. They can aso be used, however, as a means of assessing the
past performance of a system. In fact, at the present time, they are probably more
widely used in this respect than as measures of future performance. Assessment of
system performance is a valuable procedure for three important reasons:
(@ It establishes the chronological changes in system performance and therefore
helps to identify weak areas and the need for reinforcement.
(b) 1t establishes existing indices which serve as a guide for acceptable values in
future reliability assessments.
{c) It enables previous predictions to be compared with actual operating experi-
ence.
The evaluation of system performance indices can beillustrated by considering
a portion of a didtribution sysem having six load-point busbars. The number of
customers and average load connected to these busbars are shown in Table 7.4.
Assume that four system failures occur in one given calendar year of interest,
having the interruption effects shown in Table 7.5.
The information given in Tables 7.4 and 7.5 permits all the customer and
load-orientated indices to be evaluated as shown below:

ZNe 3100

SAIF = A = 00 0.775 interruptions/customer
| N 3100 . .

CAIFI= € =""Z" _\ 400 interruptions/customer affected
.-’\'a LLNY

Table 7.4 Details of the distribution system

Load point Number of customers. & Average load connected, L, {k#"
1 1000 5000
2 3600
3 600 2800
4 800 3400
5 500 2400
6 300 1800
Totd 4000 19000

—
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Tabie 7.5 Interruption effectsin a given calendar year

Number of Customer
customers Load Duraiion of hours Energy not
Interruption  Load point disconnected  curtailed. interruption,  curtailed, supplied.
case affected (N¢) Lo (kWD d thours; Ned Lod (kWhy
1 2 800 3600 3 2400 10800
3 600 1800 3 1800 8400
2 6 300 1800 2 600 3600
3 3 T 600 2800 1 600 2800
4 5 500 2400 15 750 3600
6 30 10 15 40 2700
Totd 3100 15200 6600 31900

Number of customers affected = 800 + 600 + 300 + 500 = 2200 = ¥,.

N4 6600
SAIDI =- SN 3100 1.65 hours/customer
= 99.0 minutes/ customer
2 N4 6600 , ,
CAIDI= TN, = 3700 = 2.13 hours/customer interruption

= 127.7 minutes/customer interruption

TN x8760 - N A 4000 x 8760 — 6600
TNx8760 4000 x 8760

=0.999812
ASUI=1-0.599812=10.000188
ENS =X L.d=31900kWh

ASAl=

AENS= ?\;vs -3% = 7.98 kWh/customer
ENS _ 31900 _
ACCl = N, = 3300 = 145 kWh/customer affected

A recent EPRI (Electric Power Research Institute) research project has estab-
lished [8] that the most frequently used indices for assessing system performance
were customer-related. The histograms[8] shown inFig. 7.3 illustrate the popular-
ity of the various performance indices among the utilities that responded to the
survey associated with the EPRI project.
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Fig. 73 Frequency of use of various per'formance indices
SAIDI Average interruption duration per customer served
SAIFI  Average interruptions per customer served
CAIDI Average interruption duration per customer interrupied
CA1F! Averageinterruptions per customer interrupted
ASA1 Customer hours available/customer hours demand
ALl Average connected kVA interrupted per kVA of connected ioad served

7.3.5 System prediction

In order to illustrate the evaluation of the customer- and load-orientated indices
during the assessment of future performance, known as system prediction. recon-
sider the system shown in Fig. 7.1 and theprimary reliability indicesshown in Table
7.3. Let the number of customers and average load demand at each busbar be as
showninTable7.6.

Table 76 Details of the system of Fig. 7.1

Load pain: Number Of cusiomers Average load demand ¢4 H';
L1 200 1000
L2 150 700
L3 !._(E 400
Total 450 2100

[V
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The customer- and load-orientated indices can now be evaluated as follows:

02 x200+03x 150+ 045 x 100
- 200 + 150 + 100

SAIFI

= 0.289 interruptions/cusiomer yr.

1.2 x200+1.7x 150 + 2.9x 100

SAIDI= 750

= 1.74 hours/customer yr.

2
CAIDI = 1.2x200+1.7x 150+ 2.9 x 100
0.2x 200+ 0.3 x 150+ 0.45 x 100
= 6.04 hours/customer interruption
-(1.2x2 . S .

agap 250X 8760 — (1.2 x 200 + 1.7 x 150 + 2.9 x 100)

450 x 8760
= 0.999801
ASUI = 1 - 0.999801
=0.000199
ENS = 1000 1.2+ 700 X 1.7+ 400 x 2.9
= 3550 kWhyr

3530
AENS = 250

= 7.89kWh /customer yr.

7.4 Application to radial systems

Many distribution systems are designed and constructed as single radial feeder
systems. There are additionally many other sysems which, although constructed
as meshed systems, are operated as single radial feeder systems by using normally
open points in the mesh. The purpose of these normally open points is to reduce
the amount of equipment exposed to failure on any single feeder circuit and to
ensure that, in the event of a system failure or during scheduled maintenance
periods, the normally open point can be dosed and another opened in order to
minimize the total load that is disconnected.

The techniques described in this chapter can be used to evaluate the three
primary indices and the additional customer- and load-orientated indicesfor al of
these systems. Additional techniques are required, however, if a more rigorous
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Fig. 7.4 Typicd radia distribution network

analysisisdedired of pardlel sysemsand systemsthat are meshed. These additional
techniques are presented in Chapter 8.

Congder now the sysem shown in Fig. 7.4. Thisis a single line representation
of the sysem and the following discusson assumes that any fault, single-phase or
otherwise, will trip al three phases

It is normally found in practice that lines and cables have a failure rate which
is approximately proportiond to their length. For this example let the main feeder
(Sections 1, 2, 3, 4) have afailure rate of 0.1 f’kmyr and the lateral distributors (a,
b, ¢, d) haveafailurerate of 0.2 f/lkmyr. Usingthese basic dataand the line lengths
givenin Table 7.7 givesthe reliability parameters also shown in Table 7.7.

Ifal component failuresareshort circuitsthen each failurewill causethemain
breaker to operate. If there are no points at which the system can be isolated then
each failure must be repaired before the bresker can be reclosed. On the basis of
this operating procedure, thereliability indices of each load point (A, B. C, D) can
be evaluated using the principle of series systems as shown in Table 7.8.

In this example, the reliability of each load point isidentical. The operating
policy assumed for this system is not very realistic and additional features such as
isolation, additional protection and transferable loads can be included. These
features are discussed in the following sections.

Table 7.7  Reliability parameters for system of Fig. 7.4

Component Length 7km) £t r (hours)
Section
1 2 0.2 4
2 ! 0.1 4
3 3 03 4
4 2 0.2 4
Distributor
a 1 02 2
b 3 0.6 2
c 2 04 2
d 1 0.2 2




Table 7.8 Reliability indices for the system of Fig. 7,4

Load pt D

Loadpr A Loadps B Loadpt C

Component X r U X r u X r U X r U
failure () (hours)  (hoursyr)  (f4r)_ (hours) ~(hoursyn)  fipy  (hours)  (hourshr) - (fy) - (hours) _(hoursiyr)
Section
1 0.2
2 0.1
3 03
4 0.2
Distributor
a 0.2 04 0.2

1
b 0.6 2 1.2 0.6
c 04 2 08 0.4
2
7

0.8 0.2
0.4 0.1
1.2 03
0.8 0.2

0.8
04
12
08

038 0.2
04 0.1
12 0.3
0.8 0.2

0.8 0.2
04 0.1
12 0.3
0.8 0.2

N NG
IOINGFNGN
TN NN
NN

04 0.2 0.4 0.2
1.2 0.6 12 0.6

2 04
. 2 _
08 04 2 08 04
2
7

1.2
08
04

60

RN
R NN

d’ 0.2 04 . 02 2 04 .02

] 02 2 04 02
Total 22 273 60 22 273

(where Aguat = £ A, Vo= £ Uand row= Z u /X X).

LET  FRIOAUNU [RIPR) PUR SENDILYI() 0SEG—SWMISAS uow GuasiO
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Table 7.9 Cugtomers and load connected to the system of Fig. 7.4

Load point Number of customers Average load connected (kW
A 1000 5000
B 800 4000
C 700 _ 3000
D 500 2000

If the average demand and number of customers at each load point is known,
the primary indices shown in Table 7.8 can be extended to give the customer- and
load-orientated indices. Let the average load and number of customers a A, B, C
and D be as shown in Table 7,9.

The additiond indices for this sysem can now be evaluated as

SAIFI = 2.2 interruptions/customer yr
SAIDI = 6.0 hours/customer yr
CAIDI = 2.73 hours/customer interruption
ASUI= 0000685  ASAI = 0.999315
ENS =840 MWhiyr AENS = 28.0 kWh/customer yr

7.5 Effect of lateral distributor protection

Additional protection is frequently used in practical distribution sysems. One
possibility in the case of the sysem shown in Fig. 7.4 isto indtdl fusegearat the
tee-pointineach lateral distributor. Inthiscaseashort circuit on alateral distributor
causesitsappropriatefuseto blow; this causesdisconnection of itsload point until
thefailureisrepaired but does not affect or cause the disconnection of any other
load point. The system reliability indices are therefore modified to those shown in
Table 7.10.

Inthiscasethereliability indicesareimprovedforall loadponts althoughthe
amount of improvement is different for each one. The most unreliable lcad point is
B because of the dominant effect of the failures on 1ts lateral distributor. The
additional indices for this system are:

SAIF = 1.15 interruptions/customer yr
SAIDI = 3.91 hourg'customer yr
CAIDI = 3.39 hours/customer interruption
ASULI = 0000446 ASAI = 0.999554
ENS = 54.8 MWh/yr AENS = 18.3 kWh/customer yr

¢ i g



Table 7.10 Reliability indices with lateral protection

Loadpt B

Load pt C

Loadpt A Loud pt B

X r U X r U X r U X I U
_Componentfailure _ (fiyr) __ (hours)  (hourslyr)  ¢f4n)_ (hours)  (hoursyr) - /v (hours)  (hoursyr) - (fiyr)  (hours) (hoursiyr)

Section

1 02

2 0.1

3 03

4 0.2
Distributor

a 02' 2 04
b 0.6 2 12

08
04
12
08

0.8 0.2
04 0.1
1.2 0.3
0.8 0.2

08 02
04 0.1
. 0,3
08 0.2

0.8 0.2
04 0.l

12 0.3
0.8 0.2

ANDDN
NG NIE NI N
-

N
I NG N NN
AN

04 2 0.8
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7.6 Effect of disconnects

A second or alternativereinforcement or improvement schemeisthe provision of
disconnects or isolators at judicious points aong the main feeder. Thee are
generaly not fault-breaking switches and therefore any short circuit on a feeder
il causesthe main breaker to operate. After the fault has been detected, however,
the relevant disconnect can be opened and the breaker reclosed. This procedure
alows restoration of al load points between the supply point and the point of
isolation before the repair process has been completed. Let points of isolation be
ingtalled in the previous system as shown in Fig. 7.5 and let the total isolation and
switching time be 0.5 hour.

Thereliability indicesforthefour load pointsare now modifiedtothose shown
inTable 7:11.

In this casg, the reliability indices of load points A, B, C are improved, the
amount of improvement being greeter for those near to the supply point and less
for those further from it. The indices of load point D remain unchanged because
isolation cannot remove the effect of any failure on this load point. The additional
customer- and load-orientated indices for this configuration are

SA1H = 1.15 interruptions/customer yr
SAIDI = 2.58 hours/customer yr
CAIDI = 2.23 hours customer interruption
ASUI = 000024 ASAI = 0.999706
ENS =352 MWh/yr AENS = 11.7 kWh/customer yr

7.7 Effect of protection failures

The reliability indices for each load point in Sections 7.5 and 7.6 were evaluated
assuming that the fuses in the lateral distributor operated whenever a failure
occurred on the distributor they were supposed to protect. Occasiondly, however.
theprimary protection systemfail sto operate. Inthese cases, theback-up protection
functions. In order to illustrate this aspect and its effect on the reliability indices.

Supely I 1 L2 3 ) 4
x 6! r I
e{ b < d
- | }

A s T 3}

Fig. 7.5 Network of Fig. 7.4 reinforced with disconnects and fusegear



Table 7.11 Reliability indices with lateral protection and disconnects

Component
Section
1
2
3
4

Distributor

failure

X

0.2
0.1
0.3
0.2

0.2

Loadpt A

4
05
05
05

U

038
0.05
0.15
0.1

04

0.2
0.1
0.3
0.2

0.6

ECR

X

Loadpr #

4
4

05
05

U
Lo (hours) | choursiyr) - (f7yr)  (hours)  (hourslyr)

0.8
04
0.15
01

12

(i).... .

0.2
0.1
0.3
0.2

04

IR

r
K hmu'.s‘)_

4
4
4
05

215

Loadpt C

(hours/yr)

0.8
04
1.2
0.1

0.8

t/
om

33

Load pt D

X

0.2
0.1
0.3
0.2

Je2
1.0 i ......

r

ADNAN

(

(hours)  (hor v oo

0.8
0.4
1.2
0.8

04

36

.-

ey
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Table 7.12  Reliability indices if the fuses operate with a probability of 0.9

Loadpr A Loadpr B Loadpt C Load pt D

Component X r U X r u X r U X r U
falwe __(hr) (0w (owsh) (7 (hows) (owsy) (/) _(hows) (owsy)  (fAm)_ (hows)  (roushy)
Section
1 0.2 4 0.8 0.2 4 0.8 0,2
2 0.1 0.5 0.05 0.1 4 04 01
3 0.3 05 0.15 0.3 0.5 0.15 0.3
4 0.2 0.5 0.1 0.2 0.5 0. 0.2
Distributor
a 0.2 2 04 0.02 0.5 0.01 0.02 0.5 0.01 0.01 05 001
b 0.06 0.5 0.03 0.6 2 12 0.06 0.5 0.03 0.06 05 0.03
c 0.04 0.5 0.02 0.04 05 0.02 04 2 0.8 04 0.5 0.02
d 0.02 0.5 0.01 0.02 05 0.01 0.02 0.5 0.01 0.2 2 04

0.8 0.2 4 08
04 O.l 4 04
12 0.3 4 12
5 0.1 0.2 4 0.8

eI JENIEN

T Y . 139_15() e 182 e A3 T aEs Tam IR T am T aes
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consider the system shown in Fig. 7.5 and assume that the fuses=ar operzizs with
a probability of 0.9, i.e. the fuses operate successfully 9 times ow of 10 when
required. In this case the reliability indices shown in Table 7.11 are modified
because, for example, failureson distributorsb, ¢ and d a so contribute totheindices
of load point A. Similarly for load points B, C and D, The contribution to thefailure
rate can be evaluated using the concept of expectation.

Failure rate = (failure rate’ | fuse operates) x P(fuse operates)
..... . *(failurerate | fuse fails) P(fuse fails)

4.0
- D
£ 38k
[ C
&
E 3'0\
§ a
2.5k
2 5
]
1.5¢ A
a1 4t I . J
0 0.2 04 0.6 0.8 1.0
Probability of successful operation
3.5
T
°
> a —14-
@ £ =
ek E
8L 13
| 3
YL 12 ¥
@ 3
22 Z
£33 4n
83
=10

0 02 04 .06 08 10
Probability of successful operation

fig. 7.6 Effect of protection faitures on load point indices
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Therefore the contribution to the failure rate of load point A by digtributor b is
falurerate=0x 09+ 06 x 0.1 = 006

The modified indices are shown in Table 7.12 assuming that dl failures can
be isolated within 0.5 hour.

The results shown in Table 7.12 indicate that the reliability of each load point
degrades as expected, the amount of degradation being dependent on the probability
that the fusegear operates successfully and the relative effect of the additional
failure events compared with those that occur even if the fuses are 100% reliable
in operation. This effect is illugtrated in Fig. 7.6, which shows the change in load
point annua outage time as a function of the probability that the fuses operate
successfully. In this figure, the unavailability associated with success probabilities
of 10 and 0.9 correspond to the results shown in Table 7.11 and Teable 7.12
respectively, and a success probability of 0.0 corresponds to the results that would
be obtained if the fusegear did not exist in the digtributors.

The additional customer- and load-orientated indices are

SAIFI = 1.26interruptions/customer yr
SAIDI = 2.63 hours/customer yr
CAIDI = 209 hours/customer interruption
ASU1 =0000300 ASAI=0.999700
ENS=359 MWh/yr AENS = 12.0kWh/customer yr

7.8 Effect of transferring loads

781 No redrictions on transfer

As described in Section 7.4, many distribution systems have open points i a
meshed configuration so that the system is effectively operated asaradial network
but, intheevent of asystem fail ure, theopen pointscan bemovedin order torecover
load that has been disconnected. This operational procedure can have a marked
effect on the reliability indices of a load point because loads that would otherwise
have been | eft disconnected until repair had been completed can now betransferred
onto another part of the system.

Consider the system shown in Fig. 7.5 and | et feeder section 4 be connected
to another distribution system through anormally open point asshowninFig. 7.7.
In this casg, the reliability indices of each load point are shown in Table 7.3
assuming that there is no restriction on the amount of load that can be transferred
through the backfeed.

The results shown in Table 7.13 indicate that the failure rate of each load point
doesnot change, that the indices of load point A do not change because |oad transfer
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w—r}x 1 , 2 , 3 . 4

Fg 7.7 Network of Fig. 7.5 connected to a normally open point

cannot recover any load logt, and that the greatest effect occurs for the load point
furthest from the supply point and nearest to the normally open transfer point.
In this case the additiond reliability indices are

SAIFI= 1.15 interruptions/customer yr
SAIDI = 180 hourg/customer yr
CAIDI = 1.56 hours/customer interruption
ASUI =0.000205 ASA1 =0.999795
ENS=25.MWh/yr AENS = 84 kWh/customer yr

782 Trande redrictions

Itisnot dwaysfeasibletotransfer al load that islost in adistribution system onto
another feeder through a normally open point. This restriction may exist because
the failure occurs during the high load period and either the feeder to which the
load is being transferred or the supply point feeding the second system has limited
capacity. In this case the outage time associated with afailure event is equal to the
isolation time if the load can be transferred, or equal to the repair time if the load
cannot be transferred. The average of these vaues can be evauated using the
concept  of expectation, since

outage time = (outage time | transfer) x P(of transfer)
+ (outage time ' no transfer) x P{ofno transfer)

As an example, consider the outage time of load point B of Fig. 7.7 dueto failure
of feeder section 1 if the probability of being able to transfer 1oad is 0.6; then

outagetime= 0.5 x 0.6 + 4.0 x 0.4 = 1.9 hours.

The complete st of reiability indices is shown in Table 7.14.
The additiona reliability indices are

SAIFI= 1.15 interruptions/customer yr
SAIDI =2.11 hourg/customer yr




Table 7. 14 Reliability indices with restricted load transfers

Component A

failure /A

r

Section
1 0.2
2 0.1
3 0.3
4 0.2

Distributor
a 0.2

4

05
0.5
0.5

U
(hours)  thoursiyr) (ilyr)

08
0.05
0.15
0.1

04

Loadpr A

0.2
0.1
0.3
0.2

0.6

A

19
4

0.5
0.5

Load pt B

U

0.38
04
0.15
0.1

12

(hours) _ (hoursryr)

0.2
0.1
0.3
0.2

0.4

Load pt ('

>e U
(hour§) )

1.9 0.38
1.9 0.19

4 12
0.5 Ol

A
(hotirsyr) (/)

0.2

0.1
03:
02 .

Loud pt1)

r U
(hours) —_(hourslyr)

19 0.38
1.9 0.19
19 0.57
4 0.8
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CAIDI = 1.83 hours/customer interruption
ASUI = 0.000241  ASAI =0.999759

ENS=29.1MWh/yr AENS = 9.7 kWh/customer yr.

The indices shown in Table 7.14 lie between those of Table 7.11 (no transfer
possible) and those of Table 7.13 (no restrictions on transfers). The results shown
inFig. 7.8illustratethevariation of load point annual outagetime asthe probability
of transferring loads increases from 0.0 (Table 7.11) to 1.0 (Table 7.13).

Annual outage time {hownlyr)

I} T P T P
1] 0.2 0.4 0.6 0.8 1.0

Probability of transferring load

z &

E =12 =
Eg; 5
! s o |
.ggg = g
£ =
g2t Z do ¥
gis 2
€88 dg «
ggs SAIFI

g

"0 o0z 04 06 68 10
Probability of transferring load

Fig. 7.8 Effect of transfer restrictions on load point indices
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it may be thought unrealistic to consider load transfers rel ated to a probability
of making the transfer. Instead 1t may be preferable to consider the amount of load
that can be recovered based on the load that hasbeen disconnected and the available
transfer capacity of the second system at that particular |oading level on the system.
This requires a more exhaustive analysis and is discussed in Chapter 9. It aso
requires knowledge of the load—duration curves for each load point, although in
practice the shapes of these are usually assumed to be identical.

A summary of al the indices evaluated in Sections 7.4 is snown inTable -

7.15.

Table 7.15 Summary of indices

Casel Case 2 Case3 Case4 Case 5 Case6

Load point A

Aflyr 2.2 10 1.0 112 10 10

r hours 2.73 3.6 15 139 15 1.5

LU'hours/yr 6.0 36 15 156 15 15
Load point B

X fiyr 2.2 14 14 148 14 14

r hours - 273 3.14 189 182 1.39 159

U hours/yr 6.0 4.4 2.65 2.69 195 2.23
Load point C

Xflyr 22 12 12 13 12 12

» hours 2.73 333 2.75 258 1.88 2.23

U hours/yr 6.0 4.0 33 335 225 2,67
Load point D

X fiyr 22 10 10 112 10 10

r hours 273 36 36 3.27 15 234

U hours/yr 6.0 3.6 3.6 3.66 15 234
Svstem indices

SAIFI 22 115 115 126 115 115

SAIDI 6.0 391 2.58 2.63 180 211

CAID1 2.73 339 2.23 209 1.56- 183

ASAI 0.999315 0999554 0999706 0999700 0.999795 0.999759

ASUL 0.000685 0000446 0.000294 0.000300 0.000205 0.000241

ENS 84.0 54.8 352 359 251 2.1

AENS 280 183 17 120 84 9,7

Caei. Base case shownin Fig. 7.4.

Caz 2. Asin Case 1. but with perfect fusing in the latera distributors.

Cax 3. Asin Case 2. but with disconnects on the main feeder as shown in Fig. 7.5. -
Case4. Asin Case 3, probability of successful lateral distributor fault clearing of 0.9.
Cae 5. Asin Case 3, but with an aternative supply as shown in Fig. 7.7.

Cae 6. Asin Case 5, probability of conditional load transfer of 0.6.
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7,9 Probability distributions of reliability indices

79.1 Concepts

The reliability indices evaluated in the previous sections are average or expected
values. Dueto therandom nature of the failure and restoration processes, the indices
for any particular year deviate from these average values. This deviation is repre-
sented by probability distributions and a knowledge of these digtributions can be
beneficia inthereliability assessment of present systems and future reinforcement
schemes. This problem has been examined in recent papers [9—11] in order to
estimate thedistributionswhich adequately represent the failurerateand restoration
time of a load.

792 Failurerate

Thefailuretimes can normally be assumed to be exponentially distributed because
- the components operate in their useful or operating life period (see Section 6.5 of
Engineering Systems). Alsothesystemfailureratefor radial networksdependsonly
on the component failure rates and not the restoration times. Consequently, non-
exponential restoration times do not affect thefailureratedistribution. Under these
circumstances, it has been shown {9,10] that the load point failure rate of aradial
system obeys a Poisson distribution (Section 6.6 of Engineering Systems). From
Equation (6.19) of Engineering Systems, the probability of n failuresin time tis

(A1)’ ™ (7.15)

r!

Pn)=

~ Equation (7.15) can be used 10 evauate the probability of any number of
failures per year at each load point knowing only the average value of failure rate
X. Asanexample, consider thefailureratesgiveninTable7.11 inordertoevaluate
the probability of O, 1, 2, 3, 4 failures occurring in ayear at the load points. These
resultsare shownin Teble 7.16.

Table 7.16 Probability that n failures occur in ayear

Probability of nfaifures/vrat 10oad point

A B C D

0.368 0.247 0.301 0.368
0.368 0.345 0.361 0.368
0.184 0.242 0.217 0.184
0.061 0.113 0.087 0.061
0.015 0.039 0.026 0.015

RWNRLRO[S
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Fig. 7.9 Probability of» or more failures/year given average failure rate

TheresultsshowninTable7.16 indicatethat theratio between the probabilities
for agiven number of failures in ayear is not constant between the load points and,
consequently, isnot equal to the ratio between the respective average failure rates.

Analternativetotherepetitive use of Equation (7.15)isto construct parametric
graphsfromwhichtherelevant probabilisticinformation canbededuced. Onesuch
set of graphs {11] is shown in Fig. 7.9, from which the probability of nor more
failures per year for a given average failure rate can be ascertained.

7.9J Restoration times

It has been suggested [9] that the load point outage duration can be approximated
by a gamma distribution (see Section 6.1¢ ofEngineering Systems) if the restoration
times are exponentially distributed. This suggestion has been confirmed [10, 11}
by a series of Monte Carlo simulations (see Chapter 12 for more detail regarding
this approach). In this case arelatively smple approach [9] can be used to evaluate
the probabilities of outage durations.

The main problem is that practical restoration times are not usually exponen-
tially distributed. It has been shown [11] from Monte Carlo simulationsthat, when
non-exponential distributions are used to represent the restoration times, the load
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point duration cannot generally be represented by a gamma distribution and may
not be described by any known distribution. In these cases, the only solution is to
perform Monte Carlo simulations, which can be rather time consuming. It should
be noted, however, that athough the underlying distribution may not be known, the
average values of outage duration evauated using the techniques of the previous
sections are il valid; it is only the distribution around these average values that
is affected.

7,10 Conclusions

This chapter has described the basic techniques needed to evaluate the reliability
of distribution systems. These techniques are perfectly adequate for the assessment
of single radial systems and meshed systems that are operated as single radial
sysems. The techniques must be extended, however, in order to assess more
complex systems such as paralel configurations and systems that are operated as
a mesh. The extended techniques, described in Chapter 8, are extensions of those
discussed ifi this chapter and therefore the underlying concepts of this chapter
should be assimilated and understood before proceeding to the next chapter.

It is not possible to asess redlistically the reliability of a system without a
thorough understanding of the relevant operationd characterigtics and policy. The
reliability indices that are evauated are affected greatly by these characteristics and
policy. This relationship has been illustrated in this chapter using a number of case
studies. These do not exhaust the possibilities, however—many other alternatives
arefeasible. Some of these alternatives are included in the following set of problems
and it is believed that, by studying the examples included in the text and solving
the following problems, areader should be in a sound position to use the techniques
for his own type of sysems and to study the effect of reinforcement and various
operating policies.

7.11 Problems

1 Let the system shown in Fig. 7.10 have the reliability parameters shown in Table 7.7
and the load point details shown in Table 7.9. Assume that an isolator can be operated

—_— t
¢ 1 ; 2 u 3 v 4
1> CE v :
3 b c d
| (] - |
A e ic C

Fig. 7.10
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Table 7.17
Fuses Breakers
Prob. of Prob. of
Case number Solid links at  Isofators at At success At success
48] W-2 v — — — —
(ii) — 2z — —_ — —
(iii) — t-v Ww-Z 10 u 10
(1v) — t-v W-Z 09 u 0.95

(23

in 0.5 hour. The pointst—z are places at which the installation of additional components
is being considered as shown in the case studies given in Table 7.17. For each case,
evaluatethefailurerate, outagetime and unavailability of each load point and the values
of SAIFI, SAIDI, CAID1. ASAI and AENS.

The system shown in Fig. 7.10 isreinforced by connecting it through a normally open
point to another feeder as shown in Fig. 7.11. Re-evaluate the indices specified in
Problem 1 for all four case studiesif:

(a) there are no transfer restrictions;

(b) the probability of being abie to transfer load is 0.7.

7.12 References

1. Dixon, G. F. L., Hammersley, H., Reliability and its Cost on Distribution
Systems. International Conference on Reliability of Power Supply Systems
{1977), |EE Conference Publication No. 148.

2. Canadian Electricd Association, Distribution System Reliability Engineering
Guide, CEA publication (March 1976).

3. Electricity Council, Reliability Engineering and Cost—Benefiflechniques for
Use in Power System Planning and Design, Electricity Council Research
Memorandum, ECR/M966 (October 1976).

4. |EEE Committee Report, ‘Bibliography on the application of probability
methods in power system reliability evaluation’, |IEEE Trans. on Power
Apparatus and Systems, PAS-91 (1972), pp. 649-60.



248 Chapter? .

5. IEEE Committee Report, ‘Bibliography on the application of probability
methods in power system reliability evaluation, 1971-1977", IEEE Trans. on
Power Apparatus and Systems, PAS-97 (1978), pp. 2235-42.

6. Gaver, D. P, Montmeat, F. E., Patton, A. D., ‘Power system reliability:
I—Measures of reliability and methods of calculation’, JEEE Trans. on
Power Apparatus and Systems, PAS-83 (1964), pp. 727-37.

7. Montmeat, F. E., Patton, A. D., Zemkoski, J.,, Cumming, D. J, “Power system
reliability: II—Applications and a computer program’, |EEE Trans. on
Power Apparatus and Systems, PAS-84 (1965), pp. 636—43.

8. Northcote-Green, J E. D., Vismor, T. D., Brooks, C. L., Billinton, R.,
Integrated distribution system reliability evaluation: Part /—Currentprac-
tices, CEA Engineering and Operating Division Meeting (March 1980).

9. Paton, A. D., ‘Probability distribution of transmisson and distribution
reliability performance indices, Reliability Conference for the Electric
Power Industry (1979), pp. 120-3.

10. Billinton, R., Wojczyuski, E., Rodych, V., ‘Probability distributions associ-
ated with distribution system reliability indices, Reliability Conferencefor
the Electric Power Industry (1980).

11. Billinton, R., Wojczynski, E., Godfrey, M., ‘Practical calculations of distri-
bution system reliability indices and their probability distributions, Trans.
Canadian Electrical Association Paper §1-D-41 (1981).




8 Distribution systems—parallel
and meshed networks

8.1 Introduction

Chapter 7 described the basic techniques used to evaluate the reliability of distri-
bution systems and applied these techniques to simple radial networks. These basic
techniques have been used in practice for some considerable time but are restricted
in their application because they cannot directly be used for systems containing
parallel circuits or meshed networks.

Distribution reliability evaluation techniques have been enhanced and
rapidly developed [1—6] in recent years and have reached a stage at which a
comprehensive evaluation is now possible. These extended techniques permit
a complete analysis of parallel and meshed systems with or without transfer
facilitiesexisting and can account for all failureand restoration proceduresthat
are known to the system planner and operator. Clearly the techniques cannot
account for unknown events but the structure of the techniques is sufficiently
flexible and convenient that these additional eventscan be included as and when
they manifest themselves.

Although the techniques in this and the preceding chapter are described in
relation to distribution systems, they are equally applicableto any part of the power
system network including both transmission and subtransmission. It should be
noted, however, that the techniques neglect the reliability effects of the generation
and if this is required, an analysis basad on the concepts of composite systems
(Chapter 6) must be used. It should also be noted that a complete representation of
the power system network is not viable and it must be divided into groups or
subsystems in order for it to be solved practically. If, for example, the group being
analyzed is a subtransmission system, the evaluated load point reliability indices
are not those of the customer but, instead, are those of the supply point that
interfaces with the next lower level of the network. Consequently these evaluated
indices can be used as the reliability indices of the input to the next level. This
procedure can be continued sequentialy until the customer load points have been
reached.

249
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8.2 Bagc evaluation techniques

8.2.1 Sate space diagrams

One method that can be used to evaluate the reliability of a continuously operated
system is basad on the construction of state goace diagrams as described in Section
9.3 of Engineering Systems. Although thismethod is accurate, it becomesinfeasible
for large digtribution networks. It does, however, have an important role to play in
power system reliability evaluation. Firstly, it can be used asthe primary evaluation
method in certain applications, some of which are described in Chapter 11.
Secondly, it is frequently used as a means of deducing approximate evauation
techniques. Thirdly, it is extremely useful as a standard evauation method against
which the accuracy of approximate methods can be compared.

In order to illustrate the devel opment and consequent compl exity of state space
diagrams, consider the dual transformer feeder system shown in Fig. 8.1.

It is assumed in this example that the two bushars and the circuit breskers are
100% religble. This is not restrictive, however, and both types of components can
be taken into account. Thiswill be seen in Sections 83, 89 and Chapter 10. The
reliability of the system istherefore governed by thetwo lines (components 1 and
2) and the two transformers (3 and 4).

If eech component can reside in one of two states (up and down), there are
2% = 16 system sates to consider, these being shown as a state space diagram in
Fig. 82. '

This state gpace diagram is the input information required for a Markov
techniqueandthe systemreliability can beeval uated usingthetechniquesdescribed
in Chapters 8 and 9 of Engineering Systems. This method becomes impractical for
large distribution systems since the construction of the state space diagram becomes
very cumbersome as well as fraught with difficulties. The alternative isto use
approximate techniques as discussed in Chapter 11 ofEngineering Systems. The
remaining sections of this chapter will therefore be concerned only with these
aternative methods, athough the concept of state space diagrams will be used
either as a means of developing aternative methods, illustrating a technique, or as
a secondary solution method.

13 6
2 3 9
4
10

Fig, 8.1 Dual transformer feeder
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Fig. 82 State space diagram for wstem of Fig. 8.1

8.2.2 Approximate methods

An alternative method to state space diagrams is a method based on a st of
appropriate equations for evaluating the failure rate, outage duration and annual
outagetimeor unavailability. This alternative method is described fully in Chapter
11 of Engineering Systems and leads to the following set of equations

(a) fortwo componentsinparale
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Al +n, (8.1a)
PP~ 1t Agr + Ay
=hhofr, +ry)  Whenir << 1 (8.1b)
i (82
r._ =
PPor 41,
Upp =fwrpp {8.3a)
=;‘pprw=ll)~2’|rz (8.3b)

Theapproximationsintroduced in Equations (8. 1)and (8.3) are generally valid
for component failures in transmisson and distribution networks. Consequently
the approximate equations (Equations (8.1b) and (8.3b)) are used amogst univer-
«dly inthereliability evaluation of these systems, The following equationsfor three
components in parailel and dl subsequent equations are based on these approxima:
tions.

(b) for three componentsin parallel

lpp = Akl s+ rory 4 1yr)) (8.4

ryres (8.5
roEm—_—
I R S R s

Uw = lpprpp = R kohar o . B (8.6)

As described in Chapter 11 of Engineering Systems, Equetions (8.1)<8.6),
together with similar equations for higher-order events, can be usad either as part
of a network reduction process or in conjunction with a minimal cut sat approach.

8.23 Network reduction method

The network reduction method creates a segquence of equivalent components
obtained by gradually combining seriesand parallel components. Inthe case of the
system shown in Fig. 8.1,thismethod would combinecomponents 1 and 3 in series,
components 2 and 4 in seriesand finally combine these two equival ent components
in parald. The numerical result can therefore be evaluated using Equations
(7.1)+7.3) and Equations (8.1 }-(8.3) as appropriate. If the reliability datafor each
component of Fig. 8.1 isthat shown in Table 8.1, the load point reliability indices
can be evduated as follows. Combining components 1 and 3 in series (Equations

(7.1}+7.3)) gives
hi;=0.51 fiyr ry=11.76 hours U,y = 6 hours/yr

s b Y 3 e . -
B R i i b P R A AR .

i
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Table 8.1 Reliability data for system of Fig. 8.1

Component koA vr r (hours)
1 0.5 10
2 05 10
3 0.0r 100
4 0.01 100

Combining components 2 and 4 will givethe samevalues; the load point reliability
indices can therefore be evaluated using Equations (8. 1)~8.3) to give

App =051 X 0.51(11.76+ 11.76)/8760 = 6.984 x 1074 fyr

11.76 .
o= -——X—l—l 79 = 5.88 hours
PP11.76 +11.76

Uw = }'pprw =4.107 = 107 hours/yr

There are three main disadvantages of this method. These are

(a) It cannot be used to analyze a system in which the components are not simply
in series or parallel.

(b) Critical or unreliable areas and components become absorbed into equivalent
components and their effect becomes increasingly impossible to identify as the
amount of reduction increases. Essential attributes of a properly structured
reliability analysis are to identify the events causing a system to fail and the
contribution made by each event in addition to the overall values of the load
point indices.

(c) The technique is not amenable to further development in order to include
different modes of failure, maintenance. weather effects, etc. These agpectswill
be described in later sections.

Despite these disadvantages, the network reduction method can be useful in
practice, particularly in the case of ssmple hand cal culations when extra analytical
refinements are not desired.

824 Failure modes and effects analysis

The alternative to network reduction is a failure modes and effects anaysis. The
failure modes are directly related to the minimal cut sats of the system and therefore
the latter are used to identify the failure modes. The minimal cut st methods and
their deduction were described in detail in Section 5.3 of Engineering Systems and
therefore will not be discussed in depth at this point. It should be noted, however,
that the formal application of aminimal cut st algorithm is not always necessary,
since it is often possible to identify the fail ure modes of most systems from avisua
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inspection. The exceptions are when a digital computer is being used for the
analysis, when the system is complex or when high-order events are desired.

The failure modes that areidentified in this way represent component outages
that must overlap to cause a sysem outage. The events are therefore defined as
overlapping outages and the associated outage time is defined as the overlapping
outage time. At this point, only component failures will be considered. These are
defined as forced outages. A list of related definitions is included in Appendix 1.

Each overlapping outage is effectively a st of parallel elements and its effect
can be evaluated using the equations for parallel components (Equations (8.1)-
(8.6)). Also, since each of these overlapping outages will cause system failure, all
the overlapping outages are effectively in series from a reliability point of view.
The system indices can therefore be evaluated by applying the equations for series
components (Equations (7.1)—(7.3)) in order to combine all the overlapping out-
ages.

In order to illustrate this technique, reconsider the system shown in Fig. 8.1
andthereliability datashownin Table 8.1. A failure modes and effectsanalysiswill
give the results shown in Table 8.2.

Small differences can be seen between the results shown in Table 8.2 and those
shown in Section 8.2.3. Thereason for thisisthat the failure modesanalysis isbased
on approximate equations and differences are therefore expected. The differences
will be negligible, however, provided that Ar << 1 for each component; this is
normally the case for power system networks. 1t should be noted that the value of
system unreliability is evaluated using a summation rule. Thisrule gives the upper
bound to sysem unreliability (see Section 5.3.3 of Engineering Systems). The lower
bound is evaluated by subtracting the product of all pairs of event unavailabilities.
In the present example this would give 4.106 x 107~ hours/yr, a value which is
identical to that in Section 8.2.3 to three decimal places and which is sufficiently
close to the upper bound for all practical purposes. A similar comparison for most
systems would show that the upper and lower bounds are virtually the same within

Table 82 Reliability indices for system of Fig. 8.1

Overlapping outages op oo [
(failure events) (f.vrs (hours) thours/vrs
| and 2 5.708 x 107° S 2854 x 107
1 and 4 6.279x 10°° 9.09 5708 x 107
2and3 6.279 x 107° 9.09 5.708 x 107*
3and4 2.283x 107° 50 1.142 x 107*
Total 6986 x 107 5.88 4.110 x 107

M
Fcar = Digp,  Urotal= Zhipp.  #rnai= -
Shpe
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practical limits and fi::is ;usizies the omission of using more accurate evaluation
methods.

An appraisal of the resuits shown in Table 8.2 shows that considerably more
information is given by the failure modes approach. For instance, in the present
example theresults show that the system failure rate and unavailability are mainiy
due to the overlapping forced outage of the two lines but that the system outage
duration is mainly due to the overlapping forced outage of the two transformers.
This type of information can be vital in assessing critical areas and deducing those
areas in which investment will give the greatest reliability improvement. This
information is not readily deducible from the network reduction method, particu-
larly when the system increases in size. :

8.3 Inclusion of busbar failures

The results shown in Sections 8.2.3 and 8.2.4 were evaluated assuming the breakers
and busbars were 100% reliable. Failures of these components can be taken into
account using both network reduction and failure modes analyses. The effect of
busbars is considered in this section and that of breakers in Section 8.9. Assume
the busbars in Fig. 8.1 have the reliability data shown in Table 8.3.

(a) Networkreduction

The two busbars are effectively single components in series with the two parallel
branches. Their effect on the load point reliability indicescantherefore be evaluated
by using Equations{7.1 )—(7.3) and the results previously obtained in Section 8.2.3,
i.e.

Ap=6984X 10744001 +002=3070 x 107 fiyr
U, =4.107 X 107+ 0.01 x 5+0.02x 2=9.411 x 102 hours/yr

U
r=— =307 hours
pp b

(b) Failure modes anafysis

The additional failure modes (minimal cut sets) are component 5 and component
6, giving the results shown in Table 8.4.

Table 83 Reliability indicesof busbarsin Fig. 8.1

Component X (flyr) r (hours)
5 0.01 5
6 0.02 2
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B
Table 84 Reliahility indices including busbar failures '
Failure . y Upp
event (flyr) (hours)  (hoursivr)
Subtotal from Tehle 82 6986 x 107 588 4.110 x 167
5 1x10° 5 5x 1072
6 1x10? 2 “4x107
Total 3070x 102 307 9411 x 107*
W
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Failure rate of busbar 6 (f/yr)

Fig. 8.3 Effect of busbar failures
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It is seen from these results that the load point relizbiiicv is dominated by
failures of the two busbars. This is expected because thesc two components are
series components and therefore counteract much of the benefit provided by the
redundancy aspect of the parallel branches. Recognition of series components can
be an important aspect in system design" because they frequently possess the
dominant role. This must not be assumed to be a genera conclusion, however,
because their contribution depends on their own individual reliability indices. For
instance, if the failure rate of each busbar was very small compared with that of the
parallel branches, the contribution by theparallel branchescould <till be significant.
This effect isillustrated by the results of Fig. 8.3, which shows the variation in the
values of iy, rp, and Ly, Of the load point as the failure rate of the busbars are
increased, the repair times being those shown in Table 83.

8.4 Inclusion of scheduled maintenance

8.4.1 General concepts

A detailed discussion of scheduled maintenance together with the modelling and
evaluation techniques was given in Section 1.6 of Engineering Systems. The major
part of this discussion will therefore not be repeated at this point. A summary is
included, however, together with the application of the techniques to the power
system problem.

A scheduled maintenance outage, as defined in Appendix t, is an outage that
is planned in advance, is deferable if necessary and involves the removal of a
component or components in order to perform preventive maintenance.

As discussed in Section 11.6 of Engineering Systems, a scheduled outage is
not usually included in the reliability evaluation of a toad point if, by this action
alone. the load point is disconnected. Conseguently scheduled maintenance of
singleradial systemsor of single series componentsin aparallel or meshed system,
e.g. bushars 5 and 6 of Fig. 8.1, are not considered. This does not mean that such
outages do not occur in practice, but instead it acknowledges the fact that customers
can be notified in advance or alternative arrangements can be made and therefore
the load point is outaged deliberately, which cannot be considered as a randomly
occurring event.

These concepts lead to the conclusion that scheduled maintenance is simulated
only on overlapping events associated with parallel and meshed networks. In
addition, however, as discussed in Section 11.6 of £ngineering Systems, only the
sequence ‘maintenance followed by a forced outage’, i.e. a forced outage overlap-
ping an (existing) maintenance outage is considered, because the reverse sequence
would cause disruption of the load point due to the maintenance outage aone.
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842 Evaluation techniques

Using the concepts of Section 8.4.1 and the discussion of Section 11.6 of Engineer-
ing Systems, the equations for forced outages overlapping a maintenance outage
previoudy given in Section 11.6 of Engineering Systems can be derived. Let A
andr" bethe maintenance outage rate and maintenance time of component 1, ; and
r;be the forced outage failure rate and repair time ofcomponent j and gy, 7pm and
Upm be the rate, duration and annual outage time of the load point due to forced
outages overlapping a maintenance outage. From Equations (11.23)—{11.26) of
Engineering Systems

(@ fortwocomponentsin paralel or asecond-order failureevent (minimal cut set)

A =N ) Ay ) (8.7)
H ” L rf" rz " " r} rz” (8 8)

U= 0V 25 4 0 O 2,

o T (89)

pm prm’ " pm

(b) for three componentsin parald or athird-order failure event

hpm=hy thy t A+ Ag+ A+ Ay (8.10)
Upm = Mala * Py + Aol + hgrgt Al + Aerg (8.11)
and
Fam= Vo™ om (8.12)
where
T LY PP PRl
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Similar equations can be deduced for any number of parailel components or
any order of failure event using the same logic.

Since the system can fail either due to forced outages overlapping forced
outages or forced outages overlapping maintenance outages. the two effects can be
combined together to give the overall reliability indices of the load point, i.e.

bz, (8.13)
U= X r + }\‘,pm,+ r o i _ - (8:14)
r=U/n (8.15)

where %, and r,, ae given by Equations (8.7)—(8.12) and #,, and r,, (forced
outages overlapping forced outages) are given by Equations {8.1)—(8.6).

84.3 Coordinated and uncoordinated maintenance

An implied assumption in Equations (8.7)—(8.12) is that each component is
removed from service for scheduled maintenance quite separately and inde-
pendently of al others. This is a maintenance policy that is prevalent in many
utilities and can be described as an uncoordinated maintenance policy. An aterna
tive maintenance policy is a coordinated one in which each component of a given
branch 1s maintained simultaneously. The merit of this policy is that the total
exposure time in a year during which a component in another branch may fail is
reduced and therefore the probability of system failure is adso reduced. The
disadvantage of the policy is that it may require additional manpower in order to
maintain several components at the same time which consequently increases the
operational costs. The improvement in reliability, however, may justify this in-
creased expenditure particularly if increased reliability is necessary and the alter-
native is increased capital expenditure to improve the system redundancy. There
can be no genera conclusion on this point since it depends on relative values of
labor costs, equipment costs and outage costs. An economic appraisa 1s therefore
required of all these factors and their effect on the incremental cost of reliability.

~ Theevaluation of the contribution to the load point indices due to coordinated
maintenance is essentially the same as for uncoordinated maintenance. The only
difference is that, instead of considering component forced outages overlapping
component maintenance outages, component forced outages overlapping branch
maintenance outages are considered. Referring to Fig. 8.1. assuming busbars and
breakers are 100% reliable and defining branch 1 asthat containing components 1.
3, 7 and 9 and branch 2 as that containing components 2, 4, 8 and 10, the following
failure events associated with component forced outages os ertapping branch main-
tenance outages can be deduced:

—branch 1 on maintenance and component 2 forced out

—branch 1 on maintenance and component 4 forced out



~branch 2 on maintenance and component 1 forced out
~branch 2 on maintenance and component 3 forced out.

A similar but longer list would be deduced if failures of the breskers were aso
congdered. After deducing these failure events, the reliability indices can be
evaluated using modified forms of Equations (8.7)—(8.12). The modification
" requires only the first term of Equations (8.7) and (8.8) and only the first two terms
of Equations (8.10) and (8.11). Thismodification is necessary because, for example,
X" in Equation (8.7) represents the maintenance rate of branch 1 and 4, represents
the failure rate of the component. This completely definesthe relevant failure event.
The second term of Equation (8.7) therefore has no practical meaning. A similar
conclusion can be made for the last four terms of Equation (8.10).

8.4.4 Numerical example

(@ Uncoordinated maintenance

Consder first an uncoordinated maintenance policy in the system of Fig. 8.1 and
assume that each component is individually removed for scheduled maintenance
once a year for a period of 8 hours.

In order to illustrate the method of eval uation, consider the second-order event
involving line 1 and transformer 4. Using the above maintenance dataand thedata
in Table 8.1 with Equations (8.7H8.9) gives

Am(1,4)=[1x (001 X 8) + 1 X (05 X 8)}/8760 = 4658 x 10~ f'yr

1x0.01x8(8x 100" 1X0.5x8(8x10)
+ ' !
8760 3+100J 8760 [8+10

=2097 x 10~ hours/yr

U_(1.4)=

rpm( 1,4)=4.50 hours

The complete st of results is shown in Table 8.5, assuming that busbars and
breakers are 100% reliable.

Theresultsshownin Table 8.5 areincreased significantly dueto the contribu-
tion of scheduled maintenance. The difference could be much lesssignificant and
sometimes negligible for systems in which one or more dominant series compo-
nents exist. Thiswould occur, for instance, if the breakers and busbars were not
considered to be 100% reliable.

(b) Coordinated maintenance

Consider now a coordinated maintenance policy in the system of Fig. 8.1 and
assumethat each branch (as defined in Section 8.4.3) ismaintained once ayear for
8 hours. Asan example of eval uation, consider the event, branch 1 on maintenance’
and component 2 forced out. The contribution by thisevent is
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Table 85 Reliability indices neglecting busbars and breakers

Failure event Ao (790 o (hOUTS) L (hoursiyr)
\+2 9.132 x 107 4.44 4,059 x 107
1 +4 4658 x 107* 450 2097 x 107
3+2 4.658 x 107* © 450 2.097 = 107
3+4 1.826x 107 741 1353x 107
Subtorai 1.863x 107 450 8.388 x 107
how (P10 1 (hOUY Uy (howssr
Indices from 6.986x 107 588 4.110x 107
Table 82
x o (fiyr) r (hours) U (hoursivr)
Totd load- 2562 x 107 4.88 125x 107
point indices

ranch 1, comp.2) =1 x (0.5 x 8)/8760 =4.566 x 10~ r
Agmibranch p.2) ( 760 1071y

R 10
r (branch I,comp. 2) = = 4.44 hours
8+10
Upm(branch 1,comp.2) = A r = 2.029 x 10~ hours/yr

A complete list of the events and indices is shown in Table 8.6 for the case
when breakers and busbars are considered 100% reliable. These results can be
compared with those of Table 8.5 which showsthat the annual outagetime dueto

Table 8.6 Reliability indices assuming coordinated maintenance

Failure even! Aom (f7y1) Fom  frourg) Upm thours/yr)
Branch 1 +
2 out 4566x 107* - 4.44 2029 x 107
4 out 9,132 % 107° 741 6.765 x 107
Branch 2 +
1 out 4566 x 107 4.44 2029 107
3out 9.132x 107° 741 6.765 x 10~
Subtotal 9.315x 107* 4.50 4193 x 107
Ao (fiyr) r-- (hours) Upp (hoursiyr)
Indices from —
Table 82 6.986 x 107 5.88 4.110% 10
& (fhyr) r (hours) U (hoursiyr)
Total load- 1.630x 107 509 8.303x 1072

point indices
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maintenance effects, Uy, iS reduced by afactor of 2, Snce the total exposure time
during which each branch is out of service due to maintenance has been halved by
the coordinated maintenance policy.

85 Temporary and transient failures

8.5.1 Concepts

The techniques and equations in Sections 8.2—4 consider al failuresto be grouped
together with an overal failure rate and average repair time. This may bejustified
for expediency and simplification of the calculations but it overshadows the
significance and effects of the different types of failures that can arise in a power
sysem network.

Two particular types of failures that can occur are those that cause damage to
the component which must then be repaired and those that do not damage the
component. An example of the second type is a lightning strike which trips the
protection breskers or blows the protection fuses but does not damage the shorted
components. Service is then restored by closing the breskers automatically or
manually or replacing the fuses. In either case the outage time isrelatively small
and may be negligiblewith automatic reclosure. The effect on the customer of these
types of failures is therefore significantty different from that of failures that require
components to be repaired, and it is beneficial to separate them in the reliability
evaluation of the network.

The |EEE standard [7] defining forced outages (see Appendix 1)designates
these two types of failures as permanent forced outages and transient forced outages
respectively. Inthe UK they are generally known as damaged faults and non-dam-
aged faults, respectively. The actual term used is not particularly fundamental
provided it isclearly understood which failuresareincluded in thetwo categories
and their effect on the system behaviour. In this book, the non-damaged type of
failure will be further subdivided into transient forced outages which are restored
by automatic switching and temporary forced outages which are restored by manual
switching or fuse replacement. The reason is that the outage time of iransient
outages is negligible and frequently ignored, whereas that of temporary outages
may be quite long, particularly if the restoration action must be performed m rural
aees. The basic method of analysis, however, is the same for both of these
sub-categories.

8.5.2 Evaluation techniques

The method for evaluating the reliability indices of aload point to include the effect
of transientandtemporary fail uresi sanextensi onof theconceptsal ready described
in Sections 8.2—4.
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The failure modes of the system are identified either visually or using the
minimal cut set method. This will give failure events of first order, second order
and, if required, higher orders.

(a) First order

The first-order events are evaluated using direcily the concepts of Equations
(7.1)—=(7.3).inwhichthevalues ., and r, arethe appropriate fail ure rate and outage
duration respectively of the transient or temporary outage. In the case of transient
failures (automatic restoration) the values of r, may be negligible, inwhich casethe
contribution of such failures to the annual outage time can be neglected. This may
not be valid in the case of temporary failures, since the outage time may be several
hours if detection of the cause of failure is difficult and the site of failureisin a
remote rural area.

(b) Second order

The second-order events can be evaluated using the concepts of Equations
{8.1)—(8.3) and of overlapping failure events. The overlapping events that could be
considered are

(i) a temporary or transient failure overlapping a temporary or transient
failure;

(ii) atemporary or transient failure overlapping a permanent failure;

(ifi) a temporary or transient failure overlapping a scheduled maintenance

outage.

(i)  Temporary/transier failures overlapping temporary/transientfailures

These events are frequently neglected in practice because the probability is small
and contributes very littleto the overall result. They can be included, however, using
a st of equations similar to those described below for type (ii).

(ii)  Temporary/transientfailures overlapping a permanent failure

The reliability indices associated with these events are evaluated using the
concepts of Equations (8.1 }+8.3)

b = Ag(Rary ) + Ra(hpry) + ha(A ro) + Ay(hury)

= Ay hofry, + 1)t Mhylr ) (8.16)
=3, +hy
172 8.17
U‘pl":;‘g T2 + Mo (8.17)
rytr ri+r,
ro = U /2 (8.18)
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where A,; = transient or temporary failure rate of component i
ry; = restoration or reclosure time following temporary or transent failure
of component i
2, r;= permanent failure rate and repair time of component 7 respectively
When the reclosure time is small or negligible, this being particularly the case
for transient failures, Equations (8.16)—(8.18) reduce to

Ay = Ayhory + hhgyr (8.19)

thihiwa  +  Adeh7e (8-20)

Y

o= Up/ M (8.21)

If it is felt necessary to include thé effect of temporary or transient failures
overlapping transient or temporary failures, i.e. type (i) above, then Equations
(8.16)—(8.21) are modified by considering the ,terms only and replacing *, and
ra by Az and ry; respectively.

(iii) Temporary/transientfailures overlapping a maintenance outage

Thereliability indices associated with these events are eval uated using the concepts
of Equations (8.7)-(8.9)

Aim =M o) + 476y 1) (8.22)
u e ” rr. ) ” r.rl
m 1(112"1)?,1,.+r2+ ( .._')r“*_r:_‘ (8-23)
Fan = U/ M (8.24)

Similar equations can be derived for third-order events. These are shown in
Appendix 3 for the case when a temporary or transient failure overlaps two
permanent outages and a temporary or transient failure overlaps one permanent
outage and one maintenance outage. Further equations can be deduced for other
combinations of overlapping outages using the same basic concepts.

The overal indices are then given by

h=dop+ dpn + A+ Ay (8.25a)

U= /ypprpp*' }.mrpm + ;\.ptrpt + )"tm rtm (8-25b)

r=U/n (8.25¢)
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tami, ~©  Dataof temporary forced outages

Temporary failure rare. Reclosure time.

Component A, (frvrs v, (hours)
| 2 0.25
2 2 . 0,25
3 1 05
4 1 05

8.5.3 Numerical example

Reconsider the system shown in Fig. 8.1 and assume that, in addition to the data
given in the previous sections, the lines and transformers suffertemporary failures
having the data shown in Table 8.7.

Table 88 Reliability indices including temporary failures

Failure event Ao (17 3] ryftoursV Upe (hourslyr)
1+2 2,340 x 167° 0.24 5.708 x 107*
1+4 8.282 x 107* 0.41 3425 x 197
3+2 8.282x 107 0.41 3425 x 1074
3+4 2295 x 107 050 1142 x 107

Subtotal ! 4226 x 107 032 1.370 x 107
I ££71L ram (hoUrs) U (hourslyr)
1 +2 3653 x 107 0.24 8.856 x 107*
i +4 2,740 x 107 0,32 8.725x 107*
3+2 2740 x 1077 0,32 8725 x 107*
3+4 1.826 x 107 047 8595 x 107*
Subtotal 2 1,096 x 10~ 032 3.490 x 107
Subtotal 1 & 1.519x 107 0.32 4.860 x 107
Subtotal 2
oo (f 191} rop (hOUrs) Upp (hoursiyr}
Indicesfrom 6,986 x 107+ 5.88 4110 x 107
Table8.2
Mo (f/57) Tom (hours) Upm (hoursfyr)
Indices from
Table 85 1.863 x 107 450 8388 x 107
Subtotal 3 2562 x 107 4.88 1.250 x 10~
Total load- 1775 197 098 1.736 x 107

point indices
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If the effects of breakers and busbars are again neglected, the modified
reliability indices using Equations (8.16)—{8.18) and (8.22)-(8.24) are as shown
in Table 8.8.

The results shown in Table 88 indicate an effect frequently found in the
analysis of distribution networks, that is, the annual outage time 1s increased by a
relatively small margin (compare Tables 85 and 8.8) but the failure rate isincreased
sharply and the average duration is decreased. For thisreason it is often areasonable
approximation to neglect temporary and particularly transient failures if only the
annual outage time is considered important, but this type of failure should be
included if al three indices are to be evaluated. .

It should be noted that the summation of the indices associated with different
types of events leads to a set of indices that have no real physical meaning. Instead
they are smply the long-run average vaues that would be expected given the
random sequence of failure events that are possible. They are useful, however, in
asessing the average behavior of a system as a function of alternative reinforce-
ment schemes and as a st of input data to an economic evaluation of such schemes.

8.6 inclusion of weather effects

8.6.1 Concepts

All power system networks are exposed to varying weather conditions. Thisinitself
would not pose any problems but it is found from experience that the failure rate
of most components is a function of the weather to which they are exposed. In some
weather conditions, the failure rate of a component can be many times greater than
that found in the most favorable weather conditions. For these reasons, the effect
of weather (and any other environmental condition) has been considered for several
years and techniques have been developed that permit its effect to be included in
the analysis.

The westher conditions that cause high failure rates of components are
generally infrequent and of short duration. During these periods. however, the
failure rates increase sharply and the probability of overlapping failures is very
much greater than that in favorable weather. This creates what is known as the
bunching effect duetothefact that component failuresare not randomly distributed
throughout the year but are more probable in constrained short periods in the year.
If this fact is neglected, the reliability indices evaluated for a lead point can be
over-optimistic and consequently very misleading.

It should be noted that the techniques used to account for failure bunching do
not imply that there is dependence between the failures of components. Although
the components may reside withinacommon environment which affectsthefailure
rates of the components, the actual failure process of overlapping outages fill
assumesthe component failuresto be independent. Thereisno suggestion therefore
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that the process is a common mode or dependent failure. onis 1~2r the independent
failure rates are enhanced because of the common ¢nvicament.

It isalso worth notingthat, although the following techniquesaredescribed in
relation to acommon weather environment. they are equally applicableto failure
processes in other types of varying environment such as temperature, stress, etc.

8.6.2 Weather state modelling

The failure rate of acomponent isa continuous function of weather, which suggests
that it should be described either by a continuous function or by a large st of
discrete states. This proves impossible in practice due to difficulties in system
modelling, data collection and data validation. The problem must therefore be
restricted to alimited number of states, a number which is sufficient to represent
the problem of failure bunching but small enough to make the solution tractable.

The IEEE Standard [7] subdivides the weather environment into three class-
fications: normal, adverse and major storm disaster. These are defined in Appendix
1. Although techniques have been developed [8, 9] to evaluate the effect of these
three weather dtates, the problems are still great and therefore only the first
wo—normal and adverse-——are generally considered. The third state, major
storms, is usually reserved for consideration of major system disturbances.

The large range of weather conditions must therefore be classified as either
normal or adverse. This frequently causes concern and is one reason why two-state
weather modelling has been seldom used in the past. The criterion for deciding into
which category each type of weather must be placed is dependent on its impact on
the failure rate of components. Those weather conditions having little or no effect
on the failurerate should be classed as normal and those having alarge effect should
be classed asadverse. Examples of adverse weather include lightning storms, gales.
typhoons, snow and ice.

One important feature in the collection of weather durations is that all periods
of normal and adverse weather must be collated even if no failures occur during
any given period. This point cannot be stressed too greatly since it is of little use
allocating a particular failure event to normal weather or adverse weather after it
has occurred if the starting and finishing times of the weather periods have not been

_H ‘e |<...
Adverie = = —gr— = o= o g———— ————— -——y---
ja—— 7, gl
i
Normal -- - - ~
) . - Time

Fig. 84 Chronological variation of weather
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Fig. 85 Average weather duration profile

ascertained. This aspect requires cooperation between the utility and the appropriate
weather bureau or weather center. Failureto collect such statistics comprehensively
will mean significant errors, not only in the statistics themselves, but dso in
subsequent reliability analyses.

Data collected for durations of weather will produce a chronologica variation
as depicted in Fig. 8.4. .

The pattern of durations of weather can be considered a random process which
can then be described by expected values, i.e. expected duration of normal weather
is given by N=Z, n,/T and expected duration of adverse weather is given by
S=1;s;/T. These expected values produce the average weather profile shown in
Fig. 85.

8.63 Failureratesin a two-state weather model

When a decison has been made concerning which weather conditions contribute
to the congtrained two-state model, all subsequent failures should be allocated to
one of these states depending on the prevailing weather at the time of failure. This
then permitsthe failureratein each of the weather statesto be ascertained. It should
be noted that these failure rates must be expressed as the number of failures per
year of that particular weather condition and not as the number of failures in a
calendar year. This requirement follows from the concepts and definition of a
transition rate as described in Section 9.2.1 of Engineering Systems. It is evident
therefore that, because adverse weather is generally of short duration, severd
calendar years of operation may be necessary to achieve one year of adverse
weather.

Define
A— component failure rate in normal weather expressed in failures/year of
normal weather
A'— component failure rate in adverse weather expressed in failures/year of

adversewesather A
An average value of failurerate A expressed in failures per calendar year can
be derived from i, A, N and Susing the concept of expectation, i.e.

Y, S . (8.269)
e S
NSt T Nest
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Table 89 Relative magnitude of X and V

X \Y
F (f/yofnormal weather; {j7yr of adverse weather)
(0] 0.600 0.000
05 0.300 - 300
10 0.000 60.0

Since ggneralin >> § thevalue of Lis approximately equal to X. These values
of A, A" and X are also shown in Fig. 85.

At the present time, most data collection schemes do not recognize X and A’
but instead are only responsive to X. Thisis now gradually changing and more and
more utilities are recognizing the need to identify this data. As this development
continues, both the quality of the fault reporting scheme and the quality of the
reliability analysis will benefit. The valuesof X and 4’ can, however, be evaluated
from X usi ng Equation (8.26a) if the values of A, Sand the proportion of failures
(F) occurring in adverse weather are known, since

124 N; Sa-F (8.26b)
we?d N; S, (8.26c)

Even if the value of Fisunknown, acomplete sensitivity analysis can be made
using 0 < F < 1 to establish the effect of adverse failures on the behaviour of the
system.

The relative magnitude of X and A’ can be illustrated by considering arealistic
numerical example in which A = 05%4 f'yr, N= 200 hours, S= 2 hours. These
values are shown in Table 8.9 for values of F= 0, 0.5 and 1.0, i.e. no failures, 50%
of failures and all failures occur in adverse weather, respectively.

The results shown in Table 8.9 clearly indicate that the failure rate during the
short adverse weather periods is very large, much greater than the overall average
value and would significantly increase the probability of overlapping failures
during these periods. N

It is worth noting at this point the significance of X, &’ and X. Although adata
collection scheme may identity and store 3(, this is not a physical parameter of the
components but is only a statistical quantity that relates A, X', N and S, It therefore
does not truly represent the behaviour of the components. The rea physica
parameters determining failure of components are the values of X and A". In order
to illustrate this effect, consider two identical components subjected to different
two-state weather patterns; the first has durations N\ and S, the second has
durations N, and S, and the adversity of each type of wesather is the same for both
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components. It follows therefore that two entirely different values of * would be
obtained. The physical failure mechanism for both components would be identical,
however, and so would the values of X and 4’. Consequently the consistency of and
confidence in the data would increase if X and A’ are collected instead of .

8.6.4 Evaluation methods

The first contribution [10,11] to the evaluation of a two-state weather model
proposed a et of approximate equations for use with a network reduction method.
These, although a major step forward, contained certain weaknesses which were
identified from a Markov analysis [12] of the same problem. Subsequently a
modified st of equations were proposed [8] which now form the basis of most
evaluation methods.

These equations, which will be described in the next sections, can be used as
part of a network reduction process or, more fruitfully, in association with a failure
modes (minimal cut set) analysis. One fundamentally important feature isthat the
equations for, second-order events must not be used to combine sequentially three
or more parallel components. Considerable errors would accrue which does not
occur in the case of a single-state weather model. The appropriate set of equations
must therefore be used for each order of event being evaluated.

The equations deduced in the following sections are considered only for the
general case of a second-order event involving aforced outage overlapping a forced
outage and aforced outage overlapping a maintenance outage. These equations can
be enhanced by subdividing the forced outage into permanent, temporary and
transient using the concepts described in Section 8.5 and by extending the concepts
of second-ordereventsto third- and higher-order events. (These extended equations
are shown in Appendix 3.)

865 Overlapping forced outages

Theeffect of weather onthereliability indicesassociated with overlapping outages

is established by considering four separate cases. These are:

(a) initial failure occurs during normal weather, second failure occurs during
normal weather;

(b) initial failure occurs during normal weather, second failure occurs during
adverse weather;

(c) initial failure occurs during adverse weather. second failure occurs during
normal weather;

(d) initial failure occurs during adverse weather, second failure occurs during
adverse wesather.
Thesefour casesaremutual ly exclusiveand exhaustive. Theindiceseval uated

for each case can therefore be combined using conditional probability and the
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concepts of overlapping events described by Equation {11.19) of Engineering
Systems.

Two constraints are imposed on the evaluation process. repair can be done
during adverse weather; repair cannot be done during adverse weather.

{1) Repair ran he done during adverse weather

(8) Bothfailures occur during normal weather

The contribution of this case to the overali failure rate is given by
A, = (probability of normal weather) x {(failure rate of component 1) x (prob-
ability of component 2 failing during the exposure time created by the
failure of component 1}
+ (failure rate of component 2) x (probability of component 1 failing
during the exposure time created by the failure of component 2)}

Inthiscasethe ‘exposure time’ isnot simply therepair timeof thefailed component
becauserepair can proceed i nto theadverseweather period. Thesecond failuremust
occur during the proportion of therepair time that takes place in the normal weather
period, i.e. the ‘exposure time’ is the time associated with the overlapping event of
repair and normal weather and thisisequal to Nr/(N+ r).

Therefore
AIY r ' ’ 7
A= —— ;__ =X, 8.27a
3 N+S[l_ R ’V r” A‘\J+r,ﬂ ( )
and if r, << N, then
v N
A= _Nl+ 5 LA (Par ;) + By(hyr)]
(8.27h)

s 1‘-,; vk
== D+ )

Equation (8.27b) therefore reduces to Equation (8.1) if only one weather state
is considered.

(b) Initialfailure in normal weather, secondfailure in adverse weather

The same principle is used in this case with the addition that the second failure can
occur only if the weather changes before the second failure occurs. Consequently
the failure rate of the second component isweighted by the probability that, during
the repair time of the first component, the weather changes from normal to adverse.
Also the ‘exposure time” during which the second component must fail is the
overlapping time associated with the repair of the first component and the duration
of adverse wesather. Therefore
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N (’z\r« Sr, .
Y

where {(r,/N) represents the probability that the weather changes from normal to
adverse during the repair of component 1. This can be deduced assuming exponen-
tial distributions since, in generd,

Prob(event) = 1 —e™™
andinthiscase, t=r;and A = 1/N. Thus
Prob{weather changing during repair of component 1) = 1 —e™ "%

which, if r; << N, reduces to

N TN .
Similarly for the second term of Equation (8.28). This equation cannot be
reduced further because the assumption r; << Sis not generally valid.

r ?’i
Prob=1=1-=L |+ . =L

(c) Initialfailurein adverse weather, secondfailure in normal weather
This case is evaluated similarly to the second. In this case however

Prob(weather changing during repair of component 1)=1 -e™+' 5,

Since r; and S are comparable, the simplification used in part (b) is not valid.
Therefore either the probability of weather changingisusedinitsfull form as shown
above or this value of probability is assumed to be unity. Using the second

assumption, .
[.{ Nr (. Nr ) (8.292)
= L% IJQWN_H ”\?[l"hr ﬂ
Lol ' RERE!
which, ifr, << N, then
. N -
A= ‘N—:—g [/‘i Ay F, +l~: Ay ol (829b)

(d) Bothfailures occur during adverse weather
This caseis similar to (a) and gives

A S F_,() S, \.),fh, S, \W (8.30)
'd-,\’+SL"5‘35+r|J V’"i VS+r,

(e) Overall reliability indices
The overall failurerate is given by
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Mo = Ry + Ryt R 7 Ry (8.31)

and since there is no restriction on repair,

o (8.32)
“p ™ r,+r,
U = Ropop (8.33)

(i) Repair cannot be done during adverse weather

In this case the concepts of deduction are identical to those described for case (i)
withtwo modifications. Firstly, when the second failure occurs in normal wesather,
the *exposure time’ isthe repair time of the first component since the whole of the
repair isdone during normal weather. Secondly, when the second failure occurs in
adverse weather, the ‘exposure time’ is the duration of adverse weather since no
repairisinvolved inthisweather condition. Consequently

hym— = [hha(r, + )] (8.34)

a” Ar, o

i i )
) N i o (8.35)
]

Ay = N+ SLA.] V'* 5+A«Naxib-‘l
, S 8.36)
b= g DMhary + Ak ) ¢
=5 S[x (MSYy+ A3 (A SN

5 . (8.37)

= (24348

In case (i) there were no restrictions on repair and therefore the average outage
time was identical for al four cases In the present case, repair cannot be done in
adverse weather and therefore, when the second failure occurs in adverse westher,
cases (b) and (d), the outage time will be increased by the duration of adverse
weather, giving

lpp =R, + Ay F Ao+ Ay (8.38)

U A A dig:
- . 2 +
= (At A FL Ay (

U (8.40)

2 +s] (8:39
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8.6.6 Numerical examples
(8 System and data

The application of the eguations to consider the effect of the overlapping forced
outages as derived in Section 8.6.5 isillustrated using the simple parallel network
shown in Fig. 86. This system may represent either a red parallel circuit or a
second-order failure event (minimal cut set) of a more complicated network. The
process of analysisis identica in both cases

It is assumed that both components are identical and each has the following
numerical data:

A =020 f/year of norma wesather
= 40.0 flyear of adverse westher
r =106 hours
A" = 1 outage/calendar year
r" = 8hours

In addition it is assumed that the weather states have the following average
durations:

A= 200 hours
S =2hours

{b) Single weather state

If the weather is not considered in the analysis, the average failure rate » can be
evaluated using Equation (8.26a)

§ =222 020+ 52= x 40= 0504 f/yr

Thisval ueof;\isthefallureratewhichwouldbeidentifiedbyadatacolIection
scheme if the weather State were not asociated with each system failure. It is
evident that the value of A ismuch closer tothe failurerateduri ng normal weather

because the value of ¥ is much greater than the value of S

E— ———» Load

Fig. &6 Simple paraliel transmission circuit

I i S SRR s, S0 et L 3oL e Tt
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Usizy #ms 2 atue of X, the system reliability indices can be evaluated using
Equatinns (8.1)~(8.3)which gives
P.po = 0,594 X 0.594¢10 + 10)/8760 = 8.06 x 107 fiyr

10 < 1D
¥y =
P10+ 10

-Shours

L o= }“p?rpp =403 x 107 hours.'yr
(c) Two weather states — repair possible in adver se weather
This contribution can be evaluated from the data given in (a) above and Equations
(8.27b), (8.28), (8.25b). (8.30)—(8.33).

{s's]

A= Z[0.20 X 0.20(10 + 10)]/8760 = 904 x 107 f/yr

a L VL

2000/ 103(n 2X101 3 " ggg0 - 51«

=" o 1074 f/yr
AL i -,\_qu'i\ 4+ lUj| JI
-~
A =355140 X 0.20x 10x2]/8760 = 1.81 X 107 *flyr
T o2xaoy T N
rg=——40 40 x = [x2) /8760=6.03x 107 flyr
e L N - J J :
b =Ry + Ay =+ g = 6.45 x 107 fryr
Top = ll{?x.lfu =5 hours

L-'pp = lpprpp =3.23 x 107 hours/yr

A similar sat of results would be obtained if repair were not possible in adverse
weather. In this case Equations (8.34)-(8.40) would be used.

(d) Sengitivity aralyses

1t is seen, by comparing the previous results for a single-state and a two-state
weather model, that the failure rate and annual outage time is much greater for the
two-state weather model. This shows the importance of recognizing the effect of
the environment and identifying in which weather state the failures occur. It isvery
useful therefore to establish the system reliability indices as a function of the
number of failures occurring in adverse wesather. This type of sensitivity anaysis
isillustrated considering the system shown in Fig. 8.6 and assuming N = 200 hours,
5= 2 hours, r - 10 hours and X = 0594 flyr, i.e. as evaluated in (b) above. The
values of o and A’ can be evaluated using Equation (8.26) for values of F between
zero and unity and the system indices evaluated as illustrated in (c) above.
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A = 200 hours
S - 2 hours

i =059 flyr
r - 10hours
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Percentage of failuresoccurring in adverse weather

108

Fig. 8- 7 Effectof failures occurring in adverse weather

These results are shown in Fig. 8.7. from which it is very evident that, as the
number of failures occurring in adverse weather increases, the system failure rate
aso increases very sharply. The ratio between the failure rate if al failures occur
in adverse weather and that when all failures occur in normal weather is about 17
to 1. Thisratio can be defined as an error factor since it defines the error that will
be introduced in the evauation of failure rate if the effect of weather is neglected.
The variation in the value of this error factor is shown in Fig. 8.8 as a function of
the percentage of failures that occur in adverse weather. It is seen that the error
increases rapidly as the percentage of adverse weather failures increases, and
consequently avery optimistic eval uation would be obtained if the effect of weather
were ignored.
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Error factor

: ] . H " oo { L i
0 20 40 60 80 100

Percentage of failures occurring in adverse weather

Fig. S8 Ermor factor in value of failure rate

The results shown in Fig. 8.7 also show the four contributions to the system
failurerate. These indicate that when most failures occur in normal weather the
system failure rate is dominated by ,, and when most failures occur in adverse
weather the system failure rate is dominated by 4. The contribution by X, and A,
issmall inall cases.

Similar sensitivity results are shown in Figs. 8.9—11 for the same system and
basic reliability data. These show the sensitivity of thesystem failurerateto average
duration of adverse weather (Fig. 8.9), average duration of normal weather (Fig.
8.10) and average repair time (Fig. 8.11). In all cases the system failure rate is
mainly affected by the value of A4 for the component data chosen and shown on the
figures. Also shown in Figs. 89 and 8.10 isthe variation of ® with changesin the
duration of weather.

8.6.7 Forced outage overlapping maintenance

A forced outage overlapping a maintenance outage can be considered in a similar
way to that for a single weather state (Section 8.4) and overlapping forced outages
(Section 8.6.5). There are, however, three cases to be considered. One further
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N * 200 hours
r * 10 hours
X =0.2flyr
N - 40fiyr
10-® 1 ; " 1 1 | 1 L i
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Average duration of adverse weather (hours)

Fig. 89 Effect of average duration of adverse weather

constraint is generally imposed in addition to that considered previously in which
a component is not removed for maintenance if this action alone would cause a _
system outage. The additional constraint is 1

maintenance is not commenced during adverse weather.

(i) Maintenance not permitted if adverse weather isprobable

If commencement of maintenance is not permitted when adverse weather 1s
probable, the equations are identical to those for a single weather state (Equations
(8.7)—(8.9)) since adverse weather has no effect onthereliability indices.
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Fig. 8. /) Effectof average duration of normal weather

(if) Maintenance continued into adverse weather

This case assumes that maintenance is commenced only during normal weather but
that the weather may change during maintenance. It also assumes that both
maintenance and repair can be continued during the adverse weather period. This
is similar to case (i) of overlapping forced outages (Section 8.6.5).

The equations associated with this case can be derived from Equations (8.27)
and (8.28) sincethe initial outage (maintenance) can only occur in normal weather.
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Fig. 8.717 Effectof average repair time

For this reason, the probability of normal weather prior to the maintenance outage
is unity and therefore the term N/(N + S)in these equations is inappropriate. On
the basis of these principles, the contribution to the failure rate is

T M

r n

Ao =MA T+ AT
m =M e MM

[ l
MM

}L" f--'
LS+

1yt

2

(8.41a)

P
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which, ifr, <<V, gives

rll Qr_" |"" ”
b= Aar e A, e A a2 0
B A S I N S

pm 'N RSy NS+pr

If the four terms in Equation (8.41) are defined as

L R N L
A A BG 2

then - e

(iii) Maintenance not continued into adverse weather

{8.41b)

(8.42)

(8.43)

This case a so assumes that maintenance is commenced only during normal weather
but that the weather may change. It further assumes, similarly to case (ii) of
overlapping forced outages (Section 8.6.5), that neither maintenance nor repair is
continued into adverse weather. Consequently, Equations (8.34), (8.35) and (8.39)

can be adapted to give

r" P

v =R b + b A S 0 S

If these four terms are again defined as A% %4, X" and A4, then

L \ "o " e "
rir, (rn \ { ror, i (rr«
- e o 1% 2 i ~ o Y2 T 2
Cpm—){\_: _ + Ay LA = Si+af|——
7y ry | #, + 1"} Vr.fr,, ] r,t
L i N J 7 N
Fom = prmx Aon

8.6.8 Numerical examples

(8.44)

\3 (8.45)

)
(8.46)

The application of the equations that take into account the effect of maintenance
and derived iim Saction 8.6.7 can be illustrated using the previous parallel network

shown in Fig. 8.6.

(@ 9ngle weather state

If the effect of weather is neglected, the contribution due to forced outages
overlapping maintenance can be evaluated using Equations {(§8.7)—(8.8) and the data

given in Section 8.6.6.
Aom = 1(0.594 x 8)/876( + 1(0.594 x 8)/8760

e e e

ot b
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= 1.08 x 107 f/yr

. _loxs
P10+ 8

= 4.44 hours

Uy = 4.82 x 107 hours /yr

Thetotal indices for the system can now be evaluated from the above indices
and those derived in Section 8.6.6 using Equations (8.13)—(8.15) as

X =806x 107+ 1.08 x 107 = 1.89 x 107 flyr

U=4.03x 107+4.82x 107 =8.88 x 10~ hours/yr
r=U/A=4.71 hours

(b) Two weather states

(i) Maintenance not permitted if adverse weather isprobable

In this case (see Section 8.6.7(3)), Equations (8.7)-(8.9) can be used with the data
given in Section 8.6.6 to give

P = 1(0.2 x 8) x 2/8760 = 3.65 x 107*flyr

10x8
Tom="10 % 8—:44.”4Mhours

b'pm = Aomlom

These can be combined with the values for overlapping forced outages
(Section 8.6.6) to give thetotal indices

=1.62 x 1607* hours/vr

X =645x 107 +365x 107*=6.82 x 107 f/yr
U=323x 1072+ 1.62x 107 =339 x 10> hours/yr
r=U/%=4.98hours

(if) Maintenance not continued into adverse weather
In this case Equations (8.44)-(8.46) can be used to give
[1x02x8+1x02x8

Aom

+1x%x40x2+1X'Z%.JX4OX2]/’;8760

1.83x 1074 +1.83 x 107*+3.65%x 1074+ 3.65x 107

it

1.10 x 107 f/yr
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N 1\ f/
L83 x 1074 x 8 x 10 Ix2+365x I(,‘i"‘xiJ

Ly |
'i_ 8+10 | 8+ 10
=6,33 x 107" hours/yr

7= 5,75 hours

- \
Sx'0+2fx2
/

which can again be combined with the appropr:ate values for overlapping forced
outages.

A similar set of resultscanbeobtai nedif maintenanceiscontinuedintoadverse -

weather using Equations (8.41)—(8.43).

8,6.9 Application to complex sysems

The techniques to consider normal and adverse weather have been applied to a
simple parallel system in the previous sections. Most systems. however, are clearly
more complex than this particular example. Thetechniques can be applied to more
complex systemswithlittledifficulty. Two basic methods can beused.

Thefirst method requiresthe failure modes or minimal cut setsto be deduced,
inwhich case the previous techniques and equations can be applied to each of these
failure modes. The load point indices can then be evaluated by combining the
indices given by each contributing failure event.

The second method, which may be useful asapartial solution, particularly in
the case of hand calculations, isto usewholly or partly anetwork reduction solution.
This requires equivalent component indices to be evaluated.

These methods can be illustrated by means of the ring distribution system
shown in Fig. 8.12.

In this example, assume that each distributor, 1, 2, 3 and 4, has the same
component reliability dataspecifiedin Section 8.6.6(a) and again let N =200 hours
and S= 2 hours.

{a) Failure modes method

The failure modes for each load point of Fig. 8.12 are shown in Table 8.10.
Each failure mode is a second-order event and the previous equations and tech-
niques can be applied directly to each. Consider only load point L2. The indices for

[ 4 Load Ll
1 T3
}
—_—} , ; - Load L2
]

Fig. § /2 Ring distribution system
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Table 8.10 Failure modes for
system of Fig. 8.12

Failure modes ofload point
L L2 L3
1+2 1+2 1+2
1+3 1+4 2+3
1+4 2+3 2+4

3+4

each failure event are identical to those evaluated in Section 8.6.6(c). Therefore the
total load point indices are

X =4x645x 1073=258x 107 f/yr
U=4x323x 1072= 129 x 107 hours/yr
r- U7k = 5hours

(b) Including network reduction

The number of times that the equations must be applied is reduced if the series
components of Fig. 8.12 are first reduced to an equivalent component. The over-
lapping failure events of the reduced network can then be deduced and the
appropriate equations applied. The reduced failure events for Fig. 8.12 are shown
in Table 8.11.

There is now only one failure event for each load point and therefore the
equations need only be applied once for each of the load points. Again consider
load point L2. The indices of the equival ent components can be evaluated from the
principle of series systems, i.e.

X (equivalent component 1,3) =Z X

=020+ 0.20

= 040 f/yr of normal weather
A’ (equivalent component 1,3) =Z A’

=40+40

= 80.0 f/yr of adverse weather

Table 8.11  Reduced failure events for
system of Fig. 8.12

Load point Failure events
L1 1+(2,3,4)
L2 (1,3) +(2. 4)

L3 (1,3,4)+2




Distribution systems—parallei and meshed networks 285

! equivalent component 1, 3) =X
=0.20x10+0.20x 10
=4 hours, ¥t of normal weather
U" {equivalent component 1, 3) =£ir'r .
" =40 x 10+ 40x 10
= 800 hours yT of adverse weather

. | 2 I A"
r (equivalent component 1,3) - = L - ’
1A 1A
= 10 hours

Theindicesarethe same for equivalent component (2, 4) since all components
are considered identical. lttheabove values are substituted into Equations (8.27b),
(8.28), (8.29b), (8.30)+8.33), the reliability indices of load point L2 would be
evaluated as:

A =258x 1072 fyr,  r=5hours, U=1.29x]07" hours/yr

i.e. they would be identical to those evaluated above.
The same principle can be applied in the case of load points L1 and L3.

8.7 Common mode failures

8,7.1 Evaluation techniques

The concepts and eval uation techniques for common mode failures have been
described at length in Section 11.7 of Engineering Systems and will therefore not
be repeated in detail in this section. It is useful, however, to recall some of the
aspects before attempting to combine common mode failures and weather effects
which isthe subject of Section 8.8.

Two of the most useful models [13] for representing a second-order overlap-
ping failure event including common mode failures are shown in Figs 8.13 and
8.14.

The significance of the values of repair rates in these two models should be
appreciated and understood. In the case of the model with separate down dates,
Fig. 8.14. all repair rates are non-zero and equal to the reciprocal of the appropriate
component repair times. In addition al common mode failures are restored by an
eguivalent common mode repair process.

In the case of the model with a single down state, Fig. 8.13, the interpretation
is rather different. In this case the value of 5 is zero if al repairs are conducted
independently and each component is returned to service separately. Consequently,
u; 2 isnot strictly the reciprocal of arepair time but instead represents the proportion
of repairs that involve both components being returned to service simultaneously.
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1
1ur
A 2up A
# Hp
F 3
1 DOWN lm' &m: 1up
2up 2 DOWN
My o
x: 4 l1
1 DOWN
2 DOWN

Fig. 8./3 Model for two components with single down state

As an example, consider a double circuit transmission line for which 10% of all
double circuit outages are restored by a common mode restoration process. There-
fore - is 10% of py or of py. Having evaluated ui, in this way, it can be
reciprocated to give a value of {5, which represents an equivalent repair time.

It was shown in Section 11.7.2 of Engineering Systems that the set of equations
15] representing these models is

1up
2up

)‘12" “#12 2

2 5 3
1 DOWN 1 DOWN 1uUpP
2UuP 2 D0OWN 2 DOWN
A Ay
LF) 4 4,
1 DOWN
2 DOWN

Fig. 8./4 Model for two components with separate down states
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{a) Failurerate

For both models,

Ao = Mgl +72) + 1y (8.47)
by Outage time
If
i 1 1
ST A A TR
H Hy Hy;z
then, for the model of Fig. 8.13,
P (8.489)
[
®orn eyt
andifu;x=0
iy (8.48b)
"= ro+r,

and for the model of Fig. 8.14

Ayhat Fy + ol (8.49)

. y
P

8.7.2 Application and numerical examples

{a) Effecofmodel on outage duration

The discussion in Section 11.7 of Engineering Systems and Equations (8.48) and
{8.49) show that the two models give the same value for failure rate but different
values for the outage duration. It isimportant therefore to assess the most suitable
model for any particular practical situation. In order to illustrate this effect on outage
duration, consider atwo-component parallel system and the following data

A, =3,=05f/yr

)
“12

0.05f/yr
ry =r, =25 hours
ri» = 10 hours and 20 hours

The values of outage duration can be evaluated from Equations (8.48) and
(8.49) and are shown in Table 8.12. The results shown in Table 8.12 indicate that
the outage time for the model shown in Fig. 8.13 is approximately equal to the
overlapping outage time associated with independent failures only, whereas that of
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Table 8.12 Outage durations including common mode failures

Outage duration (hours) for model of Fig.

ra 8.14 &13

(hours) Eqgn (8.49) Egn (8.48a) Eqgn (8.48h)
10 998 111 125
20 19.95 118 125

10!

10~

103

Sysvern tailure rote Lf/ye)

L1

[y
~N
w
-
o
-3 .
-~
o]
©
6

N2 I (%)

Fig. & 15 Effect of common mode failures
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pig. 8.14 is approximately equal to the outage time associated iz the co.inon
repairprocess.

ib) Sensitivity analysis of common mode failures

Consider again atwo-component parallel system represented by the model of
Fig. 8.13 and assumethefollowing data

A=A =000, 0.0 L0 fryvr
. ri=ry=1 day.(: 24 hours), 1 week (5 168 hours), 1 month (= 720 hours)
n, =0
~,; = 0to 10% of the independent failurerate &,

The results for the failure rate of the system are shown in Fig. 8.15, which again
stresses the points made in Section 11.7 of Engineering Systems that only a small
percentage of common mode failures causes a significant increase in the evaluated
failure rate of a load point and the effect of common mode failures should be
included in the analvsis if they can be identified as a potential cause of failure.

8.8 Common mode failures and weather effects

8.8.1 Evaluation technigues

The examples and discussion in Sections 8.6 and 8.7 demonstrate that common
mode failures and the effect of weather can independently increase the failurerate
of aload point very significantly compared with the value that would be eval uated
if these two effects were neglected. It follows therefore that if these two effects
were considered simultaneously, it is possible that the evaluated indices would be
even greater. This possibility has been considered [6] fairly recently, and the
combined evaluation methods and effects have been described and discussed.

Therelevant equations for these combined effects can be deduced very readily
from the concepts used to derive the weather related equations (Section 8.6) and
the common mode equations (Section 8.7).

(a) Repair can be done during adverse weather

Equation (8.47) showsthat the load point failure rate is given by the summation of
that due to independent failures and that due to common mode failures. The same
principle applies when a two-state weather mode! is used. Consequently, if A, and
1,5 are defined as the common mode failure rate in normal and adverse weather
respectively,
7
o =+ dy b B hge — Ay —S— 1, (8.50)

N T ¥ T
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where A,, Ay, A, and A4 are defined by Equations (8.27h), (8.28), (8.29b) and (8.3 1)
respectively.

If Equation (8.50) is compared with Equation (8.26a), it can be seen that the
summation of the last two terms of Equation (8.50) give the average failure rate per
- calendar year due to common mode failures, i.e.

3 _ }V - i S LY (851)
12 A S}
N+ S N+S
Therefore
Aop =Ryt hy + Ao+ g+ Ky (8.52)

Equations (8.50)%«8.52) apply equally to the single down state model (Fig.
8.13) and the separate down state model (Fig. 8.14).
The outage time associated with the two models can be evaluated as follows:

(i) Single down state model

In this case the outage time is given by Equation (8.48) with no modification.

(if) Separate down state model

In this case, the principle of Equations (8.32), (8.33) and (8.49) can be used to give
r;rz N

. N . by ,
LIPP = (f\,a‘i' l.b‘{-kci')\,d):;:;'i'm:‘.!:r]z +———‘N+S}b”r!z

n rlrl ( N - s : )
=(.~-.8+1,b+?Lc+).‘i)rl_w2 +LN+S¢”+N+S)M’3J“”
r r, A (8.53)
=(h+h +A +A P2 % .
( a )\‘b c d) r‘ +I’2 "rah
ro=U_7k {8.54)

pp PR" PP .
where i, Ay, A, and A4 are given by Equations (8.27b), (8.28), (8.29b) and (8.3 1).
respectively.
(b) Repair cannot be done during adverse weather

Equations (8.50)-(8.52) also apply to the case when repair cannot be done
during adverse weather with the exception that %,, A, A, and A4 are given by
Equations (8.34)— (8.37) respectively.

The outage times associated with the two models are as follows:

(i) Single down state model

In this case, as in Section 8.6.5(ii), the outage time of failures occurring in
adverse weather must be increased by the duration of adverse weather. Therefore
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the outage duration 1s evaluated using the concepts of Equations (8.39), (8.40) and
(8.48)togive

N Ny ! s
U=k 4 b+ dr ik A +——— 40, l(r, + 5 {8.55)
Y ‘ A € N [ - A d A 12 iVe ..
: 5 /l +S 3 'Ji t'ﬂ"
where ‘;‘ \ (
"‘3 "t .
rome—iE Gz =i
Tonmanneng, I i) HRaRY X
& oF Q\f
and %, A, A and ~4 are given by Equations (8.34)—(8.37) respectively. Thus Cre e

Fop = L-’pp:"?.pp (8.36)

(ii) Separate down state model

In this case, the outage time for some of the fail ure modes must also be increased
by the duration of adverse weather. Therefore Equations (8.39) and (8.53) are
modified to:

U N . Fys ” . ( LELP) S\E
T LA A =+ {A, + i) ==+
p (a+f“)rl+ra o °)5r=+r !
’ - T 7
LY s 8.37)
Ty g \+S’-t:(’::"5‘) 37
oo = Unp gy (8. 58)

where A, Ay, Ag, Ay @re given by Equations {8.34)—(8.37).

8.8,2 Sensitivity analysis

In order to illustrate the effect of combining common mode failures and weather
modelling on the system reliability indices, reconsider the system shown in Fig.
8.6. the data shown in Section 8.6.6(a), the single down state common mode failure
mode! and assume that repair can be done in adverse weather. A failure rate
sensitivity analysiscan now be made using Equations (8.50) or (8.52). Theseresults
are shown in Fig. 8.16 as a function of common mode failures and in Fig. 8.17 as
a function of number of failures occurring in adverse weather. The curve labelled
zeroin Fig. 8.17 isidentical to that of A, in Fig. 8.7.

These results show that both adverse weather effects and common mode
failures can significantly affect the system failure rate. They also show that, if the
percentage of common mode failures is relatively large, above about 4—5%, this
contribution is much more significant than that of adverse weather effects.
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8.9 Inclusion of breaker failures

8.9.1 Simplest breaker mode

The simplest way to include the effect of breakers isto treat them identically to the
components considered in Sections 8.2 and 8.3. This introduces no complexities
and the previous techniques can be applied directly.

Inorder toillustratethis, assumethat all breakersof Fig. 8.1 have afailurerate
of 0.05 f/yr and a repair time of 20 hours. The new load point reliability indices
using afailure modes analysis are shown in Table 8.13.
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Theresultsshown in Table 8.13 differ only marginally from thosein Table 8.4
owing to the dominant effect of the two busbars. If these busbars were 100%
reliable, however, asignificant increase would be observed when breaker failures
areincluded.

8.9,2 Failure modesof a breaker

Most power system components can be repr&eentéd by a two-state model that
identifies the operating (up) state and the failure (down) state. Thisis not true for
a breaker. however, because such a model ignores its switching function during
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Table 8.13 Reliability indices using simple breaker model

Failure event hopp L0 7o (hours) Upp fhoursvr)
Subtotal from
Table 84 3070 x 107 307 9.411 x 1072
7+8 1.142 x 107 10 1.142 x 107*
7+2 8562 x 107* 6.67 5.708 x 107*
7+4 6.849 x 10°° 167 1142 x 107*
7+10 1142 x 107 10 1.142 x 107*
1 +8 8562 x 107 6.67 5.708 x 107
1+ 10 8562 x 107 667 5708 x 107*
3+8 6849x 10 167 1.142 x 167
3+10 6.849x 10° 167 1.142 x 1074
9+8 1.142x107° 10 1.142 x 107*
9+2 8562 x 10° 667 5708 x 107*
9+4 6.849x 10° 167 1.142 x 107°
9+ 10 1.142x10° 10 1.142x 107°
Total 3.112x 107 3.13 9.731 x 107

fault conditions. The breaker model should therefore recognize an incressed
number of states. For a normally closed breaker, the complete set of ates consists
of the following:

(a) operates successfully in its closed tate;

{b) opens successfully when required to do so;

(c) failsto open when required to do so;

(d) opens inadvertently when not requested to do so;

(e) suffersan open circuit;

() suffersa short circuit on the bushar side;

(9) suffers a short circuit on the line side.

The previous model does not recognize all of the states (a)~{g). A detailed
modelling procedure for breakers is described in Chapter 10 in which substations
and switching stations are discussed. The techniques and models of Chapter 10 are
equally applicable to distribution systems and can be used if so desired. The more
enhanced models are not always necessary, however, and simplifications can be
made when evaluating the load point reliability indices of distribution systems.
These are discussed in Section 8.9.3.

89.3 Modelling assumptions

The main assumptions for a simplified bresker model are;
(i) probability of opening successfully (state b) is unity;
(ii) probability of not opening successfully (state C) is zero;
(iii) probability of an open circuit (state €) is negligible.
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Assumptions(i)and (ii) imply that states{b) and (c) can be neglected al though
e effect was discussed in Section 7.7 in relation to fusegear failures in simple
radial systems. The justification for the assumption is that, in distribution and
transmission systems, the probability of not opening successfully is usually very
smalt and the contribution due to this malfunction is negligible compared with other
significant contributions.

" Breakers are normally located at the sending end of asingle radial feeder and
at both ends of abranch in aparallel or meshed system. It followsfrom assumptions
(i) and (ii) and this method of design that short circuit faults on any branch
component, other thanthebreakersthemselves. will beisolated by their protection
breakers which will therefore limit the effect of the fault to the branch in which it
occurs. This permits the previous network reduction or failure modes analysisto
Heusedwithoutmodification.

Assumption {it1) isjustified because the probability of an open circuit on any
power system component isusually very small and isnegligiblein comparisonwith
short circuits. State (e) can therefore be neglected. This leaves only states (d), (f)
and {g) to be considered as fail ure states.

State (d) usually manifestsitself due to fal se signals being developed by or in
the protection system. Its effect is similar to that of an open circuit and will only
affect the branch in which the breaker exists,

A short circuit on a breaker, states (f) and (g), can cause different switching
effects depending on the operational design of the protection system, i.e. whether
ashort circuit onabreaker can beisolated by itsown switching action. Forexample,
afault on the!ine side of breaker 7, state (g), in Fig. 8.1 could be protected by itself
and breaker 9. Similarly a fault on the busbar side of breaker 7, state (f), could be
protected by itself and the breaker (not shown) protecting busbar 5. This can be
defined as ‘short circuits cleared by itself’. On the other hand, if the fault cannot
be cleared by its own operation, then in both of the above examples, the breaker
protecting busbar 5 and breaker 9 must operate. Thiscan bedefined as *shortcircuits
not cleared by itself”.

The modelling techniques described in the next section are derived from the
above assumptions and concepts.

8.9.4 Simplified breaker models

(a) Inadvertent opening

Inadvertent opening failures can be modelled in ether of two ways:

(i) The breaker is identified as a sysem component and the inadvertent opening
indices allocated to it.

(ii) The breaker is neglected as a component but its inadvertent opening indices
are combined with the reliability indices of the next component in the branch
in which the breaker exists. The indices are combined as for series components.
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For example, the inadvertent opening indices of breaker 7 in Fig. 8.1 can be
combined with the reliability indices of line 1.

(b) Short circuits not cleared by itself

In this case, the breaker is neglected as a component and its short-circuit indices
are combined with the reliability indices of the busbar to which it is connected.
These indices are combined as for series components. For example, the indices of
breakers 7 and 9 are combined with those of busbars 5 and 6 respectively.

(c) Short circuits cleared by itself

In this case, the short-circuit indices associated with the bushar side of the breaker
are combined with the reliability indices of the busbar and the short-circuit indices
associated with the line side of the bresker are either:
(i) dlocated to the breaker being considered, as in (a(i)), or
(ii) combined with the reliability indices of the ling, as in (a(ii)).

It should be noted that the model in (b) above is dso applicable to any
additional terminal equipment that exists in abranch between the breaker protecting
that branch and the relevant busbar to which it is connected.

895 Numerical example

The concepts described in the previous sections can be illustrated by again consid-
ering the system shown in Fig. 8.1. Assumethat the breaker failure rate of 0.05 fiyr
specified in Section 8.9.1 isdueto

inadvertent opening—20% = 0.01 f'yr
short circuits on busbar side—40% = 0.02 f/yr
short circuitson line side—40% = 0.02 f/yr

and that the repair time is 20 hours for each failure mode.
Furthermore, assume that each breaker can clear its own short circuits The
failures of the breakers can now be modelled as follows

inadvertent opening: asin (a(i))
short circuits on busbar side: asin (c)
short circuitson line side: asin {c(i))

The modified reliability indices of the busbars and breakers are
busbar 5: A =0.01 +0.02 = 0.03 f/yr
Us=0.01 x 5+ 0.02 x 20= 0.45hours/yr
rs=Us/As = 15hours
busbar 6: A = 0.02 + 0.02 = 0.04 f/yr
Ug=0.02 x 2 + 0.02 x 20 = 0.44hours/yr

r¢=Us/h¢ = 11 hours




IS

Dlatree. ion systems—paratiel and meshed networks 297

breakers: A=0.01 +0,02 =tvy er
r =20 hours.

Usting the above component data and that given in Table 8.1 gives the load
pomt reliability indices shown in Table 8-14. -

The results shown in Table 8.14 are significantly greater than those of Table
g,i 3, whichindicatestheimportance of modelling the system components, particu-
larly breakers, in the most realistic way. In both cases (Tables 8.13 and 8.14) the
basi c component data was the same but the method of using this datawas different.
It is evident that no single method for processing or using the data can be given
since both aspects are a function of the mode of failure and the type of protection
scheme being used. The discussion, however, indicates how these aspects may be
considered once the mode of failure and protection scheme have been identified.
As noted previously, amore detailed and comprehensive description of modelling
different modes of failure and the subsequent switching procedures are given in
Chapter 10 in relation to substations and switching stations. These additional
concepts can also be used, if desired, in the analysis of distribution systems.

810 Conclusions

This chapter has extended the basic techniques described in Chapter 7 for simple
radial systems to more complicated parallel and meshed systems. It has also
described evaluation methods that can consider a wider range of failure modes
including permanent, temporary, transient and common mode outages as well as
the effect of maintenance and weather.

The evaluation problems and concepts of breakers and the complexities
associated with their switching effects have been introduced. The models used for
including these effects have been simplified in this chapter but these will be
extended quite considerably in Chapter 10. The extended techniques are not
frequently necessary in the case of distribution systems but, if desired, the tech-
niques of Chapter 10 can be used for these systems.

The only reliability indices considered in this chapter were the failure rate,
repair time and annual outage time. Additional indices such as average load
disconnected and energy not supplied can also be evaluated. These indices will be
discussed, however, in Chapter 9, when other reliability criteria are also imposed
on the system behavior. In thischapter, the only criterion has been one of continuity
between the load and supply point. This therefore assumes that parallel paths are
fully redundant, a criterion which is not strictly relevant to many practical systems.

The main conclusion that can be drawn from the discussion and results of the
present chapter isthat all features known to affect thereliability of a power system
network and all realistic failure and restoration modes should be taken into account.
This frequently means that fault reporting schemes must be developed and evolved
to produce reliability data of the appropriate form and detail that is commensurate
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Table 8.14 Reliability indices using modified breaker models

Eailure event b (f/yri rop (hours) Uy (hourstyr)
Subtotal from

Table 82 6.986 x 1074 5.88 4110x 167
5 3x 107 150 45x 107
6 4x 107 110 44 x 10
7+8 4110 x 107 100 4110 x 107°
7+2 5.137 x 10~ 6.67 3425 x 107*
7+4 4110 x 107® 167 6.849 x 107
7+10 4,110 x 107° 100 4110x 107
1+8 5.137x 107 6.67 3425 x 107*
1+10 5137 x 107° 6.67 3425 x 107°
3+8 4.110x 10°¢ 167 6.849 x 107°
3+10 4110 x 107° 16.7 6.849 x 107
9+8 4.110x 10°® 100 4.110 x 107
9+2 5137 x 107 6.67 3425 x 107*
9+4 4110 x 107° 16.7 6.849 x 107°
9+ 10 4.110 x 107 10,0 4.110 x10°°

Total 0.0709 126 0.8960

with the reliability models. It follows therefore that these two aspects, reliability
data and evaluation models, must evolve together; as one or other isdeveloped, the
other must follow.

8.11 Problems

1 Evaluatethefailurerate, average outage duration and annual outagetime of load points
Lland L2 in Fig. 8.18:

B1 B2

1 [—= L1

S .2

Fig 818
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Table8.15

LComponent A i rihou mi
foe 1.2 0.5 b3

fine 3 0.1 2
line 4 .25 i
busbars 0.001 1

{a) the busbars are assumed to be 100% reliable and
(i) without line 4:
(i) withline 4;
{b) the busbars are not 100% reliable and
(i) without line 4;
(ii) withline4.
The component reliability datais shown in Table 8.15.

2 Re-evaluatetheioad point indices of Fig. 8.18 for case (a) only in Problem 1 when the
lines are maintained once per year for aduration of 8 hours. Assume that maintenance
is not done if maintenance aone will cause load point failure and that maintenance is
performed on one lineonly at atime.

3 Evaluatethefailure rare, average outage duration and annual outage time of load point
L! inFig. 8.19 if the breakers always operate successfullywhen requested to do so and
can isolate their own short circuits. Assume that 10% of bresker failures are due to
inadvertent opening and that 45% of the failures occur on each side of the bresker. The
component reliability datais shown in Table &.16.

4 Re-evauate the indices of L1 in Problem 3 if coordinated maintenance is performed

on each branch once per year for a period of 8 hours.

Evaluate the failure rate, average outage time and annual outage time of the load point

L inFig. 8.20 if each busbar is 1 00% reliable and each line has apermanent failurerate

=]

Table8.16
Component X (fiyrs  r (hours)
busbars 0.01 3
lines 050 5
breakers 0.05 10
1 5
2 4
X 3 % > Lt
X 9
10 1 11;‘
X X
6 7 8

Fig. 8.19
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Fig. 8.20

of 0.5 f/yr, a temporary failure rate of 2 f/yr, a repair time of 8 hours and a reclosure
time of 10 minutes.

6 Thethreelines of asystem similar to that in Fig. 8.20 have theaverage reliability indices
shown in Table 8.17.

Given that the average durations of normal and adverse westher are 200 hours and 1.5
hours respectively, evaluate the failure rate, average outage duration and annual outage
time of load point L for the conditions:

(@) no failures occur in adverse weather;

(b) 50% of failures occur in adverse wesather;

(c) all failures occur in adverse wesather.

Assume:

(i) repairs can be done during adverse weather;

(ii) no repairs can be done during adverse wesether.

7 Re-evauate the reliability indices of Problem 6 if repairs and maintenance cannot be
done in adverse weather and maintenance is performed on each line separately once
per year for a period of 8 hours.

§8 A data collection scheme shows that each line of a system similar to that of Fig. 8.20
has a failure rate/lyear of normal westher of 0.25 and a failure rate/year of adverse
weather of 50. Given that N= 250 hours, S= 2 hours, evaluate: :
(a) the average failure rate of each iine; g
(b) the percentage of failures occurring during adverse weather; 3
(c) the reliability indices of the load point L if repair can be done during adverse
weather and each line has a repair time of 8 hours.

9 Re-evaluate the reliability indices of Problem 8 if lines 1 and 3 and lines 2 and 3 can
suffer common mode failures.

Assume:

(a) the common mode failure rate to be 5% of the independent failure rate of each line;
(b) the system can be modelled with a single down state asillustrated in Fig. 8.13;
(c) al lines are restored to service independently. i.e. p;2 = 0.

Table 8.17
Averagefailure rate Repair time
Line (f/yr) (hours)
1 05 10
1 05 10
3 10 10

S

POWEREN.IR
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9 Distribution systems—
extended techniques

9.1 Introduction

The models and techniques described in Chapter 8 aliow the three basic reliability
indices, expected failure rate (X), average outage duration (r), and average annual
outage time (U), to be evaluated for each load point of any meshed or parallel
system. These three basic indices permit a measure of reliability at each load point
to be quantified and allow subsidiary indices such as the customer interruption
indices (see Section 7.3.2) to be found. They have three major deficiencies,
however:

(a) they cannot differentiate between the interruption of large and small loads;

(b) they do not recognize the effects of load growth by existing customers or
additional new loads,

(c) they cannot be used to compare the cost—benefit ratios of alternative rein-
forcement schemes nor to indicate the most suitable timing of such rein-
forcements.

These deficiencies can be overcome by the evaluation of two additional
indices. these being:

(i) theaverage load disconnected due to a system failure, measured in kW or MW
and symbolized by Z;

(i) the average energy not supplied due to a system failure, measured in kWh or
MWh and symbolized by £.

These are not new indices since they were developed for generating capacity
reliability evaluation using the loss of energy method (see Chapter 2). The recent
application[ 1, 2]to distribution systems, however, allowsamorecompleteanalysis
of these systems. This was demonstrated in Section 7.3.3, in which the load and
energy indicesfor simpleradial systemswere evaluated. This wasasimpleexercise
for these basic systems because the load and energy indices are easily deduced from
the average load and the annual outage time of each load point. This chapter
describes how these additional indices can be evaluated [2] for more complex
systems.

The criterion used in Chapter 8 for determining aload point failure event was
‘loss Of continuity’, i.e. aload point fail sonly when all paths between the load point
and all sources are disconnected. This assumes that the system is fully redundant

302
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and any branch is capabie of carrying all the load demanded of it. This clearly is
unrealistic. For this reason, the previous ‘loss of continuity’ criterion iS best
described as “total loss of continuity’ (TLOC). In addition, a sysem outage or
failure event may not lead to TLOC but may causeviolation of anetwork constraint.
e.g. overload or voltage violation, which necessitates that the load of some or all
of the load poinzs be reduced.

This type of event was initially defined [3, 4] as loss of quality. These initial
considerations have now been considerably developed {2} and the event defined as.
partial loss of continuity (PLOC). The eval uation of PLOC events becomes of great
significance if the load and energy indices are to be evaluated. The relevant
techniques needed to evaluate these events and the load and energy indices are
described in this chapter.

Many systems have interconnections which allow the transfer of some or ali
the load of a failed load point to other neighboring load points through normally
open points. This concept was previously described in a simplistic way for radial
systems in Section 7.8. A more realistic discussion of available techniques [2] is
giveninthischapter.

Finally, management decisions of the most appropriate reinforcement or
expansion scheme cannot be based only on the knowledge of the reliability indices
of each scheme. It is aso necessary to know the economic implications of each of
these schemes. This aspect is briefly discussed in the final section of this chapter.

9.2 Total loss of continuity {TLOC)

The criterion of TLOC is that used consistently in Chapter 8, and therefore the
values of X, r and U can be eval uated exactly as described in Chapter 8. Furthermore
the values ofL and E arereadily evaluated knowing only the average |oad connected
to each load point since, as described in Section 7.3.3,

L=1,

=Lf ©-1)

where

14 x 4 2
- X1 X -
-
- X 5 X
X

Fig. 9./ Typica ring system with two load points

b5
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Table 9.1 Reliability deta for the system of Fig. 9.1

Component  Faiture rate (f/r) Repair time (hours)

lines4—7 0.02 10
busbars 1-3 0.01 5

Table 9.2 Loading data for the system of Fig. 9.1

Load Point Peak load (MW) Number of customers
2 20 2000
3 10 1000
L, = average load at load point
L, = pesk load at load point (maximum demand) 1
/ = load factor 4‘* (92)

£ = LU where U= annual outage time of load point.

Finally the additional customer-orientated indices described in Section 7.3.2
can be obtained if so desired.

Table 9.3 Totd loss of continuity indices for system of Fig. 9.1

X r \Y L E
Event (f/yr) thours) thoursivr} (MW) (MWhiyr)
Load point 2
i 0.01 5 0.05 15 0.75
2 001 5 0.05 15 0,75
4+5+6  3.13x 107 333 1.04 x 10770 15 1.56 x 107°
4+5+3 1.14x 107" 25 260 x 107" 15 390 x 107'°
4+5+7 313x 10" 33 1.04 x 107 15 1.56 x 10°°
Totd 2.00x 107 5 1.00 x 107 15 15
Load point 3
1 001 5 0.05 75 3.75x 107!
3 0.01 5 0.05 75 375x 107
6+2 342 x 107 3.33 1.14 x 107 75 855 x 107°
6+7 9.13x 1077 5 457 x 107 75 343 x 107°
4+5+6 313x 107" 3B 1.04x107" 75 78x 1077
Totd 2.00 x 107 5 1.00 x 107 75 0.75
SAIF! = 0.02 interruptions/customer yr ASUL =1.142x 107
SAID1 = 0.10 hours/customer yr ENS =225 MWh/yr
CAIDI = 5.0 hourg/customer interruption AENS = 0.75 kWh/customer yr

ASA1 =0.999989
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As an example, censider the system shown m Fig. 9.1, the reliability data
shownin Table 9.1 andtheload datashownin Table 9.2. InTable9.1 it is assumed
that the data for the lines and busbars have been modified to account for breaker
fatlures as described in Section 89. Although oniy permanent failures and a
single-state weather model are used in this example, these can be extended to
includeall theaspectsdiscussed in Chapter 8. Itisals« assumed, for simplicity only,
that the load-duration curve for each load point follows astraight line with aload
factor of 0.75. o

The reliability indices (A, r, U, L, E) can be evaluated using the techniques of
Chapter 8, andtheadditional customer-orientated i ndices can be deduced using the
techniques of Sections 7.3.2 and 7.3.3. These results are shown in Table 9.3.

9.3 Partial loss of continuity (PLOC)

931 Selecting outage combinations

A partial loss of continuity event could potentially occur for any combination of
branch and busbar outages except thosethat causeatotal loss of continuity. Inorder
to be rigorous, it would therefore be necessary to simulate all possible outage
combinations except those that are known to lead to a TLOC event. This may be
feasible for very small systems but it becomes impractical for large ones. Conse-
guently the outage combinations to be studied must be restricted.

Itisusually feasibleto study all first-order outages and usually reasonableto
neglect third- and higher-order outages. The second-order outages can be selected
by one of the fol lowing methods:

(a) sdect al second-order outages if the number is small;

(b) manually determine, from experience, those second-order outages that could
cause concern; :

(c) sincetheminimal cut setsidentify weak linksof the system, thethird-order cuts
can be used [2] to identify potential second-order PLOC events. These are
obtained by taking all second-order combinations from each third-order mini-
mal cut set obtained for the load point of interest. For the system of Fig. 9.1
and using the information given in Table 9.3, this would mean smulating the
following second-order events;
load point 2—(4 +5),(4+6), (5+ 6),(4+3),(5+3),4+7),5+7)
load point 3—4+3), (4+6), (5+6).

932 PLOC criteria

After determining the outage combinations to be considered, it is necessary to
deduce whether any or al of these form a PLOC event. This can only be achieved
using aload flow and establishing whether anetwork constraint has been violated.
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The mogt redlistic load flow is an ac. one [5], although others can be used if
preferred, eg. approximations such as a d.c. load flow can be used if deemed
sufficiently satisfactory.

The purpose of the load flow routine, which should be performed with the peak
loads at each load point, isto identify whether any network constraints are violated
under certain loading conditions and therefore to ascertain whether the outage
combination being considered leads to a PLOC event at one or more load points.
Two possible network congtraints are line overloads and busbar voltage violations.

933 Alleviation of network violations

The only network violation to be considered in this book is line overload. If
required, other violations can be considered using similar techniques.

If any of the outage combinations causes a line overload, it may be necessary
to disconnect sufficient load at one or more load points in order to remove this
overload. If the load is shed at a load point of interest, then the outage condition
being simulated causes a PLOC event at that load point. Ifthe overload isconsidered
~ acceptable, the outage condition does not lead to a PLOC event and can be ignored.

A given overload can often be alleviated by reducing the load at a number of
load points, either individually or in combination. Each of the possible ways
produces different PLOC indices for the load points. It istherefore not possible to
define a single method of achieving the objective of overload alleviation that would
give absolutely consistent results. The decision as to which method should be used
must rest with the particular utility performing the analysisand thisdecision should
be based on their accepted load shedding policy. Amongst others, the following are
possible methods for load shedding:

(8 load is shed at those load points which alleviate the overload with a minimum
_ shedding of load;

(b) load is reduced proportionately at all load points that can affect the overload;

(c) load is shed |2, 6] at the receiving end of the overloaded line.

93.4 Evaluation of PLOC indices

The reliability indices of each load point of interest due to a PLOC event can be
evaluated using the model shown in Fig. 9.2 inwhich it is assumed that the system
can satisfy all load demands without the outage condition (base case) and
A = rate of occurrence of outage condition; this is evaluated using the tech-
niques of Chapter 8 and can include all modes of failure, two-state weather
mode! and maintenance, .
. = reciprocal of the average duration r, of the outage condition;
L, = maximum load that can be supplied to the load point of interest during the
outage condition;
P = probability of load being greater than L;




Distribution systems — extended techniques 307
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i
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Lioad < L,

4 X H
2 Comg. down -
Load > L, -

L

Fig 9.2 State space diagram for PLOC

Ay = transition rate from load levels > L, to load levels < L
= reciproca of average duration {ry) of load level > L,;

XL = transition rate from load levels< L  to load levels> L,
= reciprocal of average duration () of load level < L,.

The down state or failure state of the load point is state 2 in which the outage
condition and aload level greater than L, has occurred.

It has been shown [2] from an analysis of the state space diagram in Fig. 9.2
that the rate of occurrence of a PLOC event is

TS (9.3

?‘c+?']_

LA P+A(l=P)A

A rigorous Markov analysisis not necessary, however, because Equation (9.3)
can be explained in words as foliows:

A PLOC event occurs if EITHER [a failure occurs during a high load leve (first
termof Equation(9.3))1 OR[afailureoccursduringalowiocadlevel ANDatransition
to ahigh load level occurs during the overlapping time associated with component
repair and the duration of alow load level (second term of Equation (9.3))].

The average duration of the PLOC event is

ye rel'y (9.9
- 7a + y ’
or
rer, (95)

Equation (9.4) applies to the operating situation in which excess load is
connected and disconnected each time aload transition between gtates 2 and 3 occur.
This is a likely operating policy when load switching can be performed easily, eg.
when remote control is used.

Equation (9.5) gpplies when the excess load, once disconnected, remains
disconnected until the repair has been completed. This is alikely operating policy
in remote or rura aress to prevent many manual load transfer operations.
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In the case of PLOC, the average load disconnected is the average load in
excess of themaximum level L, that can be sustained. Thisisdeduced by evaluating
the area under the load-duration curve for load levels greater than L, to give the
energy that cannot be supplied given the outage condition and dividing by thetime
for which load Ly is exceeded. Essentially this is an application of conditional
probability and the details are shown in Fig. 9.3.

Using the above concepts, the complete st of expressions for evaluating A, r,
U, L, E associated with a PLOC event are

r.r
A=k P+ (1 -Pyh — (96)
r.r
r =r, if excess load remains disconnected until repair is complete 9.7
__T/u ifload is disconnected and reconnected (9.8

- ro+r. each time a load transition occurs

L=dr - (9.9)
I / (9.10)
L=| fuoa-ry, n
Lo /
] |
E=LU (9.12)

where L{r) represents the load—duration curve and t\ is the time for which the load
level > L,.

100 Energy not supplied

given outage condition

——————————— L

Darnand %

0 o o e i . ——

-

== Time {%)

(0] 100

Fig. 9.3 Load-duration curve for evaluating L and E
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Ifanumber of PLOC events ex:st. whct + for most systems, the gverall
PLOC indicesfor theloadpontcan be £ua) Aated usi ng theconcept of seriessystems
togive

=R ) - (9.12a)
Up = Z t (9.12b)
E = Z E (9.12¢)
ry=U/%, (9.12d)
Lp = Epf’{r’p {9.12e)

9.35 Extended load—duration curve

In order to evaluate the load disconnected and energy not supplied in the case of a
PLOC event, it is necessary to know the load—duration curve of each load point.
These are often not known with great accuracy at distribution load pointsbut it is
usually possible to estimate them with sufficient accuracy for the purposes of
reliability evaluation. Load—duration curves themselves (see Fig. 9.3) were dis-
cussed in Chapter 2. These previous concepts remain the same and can be used to
eval uate the value of P in Equation (9.6).

It is aso necessary to know the values of oy, 1 and ry in order to apply
Equations {9.6)—(9.1 1). Thesevalues are interrelated since

by P2 (1 - P)
i.e.
LA S 9.13)
L1-P 1-Pry
and since
i_1-° (9.14)
rE—= r
L }‘L P H

It follows from Equations (9.13) and (9.14) that, if ry4 is deduced from a data
collection scheme, the other values can be evaluated. These values of ry can be
deduced from the same empirical data that is used to deduce the load-duration
curves. Thisempirical datais usualy obtained by integrating the load demand over
shortintervalsoftime,eg. + hour, 1 hour, etc. Consider the datashown in Fig. 9.4

3

and the particular load demand L.
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P

- Time period of analysis, T {hours) -

4

-

Demand integrated over one-hour periods

Fig. 94 Variation of demand in hourly intervals

Ifn is defined as the number of hourly intervals, fis the number of occasions
that the load demand exceeds L, and T'isthetime period (in hours) of analysis, then

_n_T7+6+4 . (9.15)
n= 7= 3 = 5.67 hours
n T+6+4 (9.16)

If this process is repested for all load levels, then the resultant variations of P
and ry are obtained. These together can be defined as an extended load—duration
curve.

9.3.6 Numerical example

In order to illustrate the effect of including a PLOC criterion, reconsider the system
shown in Fig. 9.1 and the datashown in Tables 9.1 and 9.2. The outages that could
lead to PLOC eventswere identified in Section 9.3.1 as

load point 2—3, 4,5, 6,7, (4 +5), (4+6), (5+6), (4+3), (5+3),
4+7),6+7
load point 3-—2,4,5,6,7,(4+5),(4+6), (5+6)

In order to simplify the process and permit relatively easy hand calculations,
assumethat the load flow isinversely proportional to the linereactance. Thisclearly
is an over-simplification and would not be done in a real evaluation exercise.
Because of this assumption, only the relative line reactances are needed and these,
together with the assumed line capacities, are shown in Table 9.4.
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Table 9.4 Line reactances and capacities of Fig. 9.1

Line Relative reacrance Capacity (MW)
4,3 10 18

6 15 8

7 0.5 8

The load—duration curves for the two load points were defined as straight lines
in Section 9.2 with maximum and minimum loads of 20 and 10 MW for load point
2 and 10 and 5 MW for load point 3. The reliability results for the PLOC events
can now be evaluated using this loading information, the data shown in Tables 9.1,
9.2 and 94, the assumed values of ry shown in Table 9.5, the load shedding criterion
described in Section 9.3.3 and assuming the load remains disconnected until repair
iscompleted, i.e. Equation (9.7). The fulidetails of thisanalysisare shown in Table
95.

It can be seen from Tabie 9,5 that the PLOC indices associated with load point
2 are very small, whereas those associated with load point 3 are very significant.
When these PLOC indices are combined with the TLOC given previously in Table
9.3, the overal indices shown in Table 9.6 are obtained.

It is evident from the results shown in Table 9.6 that, although PLOC may be
insignificant for some load points of a system, they may dominate those of other
load points. It foilows therefore that PLOC should be included in the reliability
analysis of distribution systems in order to ensure accuracy of the evaluation and
the most reliable sat of information necessary for the decision-making process of
expansion and reinforcement.

9.4 Effect of transferable loads

9.4.1 General concepts

The loads on a distribution sysem are not usually connected directly to the
load-point bushar but are distributed along feeders which themselves are fed by the
load-point busbar. If the system does not have transferable facilities, the individual
loads are lumped together and considered as a single point load connected to the
toad point of interest. This is illustrated in Fig. 9.5(a) and is the conventional
technique used in previous sections and chapters.

If the effect of transferring load through normally open pointsin the load feeder
(Fig. 9.5b) isto be considered, however, thissingle point load representetion isless
useful and extended techniques should be implemented. The importance of mod-
elling transfer facilities exists because, in the event of a TLOC or PLOC failure
event a aload point, it may be possible to recover some or all the disconnected
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Table 9.5 PLOC indices for system of Fig. 9.1

L, " Ae Fe X U L E
Event (MW) P (hours) _ (fWr) o thowrs) - (fhr)  thowrshr)  (MW) O (MWRE)
Load point 2

3 20 0 — — - - - —

4 20 0 - — — L —_— —

5 20 0 . ~ -—

6 20 0 - -

7 20 0 o _
445 8 1 8760 913 x 107 5 913x107 457x10° 7 320% 1078
4+6 10 1 8760 9.13x 10’ 5 9.13x 107 457x 10°® 5 228 x 1073
5+6 10 1 8760 9.13x 10’ 5 913 x 107 457 x 10° 5. 228 x 107
4+3 18 0.2 5 342x 10" 333 107 x 107 358 x 107 1 358 x 1077
5+3 18 0.2 5 342x 10 333 107x107 358x 107 1 3.58 x 107
4+7 18 0.2 5 9.13x 10’ 5 329x 107 164x10°® 1 1.64 x 10*
5+7 18 0.2 5 913 x 1077 5 329 x 107 164x 10* 1 1.64 x 107°
Total 4.90 3,61 x 10 1.77x10° 461 8.16x 10°°
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Table 9.6 Ovedl indices for system of Fig. 9.1

X r U L £
Loadpoint  Criterion (f/yr) (hours) thours/vr) (MW) (MWhAir)
2 TLOC 200x 10° 5 1.00x 1077 13 15
PLOC 361 x10° 490 1.77x 107 461 8.16 x 107
Total 0.020 5 0.100 15 150
3 TLOC 200x 10@ 5 1.00x 1070 75 0.75
PLOC 711x10% 962 684x 107 327 2.24
Total 0.001 8.62 0.784 38 299
SAIF1 = 0.0437 interruptions/customer yr

SAIDI =0.3280 hours/customer yr
CAIDI = 7.51 hours/customer interruption

ASAl = 0999963
ASUI =3744 x 107
ENS =449 MWhiyr

AENS = 1.497 kWhiyr

load by transferring it to neighboring load points through the normally open pornts.
This problem was discussed simply in Section 7.8 and more deeply in recent
publications [2, 6].

94.2 Transferable load moddling

The state space diagram for atransferable load system is shown in Fig. 9.6. State
1 representsthe system operating normally. State 2 representsthe system after the
initiating failure has occurred and all affected feeders have been disconnected

2 2
¥ 1
L. S
3 — 3 T b
| f------- S
Ll ‘;
— el [_.___”_J
4 s

U)
Fig. 9.5 Distribution system (a) without and (b) with transferable loads

(b!
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down | x, down | x, down | x, Xy_p| Gown bx, X} dawn

Fig. 9.6 State space diagram of transferable toad model

(TLOC) or sufficient feeders have been disconnected to reiieve network violations
{PLOC). Feeders can now be sequentially transferred, wherever possible, to neigh-
boring load points, and these sequential transfer operations are represented by
States 3 to (# + 2), where # is the number of individual transfers that can be
performed. .

In the case of TLOC events, X isthe rate of occurrence and  is the reciprocal
of the average outage time of the initiating event. These are evaluated using the
techniques of Chapter 8. In the case of PLOC, A is given by Equation (9.6) and i
is given by the reciprocal ofr in Equation (9.7) if it is assumed that the excess load
remains disconnected from thenormal source of supply until repair of theinitiating
event is completed.

In both the TLOC and PLOC cases, x; represents the switching rate from State
(k+ 1)to State (k+ 2), i.e. itisthe reciprocal of the average switching time. These
times and rates can be ascertained knowing the importance or priority of each feeder
and the order in which they will be transferred.

All the states of Fig. 9.6 except State 1 are associated with the failure state of
the initiating event and represent the down state of the load point. Consequently,
the transition rate into the down state (failure rate of the load point) and the average
down time remain the same as that if transferable facilities were not available. The
problem therefore is to evaluate the probability of residing in each of the down
substates, the load that can be transferred and therefore the energy that cannot be
supplied given residence in the substates and then, using a conditional probability
approach, to eval uate the average load disconnected and energy not supplied during
the repair time of the initiating event.

It has been shown [2] that the probability of residing in each substate of Fig.
9.6 is given by the following recursive formulae
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B (9.17a)
P =-
At
P M (9.17b)
e mptx)
Px 9.17
AR for k=3,...,(n+1) ( ©
o)
"+l (9.17d)
Pra=1-Y P

i=1

9.43 Evaluation technigues

The amount of load that can be recovered during each of the transfer states in Fig,
9.6 may be less than the maximum demand on the feeders being transferred due to
limitations caused by the feeder capacity itsdlf, by the capacity of feeders to which
it is being transferred or by the capacity of the new load point to which it isto be
connected,

Thefirst two restrictions can be assessed by comparing [ 2] the loading profiles,
i.e. how the loads are distributed along the feeders, with the capacity profiles of the
feeders. An example of this comparison is given in Section 94.4. The third
restriction can be assessed by performing a load flow on the system after the load
has been transferred. In all cases, the maximum load of each feeder that can be
transferred (L) canbe eval uated and the maximum load that cannot betransferred,
i.e. remains disconnected, is then given by

{,pd-—-LP—Lpl {9.18)
where L, = peak load or maximum demand on the feeder.

The energy not supplied (£;)to feeder; given state i of Fig. 9.6 is evaluated
by the areaunder the load—duration curve having apesk value L, before the feeder
istransferred and a peak value L, after the feeder is transferred. The total energy
not supplled isthen found by summatng,J weighted by P; for all feeders(; =1,

..fYyanddl down substates(i =2, .. . ,n + 2),i.e.

ne2 f (9.19)

L=E/U (9.20)
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fig. 9.7 Radia system with transferable icads

9.4.4 Numerical example

Consider the system shown in Fig. 9.7 and the reliability, loading and capacity data
shown in Table 9.7. The loading and capacity profiles for this system are shown in
Fig. 9.8. In this example the capacity profiles are constant. This may not necessarily
be so in practice, in which case the combined load profile must be reduced, if
necessary to prevent overload at any restricted part of the feeder capacity. The
profilesin Fig. 9.8 indicatethat only 1 MW of the load on feeder 8 can be transferred
to load point 2 and only 3 MW of the load on feeder 7 can be transferred to load
point 3.

The reliability results are shown in Tables 9.8-9.10.

The results shown in Table 9.10 indicate the significant improvement that can
be gained using transferable load systems and demonstrate the need to include the
feature in areliability analysisif such transferable facilities exist.

Table 9,7 Data for system shown in Fig. 9.7

(a) Component data

A r Capacity Switching time
Component {f7hr) thours) (MW) (hours)
1-3 0.01 5 — —
45 0.02 10 3 —
6 0.02 10 5 —
9 — . — 0.5
(b) Loading data
Peak load L, Min. load Capacity
Load feeder MwW) (MW} Load factor MwW)
7 4 2 0.75 5
8 2 1 0.75 5

Assume (i) straight-line load-duration curves;
(ii) load isuniformly distributed along each feeder;
(iii) cable capacity isuniform.
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MW
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Feeder length 0 Feeder length
@ (b)

_ Combined load profile
Reduced load profile to prevent overload

- Capacity

Length of feeder
(c)

Combined ioad profile

Reduced load profile
to prevent overioad

Capacity

Length of feeder
(d)

Fig- 9.8 Load and capacity profiles

(a) Load profile of feeder 7 seen from load point 2
(b) Load profile of feeder 8 seen from load point 3
(c) Combined load profile seen from load point 2
(d) Combined load profile seen from load point 3

e e

L.
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Table 9.8 Rehiability indices w thour srias ming loads
(A) TLOC
X r \Y, L £
Event (frvri (hours) thours/yr) | (MW) (MWh/yr)
Loadpoint 3 ’
\ 001 5 005 15 0.075
3 0.01 5 0.05 15 0.075
6 002 Y 020 15 0300
Total 004 75 030 15 0.450
Loadpoint 2
1 0.01 5 0.05 3 0.15
2 00 5 005 3 0.15
4+5 9.13x 107 5 457 x 107 3 137 x 107
Total 0.02 5 0.10 3 0.30
IB) PLOC

L ry X re X \Y L E
Evenl (MW} P (hours) (fAry (hours) £ fAr) thourshr)  (MW)  (MWhivr)

Load point 3

No PLOC events
Loadpoint 2
4 3 05 10 0.02 10 0.015 0.15 05 0.075
5 3 05 1G 0.02 10 0015 0.15 0.5 0.075
Total SO 003 0.30 0.5 0.15

9.5 Economic considerations

9.5,1 General concepts

Power systems exist in order to provide, aseconomically and asreliably as possible,
electrical energy to the customer. It is implicit in this philosophy that it is not
justifiable to increase reliability for its own sake; supply reliability should only be
increased if some benefit will economically accrue to society. The benefit, measured
in terms of an increase in conventional reliability indices, of any proposed rein-
forcement can be evaluated using the reliability techniques of this chapter and
Chapters 7 and 8. When associated with the cost of such a scheme, the result means
nothing other than a cost per unit increase in reliability and gives no indication of
the likely return on investment or real benefit to the customer or utility. Severd
authors have considered this problem but, to date, there is no universal acceptance
of the most suitable evaluation method or of the cost data.
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Table 99 Reliability indices with load transfers

Sub X r u Log L E
Event state (f/vr) thours) (hours/yr) P (MwW) Mw) (MWh/yr)
(A) TLOC
Load point 2
1 — 001 5 005 — 4 3 0.15
2 2 519% 107 4 3 1.36 x 107
3 519%10° 1 0.75 341 x 1072
Total 0.01 5 0.05 0.95 477x 102
4+5 2 474 x 10* 4 3 1.25% 107
3 474 x 10" 1 0.75 3.11x 10
Total 9.13x107 5 0% 436x 10*
Total 002 o S 198 0.198
Load point 3
1 - 0.01 5 0.05 2 15 0.075
3 2 519x 107 2 15 6.82x 10
3 519 10°° I 0.75 341 x 107

Total 0.01 5 0.05 0.82 409 x 10°*
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Table .10 Comparison of reliability indices

X r U L E
Loadpoint (fHr) (hours) (hours/yr} (MW) (MWhAr)
2—notransfers 0.05 8 04 113 0.450
— with transfers 0.05 8 04 0.60 0.241
3—no transfers 004 15 0.3 150 0.450
—with transfers 004 75 03 091 0.273

It is universally accepted that the reliability of a system can be increased by
increased investment. At the sametime, the outage costs of the system will decrease.
This leads to the concept of an optimum reliability as depicted in Fig. 9.9.

The essential problem in applying the concept of optimum reliability is lack
of knowledge of true outage cogs and the features that should be included.

9.5.2 Outage costs

The outage cods have two parts. that seen by the utility and that seen by society or

the customer.
The utility outage costsinclude;

(@ loss of revenue from customers not served;

(b) loss of customer goodwill;

(c) loss of future potential salesdue to adverse reaction;

(d) increased expenditure due to maintenance and repair.

These costs. however, usually form only avery small part of thetotal outage cods.

A grester part of the costs comprises those seen by the customer and most of these

are extremely difficult, if not impossible, to quantify. They include:

(8 ocogsimposad on industry due to lost manufacture, spoiled products, damaged
equipment, extramai ntenance, etc.

(b) costs imposed on residential customers due to spoiled deep frozen foods.
alternative heating and lighting codts, €tc.

Cost —Total

Investment

_.Outage

t
!
i

]
! » Reliability
Ropt

Fig. 9.9 Relationship between costs and reliability
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Fig. 9./0 Interruption costs estimates: (a) total; jb) industrial: (c) residential

1 New Yorkbiackout
2 Ontario Hydro
3 France
4 Sweden
5 {EEE small industrial
6 Ontario Hydro small industria
7 Great Britain
8 lEEE large industrial
9 Ontario Hydro large indudtrial
0 Myers
1t Markel
12 University of Saskatchewan
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Fig. 9.11 Interruption cods estimates for manufacturing industries [9]

1 Potato crisps 6 Glassbottles

2 Plastic sheeting 7 Paper

3 Paper machinerolls 8 Trucks and tractors
4 Confectionery 9 Spun fiber

5 Rubber types

(¢) costs which become difficult to quantify and which range from loss of conven-
ience, inability to enjoy one's hobbies and pastimes, to severe situations
occurring during blackouts such as looting, rioting, failure of hospital services,
elc.

The costs per kilowatt interrupted found in anumber of previous studies are shown

inFigs. 9.10and 9.11 asafunction of theinterruption duration. Severa interesting

features can be discerned in these results.

() The suggested cogts vary over awiderange (many are also now very out of date).

(b) The costs depend very much on the country of origin.

(c) The costs depend on the type of customer and are very different for small and
large indugtries, type of industry, residential customers, and would aso be
different for commercia customersand agriculture customers.

(d) The costs are not necessarily linear as a function of interruption duration for a
giventype of customer. Thisisaparticular problem because asimple cost/kW
or per other index would be an approximation and could give riseto misleading
economic appraisals. The non-linear cost relation should be ascertained and
then convolved with the appropriate outage time probability distribution (see
Section 7.9 and Chapter 12).

Mogt of the problems described above are being actively studied. These and

related aspects are discussed in Chapter 13.
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9.6 Conclusions

This chapter has considered a number of techniques for extending thereliability
evaluation of distribution systems. The importance of including apartial loss of
continuity (PLOC) criterion has been demanstrated. In addition it has been shown
that, ifit is possibleto transfer loads from oneload point to another, thesefacilities
should be included in the assessment when the load and energy indices are to be
evaluated with reasonable accuracy.

Finally, the economic implications associated with reinforcement and expan-
sion of distribution systems has been discussed briefly. This area till remains
- relatively open and more work is required, particularly that concerning outage
costs, beforeafull, accurate and consi stent economi c assessment canbemade. The
current status regarding reliability cost and worth is discussed in Chapter 13.

9.7 Problems

I Two load points are presently fed individually by single transformer feeders as shown
in Fig. 9.12 Each of the present transformers has a capacity of 4 MW. The maximum
demand at each load point is expected to grow to 5 MW and four alternative reinforce-
ment schemes are to be considered. Thee are:

(i) the present 4 MW transformers to be replaced by 8 MW transformers;

(ii) an additional 4 MW transformer to be connected in paralle! with each of the
existing ones;

(iii)} asreinforcement (i) plusa3 MW link connected between the two load points;

(iv) asreinforcement (i) and the two low-voltage feeders, each of constant 8 MW
capacity, connected together through a normally open point.

Fig.9.72
Table9.11

Component A (v I hoursj Switching lime rhours ;
Busbars 0.01 5 —_
Transformer feeders 0.02 10 —_
Interconnector 0.01 5 ’ —

Normally open point — — 05
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Table 9.12
Peak load Minimum load Load Number of
Load point (MW) (MW) facror customers
2 5 25 0.75 500
3 5 25 0.75 500

Evaluatethevauesof X, r U, L, Eincluding, when appropriate, both TLOC and PLOC
indicesat eachload point

Assume

—-load flow inversdly proportional to reactance and all reactances equal
—load-duration curvesarestraight lines

—average duration of load level > maximum demand = 0

—average duration of load level > 60% of maximum demand — 20 hours
—the load level-duration curve is a straight line between the above two limits
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10 Substations and switching
stations

10.1 Introduction

The main differencebetween the power system networks discussed in Chapters 7-9
and substationsand switching stationsisthat thel atter systemscompriseswitching
arrangementsthat are generally more complex. For thisreason, several papers|1-3]
have specifically consdered techniques that are suitable for evaluating the reliabil-
ity of such systems. It is recognized, however, that the reliability techniques
described in Chapters 79 for power system networks are equally applicable to
substations and switching stations (subsequently referred to only as substations).
The reason for discussing substations. as a separate topic is that the effect of
switching is much more significant and the need for accurate models is greater.

The basic concepts of breakers in reliability evaluation were discussed in
Section 8.4 and various models were described which permit their effect to be
included in the analysis of distribution systems. These concepts are extended in this
chapter, additional concepts are introduced and the rel ationship between substation
design and its reliability is discussed.

It should be noted that, as sated in Chapter 8, al the concepts and modelling
techniques described in the present chapter can be used in the evaluation of
distribution systems and, conversaly, the previous techniques can be used in the
evaluation of substations. This is important because it means that, if required, the
boundary of the system can be extended to encompass substations and a distribution
system as one entity, and common evaluation methods can be used.

10.2 Effect of short circuits and breaker operation

1021 Concepts

In order to illustrate the importance of recognizing the switching operation of
breakers following short circuit faults, condder the two simple substations shown

inFig. 10.1.
Consider only short circuit failures of the transformers and the subsequent
effect on the indices of the two load points. When T1 fails in the system of Fig.
327
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Fig. 10./ Two smple substations

10.1 (), the input breaker B3 should operate, causing an interruption of load point
L1 only. Similarly failure of T2 will interrupt load point L2 only. In both cases, the
outage time of the load points will be the repair or replacement time for the
appropriate transformer, giving the following load point reliability indices:

LoadL1: A(TI1), AT1), U(T1)
Load L2:  A(T2), AT2), U(T2)

When T1 failsin the system of Fig. 10. 1 (b), however, the input breaker B3. which
protects both transformers, should operate, causing interruption of both load points.
Similarly failure of T2 will interrupt both load points. In this case the indices will
be dependent on the subsequent operational procedures. -

(a) Isolation of failed component not possible

If it is not possible or practical to isolate the failed component, breaker B3 will
remain open until therelevant component has been repaired or replaced. Inthiscase
both load points will remain disconnected until this has been achieved and the
indiceswill be:

loadsL.iand L2 A =AT1)+A(T2)
U= MTIT1) + M(T2w(T2)
r=U/R
(b) Isolation offailed component ispossible

Inpracticeitisusually possibletoisolateafailed component either using physically
existing disconnects (isolators) or by disconnecting appropriate connections. In
either case the protection breaker that has operated can be reclosed after the
componentisisolated. For example, after T1 hasfailed, itisisolated, B3 isreclosed
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and load L2 is reconnected Ti:s procadure means that L1 is interrupted for the
repair or replacementtimeof T out L2 isinterrupted only for therelevant isolation
or switching ttme. A similar situation occurs if T2 fails. The indices now become

load L1: L(LD=MTH+X(T2) -
UL = A{THAT1}+ A (T2(T2)
ALY = LLD/A(LY)
load L2: X(L2) = X(T1)+A(T2)
UL2)y= A(TDs(TH) + A(T2HT2)
AL2) = U(L2Y/A(L2)
where s{) is the switching or isolation time of the failed component.

1022 Logistics

Misconceptionsoccasionally arisein regard to the numerical values associated with
the outage times, particularly that concerning the switching or isolation time.

When the relevant information is being collected or assessed, the appropriate
outage time must be measured from the instant the failure occurs to the instant at
which the load is reconnected. Consequently both repair and switching times
contain severd logistic aspects including:

(a) time for a failure to be noted (in rural distribution systems without telemetry
this includes the time it takes for a customer to notify the utility of supply
failure);

{b) time to locate the failed component;

{c) time to travel to the location of the failed component and the relevant discon-
nects (isolators) and breskers;

{d) time required to make the appropriate operating decisions;

{e) timeto perform the required action itself. '

The summation of these items can mean that switching times in particular are
very much greater than the actual time needed to complete the switching sequence
itself.

1023 Numerical examples

Example 1

Consider first the systems shown in Fig. 10. 1 and let each transformer have a
failure rate of 0.1 ffyr, a repair time of 50 hours and a switching time of 2 hours.

(a) Systemof Fig. 10.1 (a)
X(LD)=x(L2y=0.1f/yr
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HL1)=r(L2)=50hours
U(L1) = U(L2) = 5 hours/yr
(b) System ofFig. 10.1¢b)

(i) Isolation notpossible
X (L1)=X(L2)=0.1+0.1=0.2 flyr
UL1)= U2 0.1 x50+ 0.1 x 50= 10 hours/yr
r(L1)=~rL2) =50 hours

(i) Isolation ispossible
X(L1)=X(L2)=01+0.1=02 fiyr
U(L1)= (L2 0.1 x50+ 0.1 X 2 =52 hourslyr
nL1)=nr(L2) =26 hours

These results indicate that it is important to recognize the switching effects of
protection breskers, the failure modes of the load point and the mode by which
sarvice to the load point is restored. -

Example 2

Consder now the system shown in Fig. 1 0.2 and thereliability data shown in Table
101

The reliability indices of load point A (identical for load points B and C) are
shown in Table 102. It is seen from these results that the annua outage time is
dominated by that of transformer 3. This effect can be reduced by using a spare
transformer rather than repairing the failed one.

|
in rn/o

fe
X 2
=3
5 X4
Xe %7 o
ig ]10 lll
A B C

Fig. 16.2 Substation feeding three radia loads
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Table 10.1  Reliability daw for svstem of Fig. 10.2

Shor: circuit failure rate Repair fimz Switching time
Component {fyr) thours; thours)
h.v. fine \ 0,05 20 . 05
h.v. breaker 2 0.002 ’ 50 10
rransformer 3 0.01 200 1.0
Lv. breakers, 4, 6-8 0.005 20 10
L.v. busbar 5 0.005 5 _ 10
v feeders9-11 005 o 5 10

If, in this example, a spare transformer is available and can be installed in 10
hours, the values ofr and U for thisfailure event reduceto 10 hoursand 0.1 hour/yr.
The system indices then become:

A=0.137 flyr, r=32hours, U=0.710 hours/yr

Generally one spare transformer, or indeed spares for other system compo-
nents, are used to service several operating transformers, and an economic appraisal
is necessary to judge the merits of investing in one or more spares and the benefits
accruing from being able to reduce the system outage times of those parts of the
system for which the spares are being carried. If each part of the system for which
spares are available is analyzed independently of the others, then it is assumed that
the number of failures is less than or equal to the number of gpares available and
that spares can be restocked or components repaired before further failures occur.
This assumption isusuatly valid since the failure rate of system components is very
small, although it does mean that each spare must not be expected to service alarge

Table 10.2 Reliability indices for load point A

A r U
Failed component { frve (hours) (hours/yr)
h.v. line 1 0.05 05 0.025
h.v. breaker 2 0.002 50 0.100
transformer 3 0.01 200 2.000
l.v. breaker 4 0.005 20 0.100
|.v. busbar 5 0.005 5 0.025
l.v. breaker 6 0.005 20 0.100
l.v. breaker 7 0.005 1 0.005
|.v. breaker 8 0.005 H 0.005
lv. feeder 9 0.05 . 5 0.250

Totdl 0.137 191 2.610
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number of system components. A more exact method of analysis can be made using
the techniques of sparing discussed in Section 11.3.

10.3 Operating and failure states of system components

The previous discussion and examples illustrate the need to consider short circuits
and their effecton subsequent switching. There are other failure modeswhich must
be consdered in a practical system. It is not necessary, however, to identify
separately each individual mode of failure. Instead, modes of failure which have
anidentical effect on the system behavior can be grouped together and represented
by a single st of component indices in thereliability evaluation. For most system
components, the pooled system dtates are:

(@) operates successtully;

(b) suffersan open circuit;

(c) suffersashort circuit.

In the case of breakers, however, several other states must be considered
because of their switching actions. Seven operating and failure sates were identi-
fied in Section 8.9.2 for normally closed breakers. These were:

(8) operates successfully in its closed date;
(b) opens successfully when required to do so;
(¢) failsto open when required to do so;
(d) opens inadvertently when not requested to do o;
(e) suffers an open circuit;
{f) suffers ashort circuit on the busbar side;
(g) suffersashort circuit on the line sde.
:In the case of anormally open breaker, these states reduce to:
(8 doses successfully when required to do so;
(b) failsto close when required to do o;
(c) suffersashort circuit on the busbar side;
(d) suffersashort circuit onthelineside.

At this stage, asin Section 8.9.3, it will be assumed that breakers open and
close successfully when requested to do so. These failure modes are discussed
in Sections 10.6-8. Therefore, the only failure modesto be considered at this stage
are open circuits, short circuits and the inadvertent opening of normally closed
breakers.

104 Open and short circuit failures

10.4.1 Open circuits and inadvertent opening of breakers

Itisgenerdly found in practical systems that, when an open circuit fault occurson
a component, the protection system does not operate. The fault manifests itself
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therefore only on the component that has failed and the other system components
remain energized. If this is not the case and protection breakers do operate, then
thistype of failure should be treated in the same way as a short circuit failure of the
component and the appropriate indices combined together.

Open circuits of power system components occur very infrequently and can
usually be ignored. This does not apply to normally closed breakers which can
suffer inadvertent opening due to malfunction of the protection system or the
breaker itself. These malfunctions manifest themselves as an open circuit and are
ireated accordingly. '

If it is known that open circuits and inadvertent opening of breakers do not
cause protection breakers to operate, an appropriate set of indices must be estimated
which represents the open circuit {including inadvertent opening) failurerate.

10.4.2 Short circuits

Short circuit faul tsare the dominant source of component fail uresand always cause
the operation of the protection system. Since this is a different sysem effect from
that of open circuits, it must be categorized separately and appropriate indices
estimated.

The basic method for assessing the impact of short circuits on the reliability
of aload point was used in Section 10.2. Thisintuitive approach isthe basis of more
formalized methods; these are discussed in Section 10.5. This basic method
identifies the protection breakers that trip following a short circuit failure of a
component and deduces whether these cause interruption of the load point being
analyzed.

This method of evaluation is relatively simple for most system components,
including breakers which do not or cannot clear their own short circuit faults (see
Section 8.9.3). In the case of breakers which can clear some of their own short
circuits, the method described in Section 8.9.4 should be used and the short circuit
failure rate allocated to the breaker or the components on either side of the breaker
as appropriate. The methods and analyses described in the following sections
assume that either:

(a) the breakers cannot ciear their own fauits and therefore the indices represent
the total short circuit failures of the respective breakers; or

Table 103 Reliability data of breakers of Fig. 10.2

Failurerale
Open circuit  Short circuit Total Repairlime  Switching time
__ Breaker (fyr) (1iyri (fiyrs (hours) (hours)
2 0.003 0.002 0.005 50 10

4,68 0.005 0.005 0.010 20 1.0
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Table 10.4 Modified reliability indices for load point A

X r U
Failed component (f/yr} (hours) (hoursir)

hv.linel 0.05 05 0.025
h.v. breaker 2 0.005 50 0.250
transformer 3 0.01 10 0.100
Lv. breaker 4 0.01 20 0.200
L.v. busbar 5 0.005 5 0.025
|.v. breaker 6 0.01 20 0.200
|v. breaker 7 0.005 1 0.005
|v. bresker 8 0005 1 0.005
|.v. feeder 9 0.05 5 0.250

Totd 0.150 71 1.060

(b) the breakers can clear some of their own faults and therefore the indices have
already been allocated to the appropriate components.

10.4.3 Numerical example

Consider again the system shown in Fig. 10.2 and, in addition to the short circuit
information shown in Table 0.1, let the breakers have the open circuit failure rates
shown in Table 10.3. The modified st of reliability indices for load point A (load
points B and C areidentical) is shown in Table 10.4. These results assume that the
transformer can be replaced by a spare in 10 hours.

10.5 Activeand passivefailures

10.5.1 General concepts

It isevident from the previous sections that the switching actions must be modetied
and simulated in the reliability evaluation process. This section describes the more
formal approach to this modelling and simulation.

When switching actions occur, athree-state mode! is required [1, 2. 4-7], the
three states being:

(i) state beforethe fault;

(ii) dtate after the fault but before isolation;
(iii) state after isolation but before repair is completed.

This st of states is shown in Fig. 10.3.

In some cases, however, breakers are not required to operate, e.g. open circuits
and inadvertent operation of breskers. In these cases, a two-state model only is
necessary. These dates are:
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Failure

Repair Switching

U = up state
S = switching or isolation state
R = repair state

fig. /0.3 Three-state component model

(i) statebeforethefault;
(i) stateafter thefault but before repair iscompleted.
This set of sates is shown in Fig. 10.4.
If the repair process is assumed to be the same in both cases, the two models
can be superimposed to give the combined state space diagram shown in Fig. 10.5.
The two modes of failure, one leading to state R and the other to state S, have
been designated [ 1, 7] aspassive and active failures respectively. These are defined
{1, 7Neas
(a) Passive event: A component failure mode that does not cause operation of
protection breakers and therefore does not have an impact on the remaining healthy
components. Service is restored by repairing or replacing the failed component.
Examples are open circuits and inadvertent opening of breakers.
(b) Active event: A component failure mode that causes the operation of the
primary protection zene around the failed component and can therefore cause the
removal of other healthy components and branches from service. The actively failed
component isisolated and the protection breakers are reclosed. This leads to service

Repair
Failure

Fig. ]0.4 Two-state component model

Passive failure

Fig. 10.5 Sate space diagram for active and passive failures
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Passive Failed component Failed component
failure isolated ’ repaired

Y

1
bt Rl ﬁme———m--—-———:

1
#+——————— Repair time —————-—-—— q‘
i t

Active - Failed component - Failed component
failure il isolated repaired
{
|
: Tripped breakers
| reclosed
i
i |
[ Switching time -w——-——-—-*-l-||
]

Fig. 10.6 Sequences following passive and active failures 3

being restored to some or all of the load points. It should be noted, however, that
the failed component itself can be restored to service only after repair or replace-
ment.

These concepts and definitions lead to the sequence flow chart shown in Fig.
106.

10.5.2 Effectof failure mode

The essentia requirement of a reliability assessment is to identify whether the
failure of a component or a combination of components causes the failure of the i
load point of interest. If it does, the event must be counted as a load point failure ;
event; if it does not, the event can be disregarded at leest as far as the load point of
interest is concerned. Consequently it is necessary to determine whether state R
and/or gtate S of Fig. 10.5 constitutes aload point failure event.

It can be seen from Fig. 10.5 that, if a passive event leads to the failure of a
given load point, i.e. state R isaload point failure event, then an active event on
the same component al so leadsto the faiiure of the |oad point. Thereverse situation
may not be true, however, because state R need not be a load point failure event
when gate S is This is likely to happen in a practica system because sate S
representsawider outage situation dueto the protecti on breakersbeing open during
the existence of this state.

These aspects areillustrated by the failure modes analysis of the system shown
inFig. 10.7.
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fig. /0.7 The effect of failure modes
(a) System operating normally (state U of Fig. 105), L1 and L2 being supplied
(b) System state following active failure of bresker 6 (state S of Fig. 105), L1 and L.2
disconnected

(c) System dtate following passive failure of bresker 6 or following switching after
active failure of brecker 6 (state R of Fig. 105), L1 being suppiied, L2 disconnected

The failure events of load point L1 are;
(8) passiveevents 1P, 2P, 3P, 4P, 5P
(b) activeevents: 1A.2A, 3A,4A, 5A, 6A

It can be seenthat, for each passive event, thereisacorresponding active event.
The failure events can therefore be grouped together to give:
(c) grouped events: 1(P+ A), 2(P+ A), 3(P+ A), 4P+ A),

5(P+ A), 6A
or: 1T, 2T, 3T, 4T, 5T, 6A

In the above events, P= passive, A = activeand T =total (= P+ A).

It followstherefore that the separate identity of the passive event islost because
it can be combined with its corresponding active event to produce a total failure
event. Therefore the component reliability datarequired is:
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A—total failure rate

A*—active failurerate (= X if al failures are active events)
r—repair time
s—switching or isolation time

1053 Simulation of failure modes

The deduction of the failure events of aload point can be made in two sequentia

steps [6]:

(@ afailure modes or minimal cut-set analysis [6, 8] is performed on the system.
This simulates the total failure events including overlapping outages up to any
desired order, effect of weather, maintenance, common maode failures, etc.

(b) active failure events are simulated using the following algorithm [6]:

(i) Choose the first component on which an active failure event is to be
simulated. Neglect those components which congtitute a first-order total
failure event because these include the appropriate active failure.

(i) Identify whether the actively failed component and or one or more of its
protection breakers appears in a path between the load point of interest
and a source.

(iii) 1f these components do not appear in any of the paths, the actively failed
component does not congtitute a load point failure event.

(iv) If these components cause all paths to be broken, the active failure
congtitutes a first-order load point failure event.

{(v) If these components break some of the paths, the minimal cut sets of the
remaining paths are evaluated. These cut sts together with the actively
failed component form a second- or higher-order failure event. the order
of the event being that of the minima! cut set plus one.

{vi) Repeat the above steps until al components on which an active failureis
to be simulated have been considered.

(vii) Each time aload point failure event isidentified by this process, it must
be checked for minimality and, if it contains an existing lower order event,
must be discarded.

In order to illustrate the identification and simulation of these failure modes,

consider the system shown in Fig. 10.8.

The failure events of load-point L1 are

(a) total failure events:

1+5 2+5 3+5
1+6 2+6 3+6
I+7.  2+7 3+7
1+8 2+8 3+8
1+9 2+9 3+9

The above second-order events are associated with overlapping forced outages

and a forced outage overlapping a maintenance outage.
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Fig. 10.8 System used to identify failure events

(b) first-order active failures:

3A

9A
(c) second-order active failures:

10A+1

10A+2

10A+3

The total outage in the above failure events may be due to a forced outage or
amaintenance outage,

10.5.4 Evaluation of reliability indices

(a) Totalfailure events

The indices for the total failure events are evaluated using the equations for
overlapping outages described in Chapters 7-9. The evaluation can include the
effect of norma and adverse weather considerations, common mode failures and
maintenance.

(b) Activefailure events

The indices for the active failure events are evaluated using the concept of
overlapping outages but with the appropriate component data

First-order events (component 1 actively failed):

Ayp= 22 (10.1)

=5, (10.2)
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Second-order events
(i) Active failure of component 1 overlapping atotal failure of component 2:

Ayp = A0GS ) + My(Ary) (10.3(a))
= A5, + 7)) (10.3¢b))
Ifry,>> s
Aap = AR, (10.3(c))
.= 57y (10.4(a))
® os5,+n
Ifrz >> 5, then Fap = $1. (104(b))

Equation (10.3(c)) is the second term of (1¢.3(a)) and implies that the over-
lapping sequence is ‘active failure of component 1 during the repair time of
component 2°, i.e. the probability that component 2 fails during the switching time
of component 1 isnegligible.

(ii) Activefailureof component 1 overlapping a maintenance outage of component

2.

Agm = AoRir) (10.5)
_sn (10.6(a))

am ™ s +7,
If ry>> sy, then rym = 4. (10.6(b))

It can be seen that the forms of the equations are the same as those for
overlapping outages described in Chapter 8. In addition, similar equations can be
deduced for active failures overlapping temporary and transient outages and for
active failures in a two-state weather environment. In practice, active failures
overlapping transient and temporary outages are usually ignored because the
duration of both active failures before switching and transient and temporary
outages are small and can be considered negligible.

If it is considered necessary to include them, the equations are of the same
form asEquations(8.16)—(8.18), inwhichthepermanent failurerateand repair time
are replaced by the active failure rate and switching time respectively.

The equations for a two-state weather model are again of the same form as
Equations (8.27)—(8.40), in which the permanent failure rate and repair time of one
component isreplaced by its active failure rate and switching time respectively.
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10,6 Matfunction of normally closed breakers

10.6.1 General concepts

It was assumed in Sections 10.4 and 105 that normaldy closed breskers open
successfully when requested to do so. In practice they occasionally fail to respond
due to malfunction of the protection system, the relaying system or the bresker
itself. This is generally referred to as a stuck-breaker condition [1. 2, 6]. The
probability of this situation can be evaluated from either a data collection scheme
that records breaker operations and malfunctions or from a reliability analysis of
the compl ete protection system.

The second method is described in Section 11.4. In the first method, the
probability that a breaker fails to open when required (stuck-breaker probability)
isgiven by:

_ humber of times breaker fails to operate when reguired
€7 number of times breaker is requested to operate

If abreaker fails to open, other protection devices respond, causing a breaker
or breakers further from the faulted component to operate. This may cause agreater
proportion of the system and additional load points to be disconnected.

10.6.2 Numerical example
Reconsider the system shownin Fig. 10.2. If stuck-breaker conditions are included
inthe analysis, the following additional events are found:

component 10actively failed and breaker 7 stuck (10A + 7S);

component 11 actively failed and breaker 8 stuck (11 A+ 8S).

These events manifest themselves only if a breaker is stuck. Consequently the
relevant failure rate must be weighted by the value of stuck probability. If the
stuck-breaker probability of each of these two breakers is 0.05, then the reliability
indices of load point A in Fig. 10.2 are modifiedto those shownin Table 10.5,again
assuming that a spare transformer isavailable.

Table 105 Reliability indices of load point A including stuck breskers

A r v
Failure event ifiyri thours) (hours/vr)
Subtotal from Table 10.4 0.150 71 1060
10A +7S 0.0025 1 0.0025
11A+8S 0.0025 1 0.0025

Totdl 0.155 6.9 1065
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The results shown in Table 10.5 indicate that the effect of stuck breakers is
small in this example and could have been neglected with little error. This is
frequently the case, and therefore congderation of more than one bresker stuck
simultaneously isusually ignored.

10.6.3 Deduction and evaluation

The deduction of failure events associated with stuck breakers can be achieved
using a modified form [6] of the algorithm given in Section 10.5.3. In this cae the
simulation process aso includes the breaker or breakers that operate if a primary
protection breaker has not opened successfully. No other modifications are neces-
say.
The system shown in Fig. 108 can again be used to identify the events
involving stuck breakers. These are

(a) First-order events:

1A+3S - 6A+9S
2A +3S 7A + 9S

' 8A +9S
10A + 9S

(b) Second-order events:

11A+ 10S+1
11A+ 10S+2
11A+10S+3

Fig. 10.9 Typica substation

Table 10.6 Reliability data for system of Fig. 109

A r

I 5
Components {fvri (hours) (fhyr) (hours) P,
14 0.09 7.33 0.09 1.0 —
2,5 0.10 50 0.10 10 —
3,6 0.02 30 0.01 10 0.06

7 0.024 20 0.024 —
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The total outage in these events may again be due to a forced outage or a
mai ntenanceoutage. '

The equations used for evaluating the relevant reliability indices are dso a
modified set of those given in Section 10.5.4. The only difference isthat the value
of2? given in Equations {10.1), (10.3} and (10.5) is weighted by the value of stuck
probability.~..

10.7 Numerical analysis of typical substation

(a) Base case study

Consider the system shown in Fig. 10.9andthereliability datashownin Table 10.6.
In addition assume that uncoordinated maintenance is performed on each compo-
nent once ayear for 8 hours. The reliability indices shown in Table 10.7 can then
be evaluated.

The results obtained for this example show that the three indices of the load
point areaffected fairly equally by al three groups of events. Although theseresults
arerelated to the assumed data, they illustrate the need to consider all types of events
including the simulation of active failures and stuck-breaker conditions.
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Fig. 10.10 Alternative substation arrangements
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Teble 107 Reliability indices for system of Fig, 109

(@ Overlapping total outages and a maintenance outage
} r, U Aom ¥pm U

“PP m PP o]

Failure event (f/yr) (hours) (hours/yr) (o/vr) (hours)  (hourslyr)

1 240 x 10 20 48 x 107

1 and 4 136x10° 367  497x10° 164x107* 38  629x 10
1and5 589x 16° 639  377x107* 174x107* 54  944x10°°
1and6 2.12x107% 213 452x10° 10Lx10* 35  354x 10°*
2and4 589x 10° 639 377x107* 174 x 107* 54 944 x 107*
2and5 114x107% 25 285x 107 183 x10* 690 1.26x107
2and6 121x10° 283 342x10° 1.16x10* 611 670x 107¢
Jand4 212 x107% 213 452x 10°° 101 x 107 353  354x107*
3and5 121x107° 283  342x10° 1.10xi0* 611 670x 107
.3and6 2.74x167 1% 4.11x1067 363x10° 218 797x10°
Subtotal 243x10% 213  5.17x107? 1.15x10° 514 591x10®

(b) Active failures
o &Q rap Uap Kam ram Ll‘am
3A [.OOx 1077 100  1.00x 107 _-
6A 1.00x 167 100 1.00x 107 — —

Subtotal 200x 10 100 200x10° —

(c) Activefaluresand stuck breaker

1A +3S 540x 167 100 540x 107 — —
2A+3S 600x 10° 100 6.00x 107 — —
4A +6S 540x 10° 100 540x 107 — —
5A +6S 6.00x 107 100 6.00 x 107 — —

Subtotal 228x107° 100 2.28x107 — .
Subtotals 6.71x107 14 945x 107 1.15x10° 514 59 x 107
Totad 6.83x 107% 147 1.00 x 10~

(fryr) (hours)  (hoursiyr)

(b) Sensitivity studies

It is important to perform sensitivity studies and to consider alternative schemes

during the practical evaluation of systems. This is illustrated in this section by

considering various alternatives to the scheme shown in Fig. 10.9 and by consid-

ering the effect of the stuck-breaker probability. These case studies are:

Case A: base case as described in (8) above (Fig. 10.10(a));

CaseB: ascase A but without the l.v. bregkers (Fig. 10.10(b));

Case C: agplitl.v. bushar with the load divided equally between the two busbars
(Fig. 10.10(c)):
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Tabie i0.8 Reliability analysis ofcases A~E

X r 1% L £
B Even! (fivr thours) thowursri Af) (MWhéyri
Case A (as Tabie 10.7) .
671 x 1077 14~ 945x 10~ 15 142
Case B
1 240 x 107 2 480x 107 5
1 +4 136 X 10*) 3,67 497 X 10~, 15_ T
1 +5 589 x 167 6.39 377x 1074 15
2+4 589x 10° 639  377x10' 15
2+5 1.14 x 10'j 25 285 107 15
1A 900 x 107 1 900x 107° 15
2A 1.00 x mj 1 1.00 x m"i 15
4A 9.00 x 1072 1 900x 107 15
5A 1.00 = 107! 1 1.00x 107 i3
Tota 404 x 107 107 432 x 107 15 6.48
Case C—loadL 1 (load L2 identical)
7 240 x 107 2 480 x 107 75
1 9.00 x 107 733 660x 107! 75
2 1L00x 107 50 500 75
__ Total 214x 107 267 571 75 428
Case D—loadl ! (load L2identical)
7 240 x 1672 2 4.80 x 10“:— 75
1 +4 136 x 10°° 367  497x 107 75
1 +5 589 x 107 6.39 377 x 107% 75
1+8 230x 107° 157 361 x 107 75
1 +9 2.12x 10°° 213  452x 107° 75
2+4 589 x 1075 6.39 377 x 107¢ 75
2+5 CL4ax107t 25 285x 107 75
2+8 142x10° 192 274 107 75
2+9 12 x 10°° 283  342x 107° 75
1A 9.00 x 1072 1 9.00 x 107 75
2A 1.00 x 107! 1 1.00 x m—i 75
%A 1.00 x 107 1 L L00x 107 75
4A + 9S 540 x 107 1 540 x 107 75
5A + 9S 6.00 x 107 1 600 x 107 75
8A + 9S 144 < 1973 1 144 x 1673 75
Total 237 x 107 112 265x 107 75 19
CaseE—loadL 1 (load L2 identical)
7 240 x 107 2 480 x m‘f 75
1 900 x 1072 1 900 x 10 75
2 1.00 x 107 1 1.00 x 10‘1 75
9A 1.00 x 107 1 1.00 x 1672 75
Totd 224 x 107 111 248 x 107 75 186
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Fig. 10.11 Comparison between casss A-E

Case D: as case C but with a normally dosed bus section breaker between the two
busbars (Fig. 10.10(d))

Case E: as case D but with the bus section breaker normally open (Fig. 10.10(e));
CaseF: ascase A but with the stuck-breaker probability varying between 0.0 and
10; :

Case G: ascaxe D but with the stuck-bresker probability varying between 0.0 and 1.0.

Maintenance is neglected in the eval uation of these systems and the fol lowing
data is assumed:
Reliability data—as given in Table 10.6 assuming the normally open breaker has
the same indices as the normally closed breakers.
Loading data—the average load L connected to busbar 7 incases A. B and Fis 13
MW and the number of customersis 1500. The average load L1 and L2 connected
to busbars 7 and 8 in cases C, D, E and G are each equal to 7.5 MW and the number
of customers is each equal to 750.

The detailed anaysis for cases A—E are shown in Table 10.8, a comparative
summary of these results are shown in Fig. 10.11 and the results of cases F and G
areshownin Fig. 10.12. These analyses assumethat failure of the alternative supply
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1 case E is neglected and that the normally open breaker always closes when
required. These assumptions are discussed in Section 10.8.

The results shown in Fig. 10.11 clearly demonstrate the merits of case A and
the demerits of case C, these being the most expensive and least expensive
respectively in terms of capital investment. This conclusion relates directly to the
data used and adifferent conclusion may bereached with different dataand designs.
The important point, however, is the need for such an assessment in order to arrive
at an objective engineeringjudgement. o

The results of Fig. 10.12, which illustrate the effect of stuck-breaker prob-
ability in cases F and G, show that case F is superior to case G at small values of
stuck-breaker probability but that the two sets of results converge at large values
of probability. It ismost unlikely in practice for the value of stuck probability to be
very large, but theresults again demonstrate the need to perform sensitivity studies
associated with the component data before a final choice of system design or
reinforcement is made.

IO"r
2 v
Z 3
- £
F 10! £
o =
2 g
. 2
@ o5f
10-7 L ! } ' ] ] J
10-% 1077 167" 10° 100 1072 107 10°
Stuck probability Stuck probability
- _ T 7c
% 10° ¥
3 5 e
2 2
: S S
$ a
] g 3
» =
H § 2
g w1 \ 1 j & 1 A i j
16-3 102 10! 10° 10~ 10-2 10~ 10°
Stuck probability Stuck probability

fig. 10.12 Rehiability analysis of cases Fand G



348 Chapter 10
10.8 Malfunction of alternative supplies

10.8.1 Malfunction of normally open breakers

Some of thebregkers in apower system network, particularly bus-section breakers.
are left open in order to reduce busbar fault levels. This can sometimes degrade the
reliability of aload point because it reduces the number of closed paths leading to
the load point and therefore reduces the number of components that must exist in
an overlapping outage in order to fail the load point. This problem must be accepted,
however, because of competing practical aspects.

When a load point failure event occurs, the normally open bresker permits
sarvice to be restored by closing the breaker. This reduces the outage time to a
switching time provided the bresker responds. This concept was used in Section
10.7 in order to evaluate the reliability of case E. If the breaker fails to close,
however, then the load point remains disconnected until the originaly failed
component is repaired or the normally open breaker can be made to respond. The
implication in this concept is one of conditiona probability associated with the
outage time. The appropriate indices of a given failure event are -

X =failurerate of the event;

r = (switching time of normally open breaker) (10.7)
X (probability of successful closing)
+ (repair time of component)
X (probability of not closing or stuck probability)
=s(1-Py) +rP,
Equation (10.7) assumestwo possibilitiesonly, whichisusually sufficient for
practical purposes. If repeated attempts are made to close the breaker. Equation
(10.7) can be extended to include a sequence of switching times, i.e.:

r=3 sPtrPy - (10-8)

where

Table 109 Modified reliability indices of case E

A r 5 L E
Event (f/yri (hours) thours/yrj (MW) (MWhir)
1 0.024 20 0.048 75
1 0.09 138 0.124 75
2 0.10 394 0.3%4 75
%A 0.01 10 0.01 75

Total 0.224 257 0.576 75 4.32
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In order to itlustrate the application of this technique, reconsider case E in
Section 10.7 and let the stuck probability { P) of thenormally open breaker be 0.06.
The detailed reliability analysis of load point L1 (L2 being identical) is shown in
Table 10.9.

10.8.2 Failures in alternative supplies

When aload point failure occurs and an alternative supply is created by closing a
normally open breaker, it is possible for the load point to subsequently fail dueto
a failure event in the alternative supply. The probability of such a subsequent
event is likely to be small in practice and it is often reasonable to neglect the
possibility, particularly if the number of alternative suppliesis greater than one.
If, however, it is considered desirable to include the effect in the evaluation
exercise, aconditional probability approach similar to that describedin Section
10.8.1 can be used [7, 9].
In the present case:
A = failurerate of the original event plusfailure rate of the alternative supply
wheninuse -
= a| + . (probability of alternative supply being used)
- Ayt h(Mr)
= A1+ Rery) (10.9)

where 4; is the failure rate of the original event and 4. is the failure rate of the
alternative supply. This latter value can be found from the minimal cut sets (or
failure events) of this alternative supply, ensuring that any events already included
in A| are ignored.

U= (unavailability of the load point given the alternative supply is
available) x (probability that alternative supply isavailable)
+ (unavailability of the load point given that the alternative supply is
unavailable) x (probability that alternative supply is unavailable)

=U 1= (Py + UJI+ UyPy+ U,) (10.10)

where U, and U; are the unavailabilities of the load point given that the alternative
supply are and are not available respectively.

U, isthe unavailability of the aternative supply and P; is the stuck probability
of the normally open breaker as defined in Section 10.8.1.

r= U (10.12)

which, if failures of the aternative supply are not considered (%, - U, = 00),
becomes identical to Equation (10.7).
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In order to illustrate the application of this technique, reconsider the same
example used in Section 10.8.1, i.e. case E of Section 10.7.

The only events that can be recovered by closing the normally open breaker
in the case of load point £1 are failures of line 1 and transformer 2. While the
alternative supply is being used, failures of components 4, 5, 8 and 9 could occur.
Therefore,

Ao = A(4) + M(5) + 1(8) + A(9)

=009 +0.10+0.024 + 0.02= 0234 f/yr
U= Ar(4) + L(5HH(S) + MBI(B) + M9)r(9)
= (0.09 x 7.33) +(0.10x 50) + (0.024 x 2) + (0.02 x 3)

=5.768 hours/yr

and, from Equations (10.9<10.11) and Tables 108 and 109:

7.33

K/’btf‘) 0.09 flyr

Ml)—OOQ&l +0.234 x

A(2) = 0.10{ 1 + 0234 x ~———\ 0.0 fiyr
L

T6R)
876OJ

U(I)x0.0‘)[ I006+ J% 0660(0064»
|

=0.125 hour/yr

_ f 5.768 5.768
U(2)—0.1OL1 (0 06 + 8760” 50[006 8760} |

= 0.397 hour/yr

Consequently the modified reliability indices for load point 21 (L2 being
identical) are shown in Table 10.10.

Theresults shown in Table 10.10 differ only marginally from those shown in
Table 10.9, indicating that, in this case, the effect of the stuck breaker dominates
over the effect of subsequent failures in the alternative supply.

One interesting comparison that can be made is the variation in reliability
indices due to changes in stuck-breaker probability for case D (normally closed bus
section breaker) and case E (normally open bus section breaker). This comparison
is shown in Fig. 10.13. These results indicate that, although the indices are
nominally the same when the stuck-breaker probabilities are zero, the indices of
the substation having a normally open breaker degrade very much more signifi-
cantly as the stuck-breaker probability increases. This indicates that it is preferable
to have the bus section bresker closed if other system constraints permit.
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Table 10,/0 Modified reliability wndices of case E

X r L L

E
Event (f7/yri (hours) (hours/vr) (MW) (MWhiyr)
7 0.024 2 0.048 . 75
1 0.09 139 + 0.125 75
2 0.10 397 0.397 75
9A 0.01 10 0.01 75
Tota 0.224 259 0.580 75 4.35

), £ {MWh/ye}

1 fyrl, ¢ {hoursh, U ihow

1.0, -

c1 i ; !
102 102 107! 100

Stuck breaker probabitity
Fg. 70.13 Effect of stuck-breaker probability of eeses D (- - -) and E (——)
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10.9 Conclusions

This chapter has considered the concepts of open and short circuits, their impact
on the operation of circuit breakers and the consequential effecton the reliability
of load points. Thishasbeen done primarily inrelation to substationsand switching
dations, but all these condderations are equally applicable to other parts of the
power system, including transmission and distribution networks. The only reason
for concentrating on substationsand switching stationsisthat the switching effects
of breakers are usually more dominant in such situations.

The numerical and sendtivity andyses that have been included demonstrate
themarked effect that switching actionscanand do haveinreal systems. Theresults,
however, are directly a consequence of the data that was used and care must be
taken not to assume too many genera conclusions from the results of a specific
solution.

The concepts and techniques discussad in this chapter assumed a single-state
weather mode! and independent overlapping outages only. These are not natural
limitations, however, and the concepts of two-stateweather model s, common mode
failures and trandent and temporary outages can be included in the present
techniqueswith no additional complexities.

10.10 Problems

1  Sevenpossible designsfor aparticular substation are shown in Fig. 10.14. Theaverage
load on the busbar is 15 MW and the number of customersis 1 500. Evaluate the values
of failure rate, average outage duration, annual outage time and energy not supplied
using the data given in Table 10.11.

Note: Consider overlapping forced outages up to second-order. first-order active
failures and first-order active failures overlapping a stuck breaker, and ignore sub-
sequent failures of a normally open path when used as the aliernative supply.

2 Evauate the failure rate, average outage time and annual outage time of load point A
of the two substations shown in Fig. 10.15. Assume the same reliability data as in
Problem 1. Consider overlapping forced outages up to second-order and first-order
active failures only and neglect stuck-breaker considerations.

Table 10.11 Reliability daa

X At r s
Component (f/yr) (f/yr) (hours) (hours) P Or Py
H.V.lines 0.1 0.1 10 05 —
Breakers 0.05 0.02 20 05 01
Transformers 0.01 0.01 50 05 —

(busbars are assumed 100% reliable)
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11 Plant and station availability

11.1 Generating plant availability

11.1.1 Concepts

The models used in Chapters 2--6 represented generating units by a single compo-
nent, the reliability indices of which were convolved together to form the generation
model for evaluating system risk. This single-component representation is necessary
in the assessment of large systems in order to reduce both computer time and computer
storage. Each of these singie components, however, represents a system of its own, the
composition of which hasamarked effect onthe unit availability. A separatereliability
evaluation of the generating plant is therefore desirable for two reasons:

(a) Thereliability of agiven generating plant configuration can be evaluated using
historical component data. This index can then be used in the evaluation
techniques described in Chapters 2-6.

(b) Comparative studies can be made of alternative generating plant configurations
in order to asess the economic benefits of these aternatives.

The reliability of generating plant can be assessed using relatively smple
evaluation methods based on state enumeration or. if applicable, the binomial
distribution. Particular examples are shown in the following sections.

11.1.2 Generatingunits

A generating unit conssts of a turbo-alternator set and one or more boilers. The
latter are associated either with one specific st (thisarrangement is known asaunit
system) or with more than one set (a range system). These are illustrated in Fig.
11.1. Although the first type is more common, both need to be considered.

(a) Unit systems

Unit systems are the easiest to analyze because they are essentially series/paraliel
systems.

Example 1

Consider the system shown in Fig. 11.1(a) for which each unit can output 60 MW,
each boiler has an availability of 6.91 and each st has an availability of 0.88. Each

355
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Set
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{a) th)

Fig, 1.7 Typica sation configurations. (a) unit system; (b) range system

unit therefore has an availability of 0.91 x 0.88 = 0.8008. The reliability model for
the complete system is shown in Table 11.1. The expected output of this station is

E(MW) =120 x 0.641281 + 60 x 0.319038 = 96.10MW

Example 2

Consider the previous example but with two 40 MW boilers feeding each set. all
other data remaining unchanged. The reliability models for each unit and the system
are shown in Table 11.2. The expected output of this station is

£(MW)=98.98MW

(o) Range systems
The reliability of range systems can be evaluated using a state enumeration method.

Example 3

Consider the system shown in Fig. 11.1(b). Let each set have a capacity of 60 MW
and an availability of 0.88 and each boiler have a capacity of 40 MW and an
availability of 0.91. The individual probabilities for each state in which the boilers
and setscanreside are

Table 11.1 Reliability model for Example 1

Number of units Available
on outage output (MW) Probability
0 120 0.8008° =0.641281
1 60 2 x 0.8008 x 0.1992 =0.319038
2 0 0.1992° =0.039681

| =1.000000
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Table 11.2  Reliabiiity models for Example 2

Available
output (MW) State of boiler/sets Probability

(a)Eachunit N
60 both up (and) up 0.91° x 0.88 =0.728728
40 one up {and) up 2 X {0.9] x 0.09) x 0.88 =0.144144
0 both down (or) down 0.09* +0.12- 0.09* x0.12 =0.127128
' 1.000000

(b) System 7

120 — 0.728728° , =0.531044
100 —_ . 2 x 0.728728 x 0.144144 =0.210084
80 — 0.144144° =0,020778
60 — 2x0.728728 x 0.127128 =0.185283
40 — 2x0.144144 x 0.127128 = 0.036649
0 — 0.127128° =0.016162
1.000000

P(3 boilersup) =0.753571 P(2 sets up) = 0.7744
P(2 boilers up) = 0.223587 P(l set up) = 0.2112
P(1 boilerup) =0.022113 PO ss#tsup) = 0.0144
P(0 boilersup) = 0.000729

The complete reliability model for this system can be deduced as shown in
Table 11.3. The expected output of this station is

E(MW) = 97.13 MW

Tablei 1.3 Reliability model for Example 3

Number ofavailable

Available output (MW) boilers sets Probability
120 3 2 0.583566 = 0.583566
80 2 2 0.173146 = 0.173146
3 1 0.159154
60 > 1 0047222 = 0.206376
\ 2 0017124 _
I 1 0.0n670 - 002174
3 0 0.010851
2 0 0.003220
1 0 0.000318 _
0 0 2 0.000565 ~ 0015118
0 1 0,000154
0 0 0.000010
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Table 11.4 Réliability modd for Example 4

Available
output (MW) Probability
120 0. 583566
. +0. 173146 = 0.756712
&0 0. 206376
L +0. 021794 = 0. 228170
0 0.015118 = 0. 015118

Example 4

If eech of the boilers in the previous example were rated at 60 MW, the reliability
model shown in Table 11.3 would be modified to that shown in Table 11.4. The
expected output of this station is

EMW) =104.50MW

The previous examples show how the main components comprising a gener-
ating unit can be combined to give areliability model for the station. The relative
merits of each possible configuration can be evaluated by relating the reliability of
each to the economic benefits that would accrue.

The analysis considered in this section need not and, in many cases, should
not be limited to the main components of the generating system. Consideration
should a0 be given to the configuration of the station transformers and the effect
of the auxiliary systems feeding the boilers and the turbo-alternator sets. The first
agpect is discussad in the following section and the second aspect is discussed in
Section 11.2.

1113 Including effect of station transformers

Generating plants are connected to the transmission network through one or more
dtetion transformers. There are two basic configurations that can be used in practice;
either each generating unit is connected individually to one or more station
transformers or agroup of generating units sharesone or more station transformers.
These two configurations are illustrated in Fig. 11.2 for the unit generating system
considered in Section 11.1.2.

The inclusion of the station transformers is a straightforward extension of the
techniques described in Section 11.1.2.

Example 5 -

Consider the generating system used in Example 1 and let each unit be connected
to an individual 60 MW transformer as shown in Fig. 11.2(a}. Assume the unavail-
ability of each transformer to be 0.01.
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Generating uait i—-—-—— Transformers p—
-
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Generating unit Transtormers ’— . -
iah
Generating unit
i Transtormers -
Generating unit
(b)

Fig- 7/{.2 Typical dtation transformer configurations: (&) individua transformers; (b) shared transformers

Each unit, including its associated transformer, now has an availability of 0.91
x 0.88 x 0.99 =0.792792 and the modified reliability model for the complete system
isshowninTable I1.5.

Example 6

Consider the previous example but this time let the two generating units share a
common 120 MW transformer asshownin Fig. 11.2(b). Assume the unavailability
of the transformer to be 0.01.

In thisexample, the results shown in Table 1.1 must be modified as shown in
Table 11.6.

Example 7

Reconsider Example 6, but replace the single 120 MW transformer by two 60 MW
transformershaving thesamevalueof unavailability.

Table {1.5 Reliability model for Example5

Available
output (MW) Probabitity
120 0.792792° =0(.628519
60 2 x 0.79279(1 - 6.792792) =0, 328546
0 (1- 0.792792) = 0.042935

1. 000000
E(MW)= 95.14
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Table 11.6 Reliability modd for Example 6

Available
output (MW) Probability
120 0.641281 x 0.99 = 0.634868
60 0.319038 x 0.99 =0.315848
6} 0.039681 x 0.99+0.01 =0.049284

1000000
EMW) = 95.14

In this case, the results shown in Table 11.1 are modified to those shown in
Table 11.7.

From Examples 5-7, it is seen that the degradation in the reliability of these
systems due to the inclusion of the station transformers is very small. This simply
reflects the data being used and the outcome would be totally different for those
cases in which the transformers have a grester unavailability and the generating
units have a grester availability. The results illustrate the need for this type of
analysis, however, in order to establish quantitatively the most significant contri-
bution and hence to ensure that the system is reinforced, if deemed necessary, in a
manner that gives the grestest economic benefit. In the case of Example 7, it would
not be economicaly worthwhile to use two dtation transformers unless other
technical reasons were important. Two particular instances that may necessitate two
transformers are the need to improve the ability to maintain the transformers
without a complete shut-down, and the need to use utility standard sizes of
transformers which may include 60 MW but not 120 MW.

Although the unavail ability of atransformer isusually quite small. thisis due
to a low value of failure rate. When a failure occurs, however, the outage time is
usually very long unless a spare transformer is available. The application of sparing

Table 11.7 Reliability mode for Example 7

Available
output (MW) Probability
120 0.641281 x {0.99) =0. 628520
60 0.641281 x (2 x0.99 x 0.01)
+0.319038 x (0.99)
+0319038 X (2x 09 x 0.01) =0.331703
0 0.641281 x (0.01%)
+0.319038 x (0.01%)
+0.039681 X (1.00) - 0.039777____

1 000000
EMW)= 95,32
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allocation is therefore of considerable importance .= 2 soncept is discussed in
Section {1.3.
11.2 Derated states and auxiliary systems .

11.2.1 Concepts

Large modern generating plants are complex systems and contain large quantities
of auxiliary equipment. Failure of any one, or possibly more than one item. of this
equipment does not necessarily mean that the complete unit must be shut down.
Instead. it can frequently be operated at a reduced output level. This concept is
known as a partial output state or a derated state of a unit.

The inclusion of derated states in the risk assessment of a power system was
described in Chapters 2 and 3. At that time, the implication of including (or
neglecting) derated states was demonstrated but the underlying cause was deliber-
ately omitted.

A typical thermal power station contains many auxiliaries; some of the most
important are:

(a) forceddraught fans; (b) induction draught fans;

{¢) primary air fan for the pulverizer; (d) circulatingwater pumps;

(e) boiler feed water pumps; {f) condensate pumps;

(g) pulverizerdrives; (h) soot blower air compressors;
(i) ashremova pumps; (j) lubricating oil pumps.

Most of these pumps and drives are electrically operated and a power station
contains an electrical auxiliary system which resembles an elaborate distribution
system. Failure of this electrical system leadsto failure of the various pumps and
drives, computer controls, instrumentation and saf ety devices. Consequently such
failurescan haveasignificant effect ontheavail ability and safety of power stations
and a number of technical papers [ 1-4] have been concerned with this problem
area. Some of the auxiliaries in atypical installation may consist of two or more
identical items, at least one of which may be fully redundant. In these cases, the
failure of one st will have no effect on the output of the generating unit. In the
operational phase (see Chapter 5), these items of equi pment can be ignored as means
of failureifit isassumed that, within therelevant lead time, the probability of more
than one component failure can be neglected. Inthe planning phase, thisassumption
1s generally invalid and multiple failure events should be considered.

Some of the other auxiliaries may not be fully redundant and the failure of the
first item of a group of equipment leads to a derated dtate. The effect of these
auxiliaries should beincluded thereforein both the operational and planning phases.

The system designer or operator can identify the effect of any auxiliary failure
from his knowledge of the system and its operating requirements. Some failures
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may mean the unit output has to be reduced by a small amount, say 5%, whilst
others may mean a reduction of up to 50%. Generaly, failuresthat would cause a
theoretical derating effect of grester than 50% lead to complete shut-down of the
unit and can be classed as total unit failure.

11.2.2 Modeling derated states

Consider a 300 MW thermal unit for which the following components cause
significant outages:

1 boiler;

1 turbine;

5 pulverizers (assume loss of each causes a 25% derating);

2 forced-draught fans (assume loss of each causes a 50% derating);

2 induction-draught fans (assume loss of each causes a 50% derating);
3 cooling water pumps (assume loss of each causes a 33% derating);
3 feed water pumps (assume loss of each causes a 33% derating).

" * |fit is assumed that, during the lead time of the operational phase, more than
onefailure and the repair process can be neglected, the state space diagram {13} for
thissystemisas shown in Fig. 1 1.3. Thisisnow avery simple system to analyze
since the probability of residing in each state at the end of alead time T is obtained
from Equation (5.4) as

P=AT (1L1)

whereP, istheprobability of residingindatei (=2, . .. ,8) and &, isthetransition
rate into Sete i.

This'model is therefore an extension of the one shown in Fig. 5.1(c) and the
effect can be incorporated into the techniques described in Chapter 5 without any
modification.

Although the state space diagram shown in Fig. 11.3 isrelatively simple, the
model will grow rapidly in size as an increasing number of system componentsis
included. Thediagram can be considerably reduced since, from an operational risk
point of view, it is not necessary to identify the cause of each state, only its effect
on the system. Consequently, states of identical or near-identical capacity can be
combined. In the case of the diagram in Fig. 11.3, this reduction will create the
mode showninFig. 1 1.4,

It isnot realistic to neglect higher-order failure events and therepair process
in the planning phase. On the other hand, a state space diagram of the form shown
inFig. 11.3 can becometotally impractical if all states and all transitions between
these satesareincluded. Sincethemostimportant factor in system planning studies
isto identify the effect on the system and not the cause, the relevant state gpace
diagram can be constructed interms of capacity statesrather than component states.
This type of technique was used to construct Fig. 11 .4. It should be noted that for




—————

Plant and station availability 363

i2 3 4
One putverizer One CW pump Oine FW pump
down down down
Cap, = 235 MW Cap. = 200 MW L2p. = 200 MW
_— !
198 Pew
f Myw
5 1 6
One FD fan Full capacity One 1D fan
down i} available - down
o Do
Cap. = 150 MW Cap. - 300 MW Cap. = 150 MW
Ag Ay
7 8
Boiler Turbine
down down
Cap,=OMW Cap. = T MW

Fig. 11.3 State space diagram for operational studies

adetailed station design study, the cause of failure aswell asitseffect on the system
isessential.

A generalized state space diagram that includes three derated states is shown
inFig. 11.5. Inthismodél, it isonly necessary to recognize each derating level (in
practice several near-levels can be grouped together), the total period of time spent
in each of the levels and the number of times each levet is entered. The following
indices can then be evaluated from thisinformation:

(11.2)

~|.~

P.=

I

(11.3)

i

=|=

where P; isthe probability of residing in ate 7;
T;isthetotal time spent in State;
Tis thetotal period of interest = %, 7;;
l isthe transition rate from date i to statey;
;71 the number of transitions that occur from dtate i to statey
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The only parameter required for the LOLP, LOLE and L OE methods (Chapter
2) is P.. The values of A; are required, however, for the frequency and duration
approach (Chapter 3). It should be noted that several of the transitions shown in
Fig. 11.5 may not exist in practice and can be ignored. Also, as shown in Section
2.4, the number of derated states that need to be modelled in order to obtain a
realistic assessment of systemrisk isvery small and rarely needsto exceed one such
state.

11.3 Allocation and effect of spares

11.3.1 Concepts

The two most important concepts involved in acontinuously operated and repair-
able system are the failure process and the restoration process. Mogt of the
techniquesin preceding chapters have assumed that the restoration process associ-
ated with apermanently failed component is achieved either by repair of the failed
component or by repiacing the failed component with aspare. In the latter case, it
has generally been assumed that a spare is available as and when required. This
assumption is reasonably justified in many cases, particularly those in which the
failure rate is very smal or the number of spares is relaively large. On the other
hand, thisassumption may beinvalid andtheavailability of sparesisanimportant
criterion in the reliability assessment. In addition, it is frequently necessary to
evaluatethe number of sparesthat are required for agiven application. The concept
of modelling and evaluating the effect of spares is important in both of these
situations.

The basic concepts associated with modelling and evaluating the effects of
spares was discussed in Section 10.5 ofEngineering Systems. These concepts will
not be reiterated in this section and only the application of the concepts will be
described. .

There are many examples which can be used to describe sparing concepts and
evaluation. The one chosen in this section relates to the same problem area
described in the previous sections of this chapter, namely, the generating station
and, in particular, the station transformer configuration. The discussion that fol-
lows, however, can easily be adapted and applied to other power system areas
including the generating station auxiliaries, the transmisson and distribution
network and substation configurations. A further application is made in Section
11.5 inrelation to HVDC systems.

11.3.2 Review of modelling techniques -

It was shown in Section 10.5 of Engineering Systems how Markov techniques could
be used to model and evaluate the probability of residing in, frequency ofencoun-
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Fig. 11.6 Two transformer bankswith no spares

tering and duration in each individual and cumulated state. This was achieved by
first congdructing the relevant date space diagram, inserting the appropriate failure
rates A, repair rates p and installation rates y and solving the resulting transition
equations using Markov techniques.

As an example, condder a generating transformer substation that condsts of
two identical three-phase transformer banks, each bank consisting of three identical
single-phase transformers. Each of these banks is considered to have failed totally
and must be removed from service if any one of the three single-phase transformers
in the bank fails. The bank can be returned to service when the failed transformer
has been repaired or replaced. it is aso assumed that no further failures can occur
in the bank once it has been de-energized and removed from service. ifany of these
assumptions is not considered valid, the techniques can be readily adapted to suit
the appropriate operating behavior.

Using the techniques described in Section 10.5 of Engineering Systems, the
state space diagrams for this system when no spares are stored and when one spare
isstored areshownin Figs. 11.6and 11.7.1tisassumed in these state space diagrams
that there are no restrictions on the number of repair and installation processes that
can be conducted simultaneously.

The concept shown in Figs. 11.6 and ! 1.7 and described in Section 10.5 of
Engineering Systems can be extended to accommodate any number of senice
components and any number of spares.
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Fig. /1.7 Two transformier banks with one spare

11.3.3 Numerical examples

Consider atransformer substation which isto connect a 100 MW generating system

to atransmission network. The following configurations are considered:

(a) asingle transformer bank with no spares, one spare, two spares, three spares,
four spares;

(b) two identical transformer banks with no spares, one spare, two spares.

The transformers of case (a) must be rated at least 100 MW. A range of sizes
between 50 MW (no redundancy) and 100 MW (total redundancy) is consdered in
case (b).

The following data is used for each single-phase transformer:

failurerate X = 0.01,0.1, 1.0 fryr
repair rate u = 4, 12, 52repairs/yr (these being equivalent to repair
times of about 3 months, 1 month and | week
respectively)
installation ratey = installations/yr (this being equivalent to an installa-
tion time of about 2 days) i

The results for case (a) are shown in Table 11.8, which includes the probability
of the bank being in the up dtate, the probability of being in the down date and the
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Table 11.8 Reaultsfor singletransformer bank

Probability
X p Expected MW
(f/yr) (repairs/vr) up state down state capacity level
No spares
1 4 0.566125 0.433875 56.61
1 12 0.789644 0.210356 78.96
1 52 0.931024 0.068976 93.10
01 4 0.928816 0.071184 92.88
01 12 0.974052 0.025948 9741
01 52 0.992646 0.00734 99.26
001 4 0.99234 0.007606 99.24
001 12 0.997343 0.002657 99.73
001 52 0.999260 0.000740 99.93
One spare
\ 4 0.852028 0.147972 85.20
\ 12 0.961673 0.038327 96.17
1 52 ..0982686 0.017314 98.27
ol 4 0.995818 0.004182 99.58
0.1 12 0.998078 0.001922 99.81
o1 52 0.998350 0.001650 99.84
001 4 0.999809 0.000191 99.98
0.01 12 0.999833 0.000167 99.98
0.01 52 0.999836 0.000164 99.98
Two spares
1 4 0.953347 0.046653 95.33
1 12 0.982240 0.017760 98.22
1 52 0.983356 . 0.016144 98.39
0.1 4 0.998302 0.001698 99.83
01 12 0.998361 0.001639 99.84
0.1 52 0.998363 0.001637 990.84
0.01 4 0.999836 0.000164 99.98
0.01 12 0.999836 0.000164 99.98
0.01 52 0.999836 0.000164 99.98
Three spares
1 4 0.978535 0.021465 97.85
1 12 0.983786 0.016214 98.38
Four spares
} 4 0.983136 0.016864 98.31
1 12 0.983868 0.016132 98.39
Limiting values
(o0 spares)
— 0.983871 0.016129 98.39
01 — 0.998363 0.001637 99.84
0.01 — 0.999836 0.000164 99.98
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expected 1% capacr level of the transformer station. A similar st of results is
shown in Tahics i 1.9and 11.10for case (b). Table 1 1.9 shows the state probabilities
as a function of reliability indices and number of spares. Table 11.10 shows the
expected MW capacity level of the transformer station as the rating of each bank
is increased. The results for the single transformer bank as a function of number of

Table 11.9 State probabilities for parallel transformer bank

A n Probability of
(f7yri (repairs/vr) Both up One up Both down
No spares
1 4 0.320498 0.491255 0.188247
1 12 0.623538 0.332213 0.044250
1 52 0.866806 0.128436 0.004758
0.1 4 0.862699 0.132233 0.005067
0.1 12 0.948777 - 0.050550 0.000673
0.1 52 0.985346 0.014600 0.00004
0.01 4 0.984847 0.015096 0.000058
0.01 12 0.994693 0.005300 0.000007
0.01 52 0.998520 0.001480 0.000001
One spare -
1 4 0.626282 0.299241 0.074476
i 12 0.891479 0.10099%4 0.007527
1 52 0.962990 0.036462 0.000547
0.1 4 0.986957 0.012784 0.000259
0.1 12 0.995575 0.004409 0.000016
0.1 52 0.996672 0.003323 0.000004
0.01 4 0.999562 0.000437 0.000000
0.01 12 0.999660 0.000340 0.000000
0.01 52 - 0,999672 0.000328 0.000000
Twospares
1 4 0.823424 0.150992 0.025583
1 12 0.956365 0.042447 0.001188
1 52 0.967854 0.031874 0.000272
0.1 4 0.996254 0.003733 0.000013
0.1 12 0.9%6711 0.003286 0.000003
0.1 52 0.996729 0.003268 0.000003
0.01 4 0.999672 0.000328 (0.000000
0.01 12 0.999672 0.000328 0.000000
0.01 52 0.999672 0.000328 0.000000
Limiting values
(x spares)
1 . 0.968254 0.031746 .
01 — 0.996732 0.003268 _
001 — 0.999672 0.000328 —

N.B. The values 0000000 are precise to 6 decimal places and are not absotute zero.
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Table 11.10 Expected capacity level of parallel transformer bank

A

Expected MW capacity level

when
rating of each bank (MW) is

u
(f/yr)  (repairshyr) 0

60 70 80 0 100
No spares
1 4 56.61 6153 66.44 7135 76.26 8118
1 12 78.96 82.29 85.61 83.93 92.25 95.58
1 52 93.10 94.39 95.67 96.96 98.24 99.52
0.1 4 92.88 94.20 9553 96.85 98.17 9949
01 12 9741 97.91 9842 98.92 99.43 99.93
01 52 99.26 941 99.56 99.70 99.85 99.99
001 4 99.24 99.39 N 99.69 984 99.99
001 12 99.73 99.79 9.84 99.89 99.95 10000
001 52 99.93 99.94 99.96 99.97 99.99 10000
One spare .
1 4 77.59 80.58 8358 86.57 8956 9255
1 12 94.20 95.21 96.22 97.23 98.24 99.25
1 52 912 98.49 98.85 99.22 9958 99.95
0. 4 99.33 99.46 9959 99.72 99.85 9997
0.1 12 99.78 99.82 99.87 99.91 99.95 100.00
0.1 52 99.83 99.87 99.90 99.93 99.97 10000
0.01 4 99.98 99.98 99.99 99.99 100.00 100.00
001 12 99.98 99.99 99.99 99.99 100.00 10000
001 52 99.98 99.99 99.99 99.99 10000 10000
Two spares
1 4 89.89 9140 92.91 94.42 95.93 97.44
1 12 97.76 98.18 93.61 99.03 99.46 99.88
1 52 98.38 98.70 99.02 99.34 99.65 99.97
0.1 4 99.81 99.85 99.89 99.92 99.96 100.00
0.1 12 99.84 99.87 99.90 99.93 99.97 100.00
0.1 52 99.84 99.87 99.90 99.93 99.97 100.00
0.01 4 99.98 99.99 99.99 99.99 100.00 100.00
0.01 12 99.98 99.99 99.99 99.99 10000  100.00
0.01 52 99.98 99.99 99.99 99.99 100.00 100.00
Limiting values (x spares)
1 — 9841 98.73 99.05 99.37 99.68 100.00
0.1 — 98.84 99.87 99.90 99.93 99.97 100.00
001 — 99.983 99.99 99.99 99.99 100.00 100.00

N.B. The vaiues 100.00 are precise to twe decimal places and are not absolutely 100 MW.
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sparesaredso shown in Figs. 1t.8and 11.9:Fry 1 % i izates the unavailability
ofthebank and Fig. 11.9 illustratesthe expected M w capacity level. Theresultsin
Tables 11.8~11.10and Figs. 11.8 and 11.9 also include the limiting values which
would occur if an infinite number of spares were available. Severa important
features and concepts can be deduced from these results: )

(1) From Fig. 11.8,it is seen that the number of spares required in order for
the unavailability to approximate to the limiting value is small but in-
creases asthe failure rate increases and the repair rate decreases (i,e. repair
time increases).

Wwr . .

N First parameter represents failure rate (f/yr)
H Second parameter represents repair rate (rep»irsiyr!
3 {installation rate » 183 inst/yr}

10-1k

Probability of residing in down state
]
1
L)

1073

Number of spares

Fig. /1.8 Down state probability of single transformer bank
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(i) A similar effect to (i) can be seen in Fig. 11.9 which shows that a small
number of spares increases the expected MW capacity level to the limiting
vaue.

(iii) From Fig. 11.8, the unavailability when no spares are available can be
smaller for abank with high failure rate than for one with a small failure

Expacted capacity level (M)

70+
First parameter » failure rate (f/yr)
Second parameter * repsir rate {repairs/yr)
5 {Instaliation rate - 183 inst/yr)
60
i 1 ] J
0] 1 2 3 4

Number of spares

Fig. /1.9 Expected capacity level of single transformer bank
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rate providedtherepair rateisconsiderably greater (compare, for instance.

theresult for 1 £yrand 52 repairs/yrwith that for 0.1 f/yrand 4 repairs »7

Or, the other hand, when spares are available, this observation can be

reversed by a considerable margin (compare the same st of results with

1 and 2 sparesavailable).

(iv) From Fig. 11.9, it is evident that the expected MW capacity level hasa
limiting value and, for a given set of reliability datafor each transformer,
cannot be exceeded no matter how many spares are carried. [ftransformers
of agiven quality only are available and the limiting MW capacity level
isinsufficient, theonly altemnative isto increase the number of transformer
banks operating in parallel.

(v)y Comparison of the results shown in Tables 11.8 and 11.10 indicates that
the use of two transformer banks does not necessarily improve the per-
formance of the station compared with using bne. For instance:

(@) if no spares are carried, the rating of the parallel banks must be at
least 60 MW each to derive some benefit;

(b) if one spare 1s carried, the rating of the parallel banks must be at
least 80 MW for transformershaving 1 f/yr and 4 repairslyr, but only
60 MW for transformers having 1 f/yr and 52 repairs/yr in order to
derive some benefit;

(c) therating of the paraliel banks must be at least 90 MW for | fiyr
and 4 repairs/yr in order to derive some benefit when two spares are
carried but only 50 MW when an infinite number of spares is
available (limiting value).

These results clearly indicate the need to consider the values of failure rate,
repair rate and component rating in any quantitative evaluation of sparing require- -
ments. Many alternatives are possible in addition to increasing the number of
spares, including investing in improved quality of components and therefore
reducingthefailurerate, investing inrepair andinstallation resourcesandtherefore
increasing the relevant rates, using components of greater capacity, increasing the
number of components operating in parallel. The most appropriate solution for a
given requirement can only be established from aquantitativereliability assessment
which should be used in conjunction with an economic appraisal of the various
aternatives.

It should be noted that the results shown and discussed above were evaluated
assuming that there were no restrictions on the number of repairs and installations
that could be conducted simultaneoudly. If such restrictions existed due to lack of
manpower or facilities, different results would be obtained and different conclu-
sons might be reached. The analysis is performed in an identical manner, however,
only the values of transition rates between states being changed. This point is
discussed in Section 105 of Engineering Systems.
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114 Protection systems

11.4.1 Concepts

The concept of a stuck breaker was introduced in Section 10.6 and its implication
in network reliability evaluation was discussed. At that time, it was suggested that
the value of stuck-breaker probability could be established from a data collection
scheme by recording the number of requests for a breaker to open and the number
of times the breaker failed to respond. In many practical applications, this method
and the techniques described in Section 10.6 are sufficient.

The probability of a breaker responding to a failed component depends on the
protection system, its construction and the quality of the components being used.
This is a completely integrated system of its own and, as such, can be analyzed
independently of the power system network which it is intended to protect. This
independent analysis enables sensitivity and comparative studies to be made of
alternative protection systems and also enables the index of stuck-breaker prob-
ability to be fundamentally derived.

A protection system can malfunction in two basic ways:

(a) It failsto operate when requested. A power system network isin acontinually
operating sateand henceany failuremanifestsitselfimmediately. Suchfailures
have been defined [5] asrevealed faults. A protection system, however, remains
in adormant state until it is called on to operate. Any failures which occur in
this system during the dormant state do not manifest themselves until the
operating request is made when, of course, it will fail to respond. These failures
have been defined [5] as unrevealed faults. In order to reduce the probability
of an operating failure, the protection system should be checked and proof-
tested at regular intervals. "

(b) Spurious or inadvertent operation. This type of failure, which is due to a
spurious signa being developed in the system, thus causing breskersto operate
inadvertently, manifests itself immediately it occurs. Hence it is defined as a
revealed fault. Thistype of failure was classed as a passive failure in Chapter
10 because it has an effect identical to an open-circuit fault.

11.4.2 Evaluation techniquesand system modelling

Protection systems involve the sequential operation of a set of components and
devices. For this reason, the network evaluation techniques described in previous
chapters are not particularly suited to these systems. There are several alternative
techniques available including fault trees [5], event trees [6, 7] and Markov
modelling {8]. The event tree techniqueis particularly useful because it recognizes
the sequential operational logic of a system and can be easily extended to include
analysis of the system at increasing depth. For this reason, only this method will be
discussed in this chapter.

P
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Fault detector Relay Trip signal Bresker
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Fig. /1.10 Bluck diagram of a general protection scheme

Thegeneral principleof event trees, their deduction, applicationandassociated

probability evaiuation was described in Section 5.7 of Engineering Systems.
Therefore only the application of this method [14] to protection systems will be
described  here,

There are many types of protection systems and it is not possible to consider
all of these within the scope of this chapter. Consequently the discussion relates
only to ageneralized form of protection system consisting of the blocks shown in
Fig. 11.10.

These blocks can be related to mogt protection systems in which the fault
detector includes appropriate CTs, VTs and comparators, the relay includes oper-
ating and restraint coils, thetrip signal containsthetrip signal device and associated
power supply and finally the breaker isthe actua devicewhich isolatesthe faulted
component.

11.4.3 Evaluation of failureto operate

{a) System and basic event tree

Consider a particular network component that is protected by two breskers B1 and
B2. Assume that both breakers are operated by the same fault detector FD, relay R
and trip signa device TS. The event tree, given the network component has failed,
isthereforeasshownin Fig. 11.11. Thisshowsthe sequence of eventstogether with
the outcomes of each event path, only one of which leads to complete success when
both breakers open as requested.

(b) Evaluating event probabilities

The event probabilities needed are the probability that each device will and
will not operate when required. These are time-dependent probabilities and will be
affectedby the time period between when they were last checked and thetime when
they are required to operate. The probability of operating when required increasss
as the period of time between checks is decreased provided the checking and testing
isperformed with skill and precision, i.e. thedevicesareleftin an *as-good-as-new’
condition and not degraded by the testing procedure.

The time a which a device is required to operate is a random variable. The
only single index that can be calculated to represent the probability of failing to
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Fig. /1.1 Event tree of protection system: O—operates: F~—fails to operate

respond is the average unavailability of the device between consecutive tests. This
average unavailability has also been defined as the mean fractional deaed time [5].
Assume that the times to failure of the device are exponentialy distributed (a
similar evaluation can be made for other distributions) and that the time period
between consecutive tests is T,.. Then the average unavailabiiity of the device is:

L% e 1 T (11.4)
e - A =] - ]- Al
v f”cjo R vt
IfAT, << 1, )
1 { AT WoOXE (11.5)
J=]-——]| 1=11-AT.+ e
v=i xri L 72 J 2

For the present system, assume for convenience that all of the devices (FD, R,
TS and B) have a failure rate of 0.02 f/yr. The average unavailability, evaluated
using Equations (11.4) and (11.5) for ingpection intervds, T, of 3 months, 6 months
and 1 year. is shown in Table 11.11. These results show that the error introduced
by Equation (11.5) for thisdatais negligible.

(c) Evaluating outcome probabilities

The evaluation of the outcome probabilities is a simple exercise after the event tree
has been deduced. Firgt the paths leading to the required outcome are identified.
The probability of occurrence of each relevant path is the product of the event
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Tabie 11.1t Event probabilities of devicesin Fig. 11.11

Inspection {xerval of

3 months 6 months | vear
Equation(11.4) 0.002496 . 0.004983 * 0.009934
Equation (11.5) 0.002500 0.005000 0.010000

probabilities in the path. The probability of occurrence of the outcome is then the

sum of the probabilities of each path leading to that outcome.
In the present example:

Prob. (B1 not opening) =% Prob. of paths 3to 7
Prob. (B2 not opening) =Z Prob. of paths 2, 4 to 7

Prob. (B1 and B2 not opening) =X Prob. of paths 4 to 7

Using the approximate data evaluated previoudy for event probabilities, the
probability of each path for the event tree of Fig. 11.11 is shown in Table 11.12.
Combining these probabilities appropriately gives the probability of Bl not open-
ing, probability of B2 not opening and probability of Bl and B2 not opening on
demand. These values are shown in Table 11.13.

Theresults shown in Table 11.13 indicate, as expected, that the probability of
abreaker being stuck increases asthe ingpection interval increases. Theresultsaso
indicate the more significant effect that the probability of both breakers not opening
isalmost the samevalueastheindividual stuck-breaker probability. Thiscan clearly
have a significant impact on system operation. If, on the other hand, an assumption
of independent overlapping failures was considered, the probability of Bl and B2
not opening would have been (0.00996)* = 9.92 x 107>, which is 75 times smaller
than the true value.

Table 11.12  Path probabilities for event tree of Fig. 11.11

Probabilityfor inspection interval of

Path 3 months 6 months lyear
1 0.987562 0.975248 0.950990
2 0.002475 0.004901 0.009606
3 0.002475 0.004901 0.009606
4 0.000006 0.000025 0.000097
5 0.002488 0.004950 0.009801
6 0.002494 0.004975 0.009900
7 0.002500 0.005000 0.010000
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Table 11.13  Probability of breskers not opening on demand

Probabilityfor inspection interval of

Breaker not
opening 3 months 6 months | year
Bl 0.0099%6 0.01985 0.03940
B2 0.0099% 0.01985 0.03940
Bl and B2 0.00748 0.01495 0.02980

These results were evaluated assuming both breakers were actuated by exactly
the same st of protection components. Redundancy can be included in this system.
which can have amarked effect on the values of stuck probability. Thisisconsidered
in the next subsections.

Although it was assumed in this section that the faulted system component is
protected by two breakers, the concepts can be extended to any number of breakers.
All that is required is the appropriate event tree for the system being considered.

{d) Effect of sharing protection components

It was assumed in the previous example that breakers B1 and B2 were both actuated
by the same fault detector, relay and trip signa device. Consequently both breakers
shared the same protection system and any failure in this system, other than the
bresker itself, caused both breakers to malfunction. This possibility can be reduced
by providing aternative channels to each of the breakers. In order to illustrate this,
assume that two trip signal devices are used: one (TS1) actuates breaker B1 and the
other (TS2) actuatesbreaker B2. Inthis case, the original event tree will be modified
to that shown in Fig. 11.12.

. Thevalues of stuck-breaker probabilities can be evaluated using the previous
data and evaluation techniques. These values are shown in Table 11.14 for an
inspection interval of 6 months only. Comparison of these results with those in
Table 11.13 showsthat thestuck probability of B1 only (also B2 only) isunchanged.
This is to be expected since the protection channel and the number of devices in
the channel to each breaker isunchanged. The results also show, however, that the
stuck probability of Bl and B2 together is considerably reduced, the ratio between
thevalue shown in Table 11.14and the independent overlapping failureprobabitity
being reduced to 25 to 1.

(e) Effect of redundant protection components

In the previous example, each trip signal device was assumed to actuate one of the
breakers. Thiswas shown to improvethe probability that breakersB1 and B2 would
not open. The system can be further improved by including redundancy in the
protection channels. As an example, reconsider the previous system of two trip
signa devices but this time assume that the operation of either of them causes the
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Fig. /1.12 Event tree for two separate trip signal devices: O-—operates; F—fails to operate

operation of both breskers. These devices therefore are fully redundant and the
associated event tree is shown in Fig. 11.13.

The values of stuck-breaker probabilities evaluated using the previous data are
shown in Table 11.15 for an inspection interval of 6 months.

It is seen from these results that the probability that breakers (B1 and B2) do
not open is reduced slightly compared with the results shown in Table 11.14, but
the probability of breaker Bl (similarly for B2) is reduced considerably. These

Table 11.14 Stuck probability of breaker
with separatetrip signd devices

Breaker not Praobability of
opening not opening
Bl 0.01985
B2 0.01985

Bl and B2 0.01008
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Fig 11.13 Event treefor redundant trip signal devices: O-—operates; F—failsto operate

Table 11.15  Stuck-breaker probability with

redundancy
Breaker no! opening Probability of not opening
Bl 0.01495
B2 0.01495
Bl and B2 0.01003

T R
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values would be affected by an ever greater smount if further redundancy were
incorporated in the system: for examg.<. if redundancy were included in the fault
detector (FD) and relay (R). Thisis not particularly necessary or even desirable
from an economic point of view in terms of conventional power system operation.
It isimportant, however, in safety applications, particularlythose involving nuclear
generator stations when considerable redundancy is used. The techniques, however,
remain identical.

11.4.4 Evaluation of inadvertent operation

The modelling and evaluation of inadvertent operation is identical in concept to -
that for failure to operate. An event tree is constructed in a similar manner to Figs.
11.11-13, commencing from the point at which the false signal can occur. This
initiating point isknown as the initiating event and in Section 11.4.3 wasthe fault
on the system component.

Consider, as an example, the protection system which, under a system fault
condition, givesriseto the event tree shown in Fig. 11.11.If afalse Sgna can be
developed in the fault detection (FD) device, the event tree associated with this -
occurrenceisthe first six pathsof Fig. 11.11. Ifthe false signal developsinthetrip
signd (TS) device, the associated event tree is the first four paths of Fig. {1.11. The
probability of one or more breakers inadvertently opening can therefore be evalu-
ated using the previoustechnique and datawith only two differences:

(i) the event tree will be smaller than those in Figs. 11.11-13 depending on
the location inwhich the false signal is developed;

(ii) thevalueof probability associated with thedeviceinwhich thefalsesignal
is developed is the occurrence probability of the false signal; the prob-
abilities associated with all other subsequently operating components are
identical to those used previously.

In order to illustrate this eval uation technique, consider that afalse signa can
originate in the trip signal device of Fig. 11.11 with a probability of0.001. In this
cae, the first four paths of Fig. 11.11 are considered. Using the data of Section
11.4.3(b) for an inspection interval of 6 months, the following path probabilities
can be evaluated given that the false signal has developed:

P (path 1)= 0995 x 0.995 = 0.990025
P (path 2) = 0.995 x 0.005 = 0.004975
P (path 3) = 0.005 x 0.995 = 0.004975

P (path 4) = 0.005 x 0.005 = 0.000025

These values of path probabilities must be weighted by the probability that the
false signa develops, in order to evaluate the probability of an inadvertent opening
of abreaker. This givesthe inadvertent opening probabilities shown in Table 11.16.
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Table 11.16 [Inadvertent opening probabilities

Breaker inadvertently opening Probability of opening
B1 (path 2) 0.000050
B2 (path 3) 0.000050
B1 and B2 (path 1) 0.009900
None (path 4) 0.000000

Theresultsshown in Table 11.16 relate to afalse signal developing in thetrip
signd device. Fase signals can develop in other devices and a similar analysis
should be done for each possible occurrence. These are mutually exclusive and
therefore the probabilities of each contribution can be summated to give an overall
probability of inadvertent opening.

The previous analysis enables probability of openingto be evaluated. A similar
anaysis can be made to determine the failure rate associated with inadvertent
~ opening. In this case, the relevant path probabilities are weighted by the rate of
"* occurrence of the false signal instead of its probability.

11.5 HVDC systems

11.5.1 Concepts

High voltage direct current (HVDC) power transmission has been the centre of
many research studies, and considerable activity throughout the world is devoted
to evaluating its technical benefits as part of the composite power system. To date,
the number of HVDC schemes that exist or are being developed is minute in
comparison with HVAC systems. This imbalance will always exist in the future
since HVDC schemes are-beneficial only in specific applications and are not useful
forwidespread power transmission. Thespecific applicationsincludelong-distance
bulk power transmission, particularly between remote generation points and load
centers, relatively long cabl e interconnections such as sea crossings, interconnec-
tionbetweentwol argei solatedHV A Csystems,andasynchronoustie-1inesbetween
orinternal to HVAC systems.

Thereliability evaluation of HVDC systemshasreceived very littleattention
and only a few papers {9—-12} have been published. This lack of interest simply
reflectsthe relative size and application of HVAC and HVDC systems. This does
not mean, however, that techniques for analyzing such systems do not exist:
methodsdescribedin Engineering Systemsaswell asmethodspresented in previous
sections of this book can be used very adequately. The purpose of this section 1
therefore to describe how these techniques can be used in the evaluation of HYDC
schemes.




Plant and statinn sy siaiitive

I ¢ |

fal

bl

g L

7

——CD 8|
——DHe]  /

o

{d)

Fig. 11.14 Typical bridge configurations:
(a) dingle bridge, monopole (system 1)
(b} multibridge, monopole (system 2):
(c) single bridge, bipole (system 3);
(d) multibridge, bipole (system 4)

B—bridge, F—a.c. filter, P— pole equipment, L -—transmission line

383



384 Chapter 11

HVDC systems are only used as links between remote generation and the
HVAC system or between two HVAC systems. This single link concept enables
these systemsto be solved using relatively simple techniques. The most important
techniques consist of series systems and Markov modelling.

11.5.2 Typical HVDC schemes

An HVDC link consigts of a rectifier station at the sending end. an inverter station
at the receiving end and one or more transmission lines between them. The degree
of complexity of the system increases when multibridges are used in the two
converter stations and two poles are used for the transmission link. Typical, but
simplified, configurations are shown in Fig. 11.14 for a single bridge, monopole
link, asingle bridge, bipole link, a multibridge, monopole link, and a multibridge,
bipole link.

These systems can be divided into three main subsystems: therectifier/inverter
subsystem, the transmission line and pole equipment subsystem and the a.c. filters
subsystem. These subsystems can beanalyzed independently and finally combined
to give the reliability of the complete HVDC link. These concepts are described in
the following sections.

11.5.3 Rectifier/inverter bridges

The heart of the converter station isthe bridge which includesthe valves, damping,
protection and control equipment. Somerea systemsstill use mercury arc rectifiers,
now steadily being replaced by the thyristor valve as the converting device. The
evaluation concept, however, is essentialy the same for both conversion methods.

All HVDC systemsretain spare valvedn the case of both mercury arc rectifiers
and thyristors, and therefore the concept of sparing and allocation of spares is
important in the reliability assessment of bridges. The techniques described in
Section 10.5 ofErgineering Systems and Section 11.3 of this book can be applied
directly. For instance, Figs. 11.6and 11.7 are applicable provided "both banks' is
replaced by *both bridges (i.e. atwo-bridge device is being considered), ‘spare’ is
replaced by ‘spare valve’ and the bridge failure rate &, ismultiplied by the number
of bridges that can fail in any of the system states. On this basis, al the previous
concepts, evaluation techniques and conclusionsremain equally valid.

In the case of multibridges, the number of bridges required for system success
must be known. In order to increase voltage rating, bridges are connected in series.
Failureof any onebridgeinthiscasewill failthe system. In order to increase power
transmission, bridges can be connected in parallel. Failure of one or more bridges
inthis case does not necessarily fail the system but may send it into aderated state.
This problem can be easily resolved by cumulating the relevant states of a state
space diagram such as that shown in Fig. 11.7. In the case of a series system, “both
up’ dates represent system success and all others represent failure. In the case of a
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fully redundant system, ‘both down’ states represent system failure and all others
represent success. In the case of a partially redundant system, ‘both up® gates
represent a 100% capacity level, ‘one down’ dates represent an intermediate
capacity level, eg. 50%, and.‘both down’ Satesrepresent completefailure.

Asan illustrative example, theresults shownin Fig. 11.15 wereobtained {11]
for a single mercury arc bridge consisting of six valves and for a system of two .
identical bridges connected in series. These results are similar to those shown in
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Fig. 71.16 Effect of valve failure rate on unavailability

Fig. 11.8. A similar st of results plotted as a function of valve failure rate is shown
in Fig. 11.16 for the above single bridge having one spare valve.

11.5.4 Bridge equivalents

The full state gpace diagrams and the subsequent evaluation techniques described
in Section 11.5.3 are an important component of converter station assessment and
essential when considering spares and sparing allocation. The bridge, however, is
only one component in an HVDC link and must be combined with the other
components and subsystems in order to evaluate the reliability of the complete
system.

This combination becomesrather difficult and certainly tediousif acomplete
representation is used for the bridge configuration. The bridge, however, can be
considerably simplified duringtheanal ysisof thecompl etesystemusingequival ent
state space diagrams and models. The reason for thisisthat the bridge identities are
no longer required at this stage, only the effect of bridge states on the operation of
the system. This equivalencing was previously done in Section 11.2.2 in order to
reduce the number of derated dtates in a generating station. The following two
conditions {12} must apply in deducing the equivalent model:

(a) the mean time spent in the UP gate of the equivalent model must be equal to
the average duration of the UP states in the complete model;

(b) the availahilities of the various capecity levels in the equival ent and complete
model must be equal.
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Fig. /7.17 Equivalent model for single bridge

(@) Sngle bridge

A single bridge can be represented in terms of capacity states by the state space
diagram shown in Fig, 11.17.

The two trangition rates in Fig. 11.17 are the equivalent failure rate and
equivalent repair rate. For asingle bridge [12] with no spare vaves:

Prob. (state A, up) = l___&"(__
ol +Y) + 1Y

Aolp +
Prob. (state B, down) _M
Ay +y)+uy
A=k, p=-H
i BTty

where i, = bridge failure rate (= nd)
A = vavefallurerate
n = number of valvesin bridge
(a= valverepair rate
y = valveinstaliation rate.
For asingle bridge [12] with any number of spare valves,

ke = Ay =nA

___Z(UPstateprobabilities) 1A
He™ | (DOWN state probabilities)

A Mo ® [
— e e e
h One up,
Both up Both down
- one down "
Hyy Hp2

Fig. /.78 Equivalent model for two identical bridges
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The UP sate and DOWN state cumulative probabilities can be evaluated by
analyzing the appropriate state space diagrams using the techniques described in
Chapters 9 and 10 of Engineering Systems and Section 11.3 of this book.

(b) Multibridge

The equivalent model for amultibridge depends on the number of capacity levels
in which the bridge can exist. In the case of two identical bridges, the equivalent
model will have a maximum of three states irrepective of the number of spares as
shown in Fig. 11.18.

If both bridges are required for system success (series system), states B and C
can be combined to give atwo-state model, the indices of which can be evaluated
as for the single bridge described in (&) above. Furthermore, if no further failures
can occur when one bridge has failed and the system is de-energized, state C is not
relevant and should be discarded. The indices of this equivalent model can again
be evaluated as for a single bridge.

If the bridge contains redundancy, however, all three states of Fig. 11.18 are
required. The cumulative probability of residing in each of these states can be
evauated using the concepts of Section {1.3 and the complete models such as
shown in Figs. 11.6 and 11.7. In this case, state A of Fig. 11.18 represents full or

100% capacity, state B represents half or 50% capacity and state C represents zero -

capacity. Referring to the notation used in (&) above and to Fig. 11.6.the indices
for the equivalent model of two bridges without spares can be deduced {12] as
follows (other arrangements can be evaluated similarly):

Prob. (full capacity) =P, =P,
Prob. (half capacity) = Pg=P, + P,
Prob. (zero capacity) = P= P, + Ps + Py
Frequency of transfer from state A to state B is
IAB =2
Jac =St Jss
BA=S5
Jer =52 +Jes
giving:
Ay =fap/Pa=2h, = 2n2 (n=number of valvesin each bridge)
Ay =foc/Pa = My = nk

¥P,

= P, = —
p‘bi fBA =1 P2+P3

1t et ittt 2t e ] i b . Ll
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Each converter station consists of not only one or more bridges, but aso converter
transformers and circuit breskers. These can be combined with the equivalent
model for the bridges using the following method.

Generally each bridgeisassociated with its own converter transformer, circuit
breaker and other relevant terminal equipment. These components operate as a
series system and therefore a combined failure rate A, and repair rate p, can be
deduced for these auxiliaries. These auxiliaries can be combined with the bridge to
produce an equivalent model which can be used in subsequent evaluations. The
compl ete state space diagram together with its equivalent model is shown in Fig.
11.19for asingle bridge system and in Fig. 11.20 for atwo-bridge sysem.

Itisassumed inthe models shownin Figs. 11.19and 11.20that when abridge
failsits auxiliary is de-energized and cannot fail but remains in a standby mode
until its associated bridge is repaired; similarly if an auxiliary fails. Conseguently,
state 6 of Fig. 11.20isafailurestatebecause, although one bridgeand oneauxiliary
are operable, they are not associated with each other and cannot therefore be
operated together but remain on standby. If they can be linked together, however,
state 6 becomes a half-capacity state and further failures from this state become
possible.

Number of Number of
bridges auxiliaries
e ———— n \ / % |
08 1A | ¢ 18 %Y HS 1B OA
| e | —‘-——J
| 2 ') Hp I-.._.———-.-.-...l 1- He 3 0
t t
State Capacity
number level {p.u.)
{a)
3\t !
Converter up I_.* | Sonverter down
i c—a_
A Y owe- B O
{b}

Fig. 11.19 Models for a convener station with a single bridge: (a) complete modd; (b) equivalent
model
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Fig. 711.20 Modes for a converter station with two bridges: (a) complete model: {b} equivalent model

The equivalent indices A, and g in the above models can be evaluated using
the equivalencing concept described in Section 11.5.4. This analysis would show
that:

ho=d,+ 4y
hoy = 2R =200, + 1) =2A,

Theconcept illustrated in Figs. 11.19and 1 1 .20 can be extended to any number
of bridges and associated auxiliaries. In all cases. an equivalent model can be
deduced in which each state represents a particular capacity level.

In order to simplify the analysis of the complete HV DC link, thetwo converter
stations can be combined to create the next stage of equivalent models. Thisisagain
achieved using the previous principles. As an example, the state space diagrams
shown in Fig. 11.21 represent the complete and equivalent models for identical
sending end (SE) and receiving end (RE) converter stations, each containing two
bridges. The notation used in Fig. 11.21 is the same as for Fig. 11.19 and the
principle is similar to that of Fig. 11.20. Consequently, state 6 of Fig. 11.21 isa
zero-capacity state since, although a bridge is available at each end of the link. they

* are connected to two different poles. If the system permits bridges to be connected
to either pole, however, state 6 becomes a half-capacity state and further failures
- from this state can occur.
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Fig. //.2! Models for combined converter stations: (a) complete model; (b) equivalent mode!

11.5.6 Transmission links and filters

The two remaining subsystems of the complete HVDC link are the transmission
lines and the filters.

If it is assumed that all the filters at each converter station are required for
system success, the equivalent failure and repair rate, Arand py, can be evaluated
using the principle of series systems. Similarly, if both banks of filters at the two
convener stations are required in order to operate the system, the equivalent filter
model is as shown in Fig. 11.22. With the above assumptions the state in which
both filter banks are out cannot exist.

The model for the transmission lines issimilar to that for the filters except that
the system can still be operated when one or more lines of a multi-line system are
out of service. The model for abipole link is therefore as shown in Fig. 11.23.
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Fig. 17.23 Modd for bipole transmission link

The indices used in Fig. 11.23 should represent the composte reliability
indices of the actual transmission line and its associated pole equipment, all of
which are effectively connected in seies.

11.5.7 Composite HVDC link

The composite HVDC link can now be assessad by combining the individual
equivalent model sto form acompl ete state pace diagram that representstheHVDC
system. These composite model s can become quite complex and only two examples
are given in this section. Others can be creasted using similar logic. In these
examples, itisassumed that, with the exception of thetransmission lineand itspole
equipment, no further failures can occur when the system isin ade-energized State.
In the case of the bipole example, it is aso assumed that the system can operatein
a monopole mode without encountering ground current problems. If this assump-
tion is not valid, this state will create a zero capacity rather than half-capacity
transmission level. Therefore the sate space diagram is not altered. only the states
which are cumulated together.
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Fg. 71.24 Modds for complete HVDC links:
(a) Single bridge, monopole
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On the basis of the above discussion, the models for asinglebridze. monopuie
system {system 1 of Fig. 11.14)and for asingle bridge, bipole system system 3 of
Fig, 11.14) are shown in Figs. 11.24(a) and (b) respectively. The notation used is
the same as in Fig. 11.19. .

The models shown in Fig. 11.24 will reduce to a two-state modd (100%,
zero % capacity) for the single-bridge monopole system and a three-state model
(100%, 50% and zero % capacity) for the single-bridge bipole system. Similar
models can be constructed for other configurations. -

2%,

Fig 11.24 (b) Single bridge, bipole
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Fig. 11.25 Typica generatio’HVDC sysem

Table 11.17 Reliahility dataused for syseminFig. 11.25

Failure rate Repair time Installationtime
Component i (hours) {minutes)
vaves 025 9%.0 450 !
generating units 050 87.6 — '3
transformers 0.012 168.0 —_ _
transmission lines 150 40 —
pole equipment 004 80 _ ;
filters 0.012 168.0 —_— f
i
i
Table 11.18 Transmission capability probability tables 1
Capacin Frequency Duration Expected ;
Sale (p.u) Probability {per vr} (days) capacity (pu.} l
No spare valves 1
1 10 0.926473 3.7413 90.387
2 05 0.071728 6.6109 3.963 0.9623 i
3 0.0 0.001799 0.2958 2.204
One spare valve :
] 1.0 0.987850 3.9892 90.387
2 05 0.011886 6.9466 0.625 0.9938
3 _ 00 0.000264 0.0221 4,370 j
Two spare valves :
1 10 0.988874 3.9933 90.387
2 0.5 0.010868 6.9521 0.571 0.9943
3 . 0.0 0.000258 0.0210 4.490
Three spare valves
1 10 0.988885 3.9933 90.387
2 05 0.010857 6.9522 0.570 0.9943
3 00 0.000258 0.0218 4.315
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11.5,8 Numerical examples

Consider thesystem [ 12] shownin Fig. 11.25and thereliability data shownin Table
11.17. The models described in the previous sections can be combined with the
generation capactry table to form a complete transmissiortcapability table [10] as
seen by the receiving end of the HVDC link. These transmission capability tables

100+~ 10° =
r ¥
e e e £
99
10-»
- B
#
=
3 £ 2
SI g !0"2?‘""_ —_————e
:
97 r—
- Prob. (1.0 pu capacity state}
- Prob. (0.5 pu capacity state)
- Prob. (0.0 pu capacity state)
- Expected capacity
10-3
96- )
.3
A A —
gsl- 10-4 el : i
a 1 2 3

Number of spare valves

Fig. /1.26 Results for sysem shown in Fig. 11.25
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{12] are shown in Table 11.18 when zero to three spare valves are retained for the
bridges. The variation of sate probabilities and expected capacity are dso shown
inFig. 11.26.

These results clearly demonstrate the benefit of including spares, although it
can be seen that little additiona benefit is gained by having more than one spare.
The average duration of remaining in the fully up state (State 1) is not affected by
the number of spares, since these cannot affect the rate of failure, only the
restoration process and therefore the duration of being in aDOWN gtate. The UP state
duration would be affected, however, by the failure rate data used for the compo-
nents, and sengitivity studies should be performed in practice that reflect possble
ranges of failure data. In addition, other design changes, such as number of bridges,
and the amount of system redundancy should be consdered in practical applications
and their effect on the transmission capability tables established. This can be
achieved using the various models described in previous sections.

11.6 Conclusions

In this chapter we have considered a number of separate topic aress, all of which
are related to the availability of plant and stations. In the reliability analysis of a
complete power system, mogt of the plant considered in this chapter are simply
represented as a single system component. This is quite adequate for most analyses.
but it does neglect the fact that these single-component representations are fre-
guently complex systems in their own right. It can bejust as important to be able
to analyze these systems in order to establish the effects of redesign, reinforcement
and redundancy on their behavior and consequently their effect on the overal
system performance. : .

The models and techniques described in this chapter enable the plant and
gtation subsystems to be analyzed and also permit the very important concept of
sparing to be considered in their design.

11.7 Problems

1 A baseload generating station consists of two 60 MW turbo-alternators, each of which
isfed by two 45 MW boilers. The average failure rate and average repair time of each
boiler is3 f/yrand 48 hoursrespectively and the averagefailure rate and average repair
time of each turbo-alternator is 2 f/yrand 72 hoursrespectively. Evaluate the expected
MW output of the complete station.

2 Repeat Problem 1 assuming that the boilers are (8) 30 MW, (b) 60 MW, the reliability
indices of the boilers being the same as the 45 MW boailers.

-3 Repeat Problem 1 assuming that both turbo-alternators can be fed by any of the four
boilers.

4 Repeat Problem 1 assuming that each turbo-alternator is fed by asingle 60 MW boiler
having the samereliability indicesasthe 45 MW boilers.
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Table 11.19
Derating due to
MITF outage ofone
Component Number (months component (%;
turbo-alternator 1 6 10
boiler 1 4 0
pulverizers 3 6 0
forced draught fan 2 9 5
induction draught fan 2 9 S
circulating water pump 4 2 0
feed water pump 4 2 0

5 Re-evauate the MW output of the station in Problem 1 assuh1ing that dtation trans-
formers are included in the assessment. Each station transformer hasa MTTF of 10yr
and aMTTR of 200 hours. The configurations to be analyzed are:

(a) the output of each turbo-alternator is fed through one 60 MW transformer;

(b) the output of both turbo-alternators are fed through asingle 120 MW transformer;

(c) the output of both turbo-alternators are fed through two pardle 90 MW transform-
ers.

& The main components of a particular generating station are as shown in Table i1. 19,
Evaluate the probability of residing in each capacity state during an operationa phase
if the lead time is 2 hours and failure of more than one component and the repair process
are neglected.

7 During a particular 5-year period, a base load generating station was found to reside
in the following derated states for the number of days shown in Table 11.20. Atall other
times it operated at its full capacity. Calculate the probability of residing in each of its
capacity output levels and the value of equivalent forced outage rate (EFOR).

8§ A substation transformer is protected by two breskers. The protection system congsts
of a fault detector (FD) having a failure rate of 0.01 f/yr, acombined relay/trip device
(RT) having a failure rate of 0.04 f'yr and the breskers, which have a failure rate of
0.02 fl/yr. The inspection interval is 6 months. Given that a fanlt occurs on the
transformer, evaluate the probability of successful operation of the protection, the

Table 11.20

Derated date
%) Number of days in derated state
10 7 10 4 3 20 15 8 7 5 10
20 10 8 2 15 16 14 7 5- 6 —
30 2 4 8 2 25 18 8 . . —
40 15 1n 14 8 1 12 i — —
100 1 4 2 10 12 19 15 14 —
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probability of exactly one breaker not operating, the probability of both breskers not
operding, given that:

fa) the FD and RT is shared by both breakers;

(b) the FD isshared but separate RT serve thetwo breskers;

(¢) sparae FD and RT serve each bregker.

The sysem of Problem 8(a) is used to protect three breakers. Evaluate the probability
of successful operation, the probability of exactly one breaker not operating, the
probability of exactly two breakers not operating, the probability of al breakers not
operating.
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12 Applications of Monte Carlo
simulation

12.1 Introduction

Previous chapters have centered amost exclusively on the use of analytical tech-
niques. The only exceptions are the opening discussion in Chapter 1 and the brief
use of simulation techniques in Section 9 of Chapter 7. However, as discussad in
Chapter 1, there are two general approaches for assessing system reliability: the
- direct analytical method and simulation methods. It is therefore appropriate to
describe the application of simulation techniques to power system reliability
problems, to discuss the basic procedures used, and to illustrate the approach with
some relatively simple examples in a similar way to that used for discussion of the
analytical methods.

At thispoint it isworth noting that, from ateaching and tutoria point of view,
simulation techniques may not be considered to be as intellectually stimulating as
the analytical approach because there are no easily structured mathematical models
and equationswhich can be determined either by logic or mathematical derivation:
Insteed the approach is entirely based on the use of random numbers generated by
computer software. It is, however, important to recognize the principles involved,
the processing logic required, and the interpretation of the output produced by the
simulation agorithms. )

It is also worth noting that, although the probabilistic analyses themselves
may be based on a simulation approach, this does not override the fact that
analytical modelsand equations, such asload flow, are still an essential ingredient
in performing the required power system analyses and in determining the ade-
quacy of system states.

A detailed description of simulation techniques is provided in Chapter 13 of
Engineering Systems, and the reader is referred to that for a discussion of funda-
mental principles and general applications. Therefore only a review of the basic
conceptsisgiveninthis chapter, sufficient for the reader to appreciatethe principles
needed to apply the concepts to power system problems.

e el L T T - ST
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122 Types of simulation

As discussed previously (Chapter 1 of this book and Chapter 13 of Engineering
Systems), there are several types of simulation processes. They are al frequently
and loosely referred to as Monte Carlo simulations (MCS Strictly thisis incorrect
since MCS really relates to a process that is completely random in al respects.
However, many processes are related to or with time and therefore do not posess
all the random characteristics needed to use atrue MCS technique. The process,
however, is a stochastic process and can be analyzed using stochadtic simulation.

Stochastic simulation itself can be used in one of two ways random or
sequential. Therandom approach smulatesthebasicintervalsofthesystemlifetime™
by choosing intervals randomly. The sequential approach simulates the basic
intervals in chronological order. The most appropriate of these two approaches
depends on system effects and the objectives of the analyses. _

There are some system problems for which one basic time interva has a
significant effect on the next interval, and this can have a consequential significant
impact on the reliability indices being evaluated. One example is the effect of
hydrogeneration: the ability to use water in one interval of time can be greatly
affected by how the water was used in previous intervals and the amount of rainfall
and water infeed in these previous intervals. Another example is when the prob-
ability distributions of state durations and frequencies are required: these can only
be evaluated explicitly if the chronol ogy of theprocess is simulated. It followsfrom
this discussion that the sequential approach will always work and the random
approach is more restrictive. However, it is generally, but not universally, found
that the random approach is less time consuming.

Although the above points regarding terminology are important to recognize,
the term Monte Carlo simulation isused widely for all types of simulation processes
and is generdly understood in terms of its significance. Therefore, the term Monte
Carlo simulation is used consistently in this book to refer to all simulation proc-
€esEs

12.3 Concepts of simulation

The behavior pattern of n identical real systems operating in rea time will all be
different to varying degrees, including the number of failures, the time between
failures, the restoration times, etc. This is due to the random nature of the processes
involved. Therefore the specific behavior of a particular system could follow any
of these behavior patterns. The simulation process is intended to examine and
predict these real behavior patterns in Smulated time, to estimate the expected or
average value of the various reliability parameters, and to obtain, if required, the
frequency/probability distribution of each of the parameters.

Some of the concepts and principles needed to achieve thiscan be established
by considering the toss of acoin. The probability of getting ahead or tail in asingle
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throw is known to bes. However. this can aso be estimated using the relative

frequency interpretation of probability given by (see Equation (2.5) of Engineering

Systems)

P (of a head occurring) = ixm f—:ﬂ az.1
where  H = number of heads
N - number of tosses

The outcomes obtained when a single coin was tossed 20 times are shown graphi-

caly in Fig. 12.1. These reaults indicate the following:

(@ A smal number of tosses produce a very poor estimate of the probability, and
therefore alarge number of tosses are required.

(b) The value of probability oscillates but has a tendency toward the true value as
the number of tosses is increased.

(c) The mean of the oscillations is not a good estimate of the true value since in
the present case al values are equal to or greater than the true probability of
getting a head.

(d) Thetruevaue sometimes occurs during the tossing process (threetimesin the
present case), but this would not generally be known.

(e) Although it is not evident from these results, the sequence of outcomes would
be different if the process was repested, giving a completely different pattern
of probabilities and a different estimate if the last value of probability mn Fig.
12.1 is teken asthe estimate.

All the above points are deduced from the behavior of a "red" system. i.e.. the

tossing of a coin. They are a so pertinent in the simulation of the behavior of area

system and therefore need to be acknowledged and understood before commencing
any MCSstudies. -
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Fig. /2.1 Probability of tossing a head
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12.4 Random numbers

When areal sysem is examined, the occurrence of events follows the inherent
behavior ofthe componentsand variablescontained in thesystem. When thesystem
is simulated, however, the occurrence of the events depends upon models and
probability distributions used to represent the components and variabtes. This is
achievedusi ngrandomnumbersandconvertingtheseintodensity functionsknown
to represent the behavior of the components and variables being considered. An
understanding of random numbers, their generation, and conversion is therefore an
essential part of MCS.

A detailed discussion and description of random numbers, their generation,
and conversion is given in Chapter 13 of Engineering Systems. The reader is
referred tothat text for more detail sof thistopic. It issufficient to stateat this point
that uniform random numbers  (intherange 0 to 1) are generated computationally
by a random number generator. These are then converted into vatues representing
anonuniform probability distribution using one of severa alternative approaches.

In the case of an exponentia distribution having a characteristic trangtion rate
X, the exponential variate T can be shown to be given by

T=—.i!n U (12.2)
A

125 Simulation output

Each simulation produces an estimate of each of the parameters being assessed.
These estimates reflect the values of the random numbers selected for the process
variables during that particular simulation. This procedure creates N estimates for
each of the parameters, where N is the number of simulations performed.

There are many ways in which these estimates can be processed, including
plots of the distributions such as frequency histograms or density functions, and
point estimates such as means, modes, minima, maxima, and percentiles. A descrip-
tion of some of these is given in Engineering Systems together with numerical
examples. '

Plots of the estimates are extremely valuable and are one of the significant
merits of MCS. These plots give apictoria representation of the way the parameter
can vary, including the very important tail areas, which, although perhaps occurring
very infrequently, can have serious effects on the system behavior and conse-
quences. A schematic representation of a very skewed distribution is shown in Fig.
12.2, which shows that, because of its extreme skewedness, the average value is
very small and almost insignificant but that extremely high values can occur. This
type of effect, which can easily occur in rea systems, can be masked or ignored if
only average vaues (or even standard deviations) are eval uated.



404 Chapter 12

i

fx)

__

Average x

Fig. 12.2  Highly skewed probability density function

Two particular examples for which such distributions are useful are worth
describing at this point. Thefirst relatesto the distribution associated with the state
probabilities of a therma generating unit. Although a discrete distribution, it is
greetly skewed with the expected output generally close to its full capacity but
clearly with atail that reaches zero capacity. The second exampl e relatesto thetrend
in severa countries which st standards for customer service. Theserequire several
things [ 1], one of which is that customers should not be disconnected for longer
than a specified duration. An average vaue a one gives no indication whether this
is likely or to what extent. Only a knowledge of the appropriate tail region can
provide the objective information [2]. ;

Histograms and density functions are easy to construct from the estimates
obtained during the simulation process. Thisis described and illustrated in Chapter
13 of Engineering Systems. Also the expected value E(x) and variance ¥{(x)of the
observations can be found from:

N (12.3)
E(x) = w 2%

=1

| (12.4)

N-1i

N
3 (- B
=1
where N = number of simulations
x;= value of parameter

Vix) =

Thesevauesonly providean estimate of thetrueval uessince, asindicated by Equation
(12.1), thevadue of Nmust tend toinfinity before thetrueval ueisobtained.
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12.6 Application to generation capacity reliability evaluation

12.6.1 Introduction

The application of analytical techniques to generation capacity reliability evalu-
ation is described in Chapter 2, together with a detailed discussion of concepts and
a wide range of sensitivity analyses. It is not intended to repeat the discussion
relating to these concepts nor to describe details of generation and load models.

The reader is referred to Chapter 2 for these. Instead the intention is to illustrate

three main points. Thefirst is the general principles involved in applying MCS to

the generation area, the second isto show that MCS can beapplied to the sametype
of problem and produce the same resuits as the analytical approach, and the third
is to demonstrate that the MCS approach can produce extended sets of results
compared with theanalytical method.

In order to achieve these three objectives, four types of studies are described
inthis chapter. These are;

(a) Areliability (LOLE)assessment of ageneration system using anonchronologi-
cal load model. Thisis similar to the approach used in Chapter 2 and should
produce similar results;

(b) Areliability (LOLE) assessment using achronological load model. This shows
the added benefits that can be achieved from MCS studies;

(c) A reliability assessment including LOEE/EENS evaluation as well as LOLE
using anonchronological load moddl;

(d) A similar reliahility assessment as (c) but using a chronological load modd.

12.6.2 Modelling Concepts

(a) Generating unit states

A generating unit can residein oneof anumber of discrete mutual ly exclusive states.
In the case of a two-state representation, the probabilities of residing in the up and
down dtates are identified (See Chapter 2) as availability and unavailability (FOR)
respectively, Additional state probabilities are needed to define more complex date
structures.

Modelling unit gates in MCS is relatively simple for a two-gtate unit and
achieved by generating arandom number Uin the range (O, 1). This value of Ulis
compared with the FOR. If ¥/ < FOR, then the unit is deemed to be in the down
state; otherwise the unit is deemed to be available.

This principle can be extended to any number of states. Consider a unit with
one derated state and let P(down) and P(derated) be the probabilities of residing in
the totally down and derated States respectively. A random number U is again
generated and:
 if U< P(down), the unit is deemed to be in the totally down state;
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Fig. 12.3 Two-state model of generating unit

 ifP(down) < U< [P(down) + P(derated)], the unit is deemed to be in the derated
date;

 otherwise the unit is deemed to be available.

This depth of modeling is sufficient if the analysis is limited to random date

modeling. However, if the chronology of the process is to be considered (i.e, in

sequentid MCS), then date durations are dso needed This modeling process is

described below.

(b) Duration of Sates e

If the duration of a sate is to be sampled, then the random number generated must
betransformed into time. In the case of an exponentia distribution, thisis given by
Equation (12.2) and discussed in detail in Engineering Systems.

Consequently, for a two-state generating unit described by the model shown
in Fig. 12.3, random values of timeto failure (TTF) and time to repair (TTR) are
givenby

i (12.5)
TTF=-=InU, _\

TTR=—$ InU, (12.6)

where U, and U, are two random numbers (O, 1). A typical sequence of up-down
or operating-repair cycles can be deduced by sequentially sampling avalue of TTF,
then TTR, then TTF, etc. This produces a sequencetypically illustrated in Fig. 12.4.

This basic procedure can be extended to include any number of states [3, 4].
For instance, consider the derated state model shown in Fig. 12.5. If the sequence
garts in the up state (state 1), two random numbers are generated, one determines
thetimeto enter state 2 from 1 (TT,,) and the other the time to enter state 3 from
1(TT)5). IfTT,» <TT,;, then the system enters the derated state (state 2) after a
time TTy,, but if TTy, > TT,3 then the system enters the down state (State 3) after
atimeTT,;. Depending on whether the system is simulated to enter state 2 or state
3, random numbers are subsequently generated to determine how long the system
remainsin the state, and the state which the system next encounters. This principle
[3, 4] can be applied to any system containing any number of states, each one of
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Fig. 12’4 Typical up/down sequence for two identical units; (a) unit 1 . (b) unit 2, (c) combined units;
= variation of generating capacity, - « -~ - - - = variation of lcad

which can have any number of departure transitions. The number of random
numbers that need to be generated to determine the departure from each date is
equd to the number of departure transition rates from that state. This could produce
typically the sequence shown in Fig. 12.6 for the state diagram shown in Fig. 12.5.

(c) Load Model

There are two main ways of representing the variation of load: chronological and
nonchronological. Both are used in MCS. o

Fig. 12.5 Threegtate unit model
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Fig. 712.6 Typical sequence of unit with derated state

The first enumerates the load levels in the sequential or chronological order in
which they occur or are expected to occur. This can be on an annual basis or for
any other continuous time period. This load model can be used to represent only
thedaily pesks, giving 365 values for any given year, or to represent the hourly (or
half-hourly) values, giving 8760 (or 17.520)individual vauesfor agiven year.

The second way is to numerate the load levels in descending order to form a
cumulative load model (see Section 2.3.1). This load model is known as a daily
peak load variation curve (DPLVC), if only daily pesks are used, or as a load
duration curve (LDC), if hourly or half-hourly loads are used. It produces charac-
terigtics similar to that of Fig. 2.4.

These models can be used in MCS using the following approaches. The
chronological model is the simplest to describe since this model as defined is
superimposed on the simulated generation capacity to obtain knowledge of defi-
ciencies. The following examples illustrate this procedure. The nonchronological
model istreated differently. Several methods exist, but the following is probably
the mogt straightforward and is directly equivalent to the generating unit model
described in (3).

TheDPLVC or LDC isdividedinto anumber of stepsto producethe multistep
model shown inFig. 12.7. Thisisan approximation: the amount of approximation
can be reduced by increasing the number of steps. The total time period, 4;, for
which aparticular load level L, can exist in the period of interest T determines the
likelihood (or probability) of L, and an estimate for this probability is given by
d;/ (= p;). Thecumulative values of probability are easier to use than the individ-
ual ones. These cumulative values are

P =p;

Py=p,+p,

ot n e e K R 1.
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The simulation process is as follows. A random number £4(0, 1) is generated:
o if Uy <Py, thenload level L\ is deemed to occur;

* ifP, < U< P,, then load leve L, is deemed to occur;

o ifP,; < U< P, then load level L, is deemed to occur;

o ifP,_, < Uk< 1.0, thenload |evel L, is deemed to occur.
Thisprocedureisasoillustrated in thefollowing examples.

12.6.3 LOLE assessment with noachronological |load

(a) Objective

The present example is based on random sampling of generation and load states
and therefore does not take into account the sequential variation of the load with
time or the duration of the generation dtates. Asin Section 2.6.2, the example is
adso based on the DPLVC and not the LDC. Consequently, neither frequency,
duration, nor energy indices can be evaluated; only LOLP and LOLE (indays/year)
can be as=sd. This replicates the andyss performed in Chapter 2 using the
analytical approach.

{b) System studied

The system studied isthe same as that used in Section 2.3.2, i.e., a systeni containing
five 40-MW units each with an FOR of 0.01. The system load is represented by the
DPLVC showninFig. 2.5 having aforecast maximum daily pesk load of 160 MW,
aminimum daily pesk load of 64 MW, and a study period of 365 days (one year).
It should be noted that the straight-line model is used for illustrative purposes only
and would not generally occur in practice.
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The analytical LOLE result for this system is shown in Section 2.3.2 as
0.150410 days/yr.

(c) Smulation procedure

The process of simulation is discussed in detail in Engineering Systems. This

process can be trandated into the following steps:

Sep O Initialize D= 0, N- 0.

Sep 1 Generate auniform random number U, in theinterva (0, 1).

Sep2 IfU; <FOR(0.01), then unit 1 isdeemed to be in the down sate (C, = 0);
otherwise unit 1 is available with full capacity (C, = 40). (See Section
12.6.2(a)).

Sep 3 Repeat Steps 1-2 for units 2-5 (giving C, to Cs).

Sep4  Cumulate available system capecity, C= 22, C,.

Sep5 Generate auniform random number U5 in the interval (0, 1).

Sep6 Compare the value of U, with thecumulative probabilities representing
the DPLVC (see Section 12.6.2(c)). If Py < U, < P;, then load level
L=L.

(Inthisexample, theload model isastraight lineand itismoreconvenient
to calculate the load level from L = 64 + (160 — 64)U-.)

Sepl IfC<L,thenD=D+1.

Step8 N=N+1.

Sep 9 Caculate LOLP = DIN.

Sep 10 Calculate LOLE = LOLP x 365.

Sep 11 Repeat Steps 1-10 until acceptable values of LOLP/LOLE or stopping
ruleis reached.

(d) Results

The LOLE resultsfor thisexampleareshownin Table 12.1 and Fig. 12.8. It should
be noted that thisis atrivial example, and, if only the value of LOLE isrequired,
there is no benefit to using MCS since the analytical approach is far superior.
However the resultsare extremely useful sincethetwo approaches can be compared
very easily. Specific comments are as follows.

(i) Thetrend in the MCS results is dependent on the random number generator
being used, and hence it is not likely that the reader will repeat these results
exactly.

(ii) Theresultsfluctuate considerably for small sample sizes but eventually settle
to a value around 0.15 day/yr. An acceptable value for LOLE of 0.150482
day/yr is reached after 342,000 samples. This compares favorably with the
analytica value of 0.150410 day/yr.

(iii) The number of samples required may seem very large for a small example.
Thisis due to the small value of FOR used; as the value of FOR increases, the
required number of samples decrease. In the present example, asample size of
300,000 produced only 120 days on which a deficiency occurred.
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Tabio 11 vVaration of LOLE
witt. . umber of simulations

Simulation LOLE (day/yr)

2000 Q0000 .
3000 " 0.121626

4000 0.009120

5000 0. 218956

6000 0.182470

9000 0. 243306

15000 0. 194654

16000 0. 228111

23000 0. 174558

24000 0. 212908

46000 0. 150758

47000 0. 147550

50000 0. 153207

51000 0. 150291

60000 0. 145008

80000 0.155123

100000 0.153300

200000 0. 138700 )
300000 0. 146000

375000 0. 150420
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12.8 Variation of LOLE with number of simulations
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(iv) It can be seen from Table 12.1 that the MCS produced results very dose to the
analytica value a relatively smal sample sizes (e.g., 46000, 51000, etc.).
Without knowing theanalytical results, thisfeatureis aso unknown and cannot
be used until after the complete M CS has been done—hindsight isof no benefit
during the analyss.

(v) This smple application demongratesthat MCS is a straightforward procedure,
produces resultsthat are comparable with the anal ytical approach, but may take
significantly longer computational times to converge on an acceptable resuilt.
If only the basic assessment of LOLE isrequired, then the MCS approach offers
no advantages over the anaytical methods.

12.6.4 LOLE assessmentwith chronological load

(@ Objective

One of the main disadvantages of the analytical approach is that it is not conducive
to determining frequency histograms or probability distributions, only average or
expected values. Also the basic and most widely used analytical approach cannot
evaluate frequency and duration indices. The present example demonstrates how
the example described in Section 12.6.3 can be extended to give not only the
expected number of days on which adeficiency may occur but aso the distribution
associated with this expected value. This was not, and could not be, done with the
analytical gpproach and therefore illustrates one red benefit that can be achieved
from MCS.

{b) Systemstudied

The generating system is the same as that used in Sections 2.3.2 and 12.6.3.
However, in order to generate a sequential capacity model, vaues of 4 and y are
also required. These werechosen as X = 1 fyrand u = 99 replyr, giving the same
value of FOR (0.01) as used in Section 2.6.3. Also a chronological load has not
been defined for this system. Therefore aload model based on that of the IEEE
Reliability Test System (IEEE-RTS) [5] hasbeen used; thisisdefined in A ppendix
2. A chronological or sequential daily peak load model was developed using a
maximum daily peak load of 160MW and the weekly and daily variations shown
in Tables A2.2 and A2.3.

() Smulation procedure

The simulation procedure consisted of the following steps:.
Sep 0 Initialize N = 0 (N =number of years sampled).
Sep 1 Consider sampleyear N= N+ 1.
Sep 2 Generate an up-down sequence in sample year i for each unit using the
approach described in Section 12.6.2(h).
Sep 3 Combinethese sequencesto givethe generating capacity sequencefor the
system in sample year i.
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Step 4 Superimpose the chronological load model on this sexuence.

Sep 5 Count thenumber of daysd;onwhichtheload medei ex:zedstheavailable
generating capacity (d,is then the LOLE in days for sample year j).

Sep 6 Update the appropriate counter which cumulates number of sample years
(frequency) in which no days of trouble (capacity 8eficiency), one day of
trouble, two days, etc., are encountered; e.g., ifd, = 2, this means that two
days of trouble are encountered in sample year : and the counter for

.number of sample years in which two days are encountered is increased
by 1. (This enables frequency and hence probability distributions to be
deduced.)

Step 1 Update total number of days of troubleD = D + 4.

Sep 8 Calculate updated value of LOLE = D/N (this gives the average value of
LOLE).

Step 9 Repeat Steps 1-8 until acceptable value of LOLE or stopping rule is
reached.

A very simpleillustrative example is shown in Fig. 12.4. This indicates atypical
up-down sequence for two units, the combined sequence of available generating
capacity and the effect of superimposing a load model having a daily peak load
levd L, forx days and L, for y days. The result is that the system encounters four
days of trouble. If afurther nine sampleyears produced 1, 0,2, 0,0, 1,3, 0, 1 days,

£ N
g @
= 5
X Fd
i,
04 L 4
03 3k
0.2 2k
0.1{. 1}
0 0 i | i | I

0 1 2 3 4 Daysof trouble

Fig. 72.9 Typica frequency histogram/probability distribution
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then LOLE = 13/10 = 1.3 days/yr, and the frequency histogram/probability distri-
bution is shown in Fig. 12.9.

(d) Results

The results for this example are shown in Figs. 12.10 and 12.11 and in Table 12.2.

Figure 12.1Q illustrates the variation of LOLE as the number of sample years
is increased. This indicates that LOLE settles to an acceptably constant value of
0.1176 day/yr after about 5000 sample years. It is interesting to note that in the
previous cae (Fig. 12.8) the value of LOLE first rapidly increased followed by a
gradual decay, wheress in the present case (Figure 12.10) the value of LOLE
essentially follows an increasing trend. These differences have little meaning and
are mainly an outcome of the random number generating process.

Table 12.2and Fig. 12.11 both show the frequency (histogram) or probability
distribution of the days on which trouble may be encountered. Several important
points can be established from, and should be noted about, these results.

(i) The results do not imply that 5000 years have been studied because this
would have no physical or real meaning; instead the same year has been
sampled 5000 times, thus creating an understanding of not only what may
happen to the real system in that time but also the likelihood of these
alternative scenarios.

(i) On this basis, the results indicate that the most likely outcome (prob =
4723/5000 = 0.9446) is to encounter no trouble. but at the other extreme
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Fig. 12.10 Variation of LOLE with number of simulations
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Fig. 12./i Frequency histogram/prebability distribution of days of trouble

it is possible to encounter nine days of trouble with a probability of 1/5000
= 0.0002.

(ii1) An alternative interpretation of the same results could indicate that, if 5000
identical systems were operated under the same conditions. 4723 would
experience no trouble, 123 would experience one day of trouble, etc.

(iv) The results are typical of many power system reliability problems. Be-
cause the system is "very" reliable. the probability distribution is very
skewed, the average value is very close to the ordinate axis, and the very
large extreme values are masked by the high degree of skewness. Average
values only can give a degree of comfort to system planners and operators
which may not be warranted. It also makes it very difficult to compare

Table 122 Frequency of number of days of
trouble

Days oftrouble Frequency (vears)

- 0 4723
123

83

29

Bomwmvwouoswrni—
o.—‘—pmeB
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calculated reliability results with specified deterministic criteria. For
instance, an average value may be less than a specified criterion, but this
does not necessarily mean that a system performs satisfactorily.

12.6.5 Reliability assessment with nonchronological load

(@ Objective

This example is intended to indicate how the basic example consdered in Secticn
12.6.3 can be extended to produce energy-based indices in addition to load-based
ones, i.e, LOEE as well as LOLE. Again a nonchronological load modd is
considered, but thistime it is assumed that the model isa LDC and not aDPLVC.
This is essentid because the area under a LDC represents energy, while that under
aDPLVC does not.

(b) System studied

The system isthe same as that used in Section 12.6.3 except that the load model is
a LDC with a maximum pesk load of 170 MW and a minimum load of 68 MW
(=40% as before). In this case the results for LOLE are in hr/yr and it is assumed
that the load remains congtant during each hour smulated. The last assumption
enables energy to be evaluated when the magnitude of the deficiency in MW is
known.

0 | d = T | ! .
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Fig. /12.12 Variation of LOLE with number of simulations
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Fig. /12.13 Variation of LOEE with number of simulations

(c) Simulation procedure

The procedure is essentially the same as that described in Section 12.6.3(c), with

thefollowing stepsmodified.

Sep 0 Initialize =0, N=0. £=0 {H= hours of trouble, N= hours simulated,
£ = energy not supplied).

Sep 1 IfC< L.thenH=H+ land E=£+ (L~ ().

Sep 9 Calculate LOLP= H/N.

Step 10 Calculate LOLE = LOLP x 8760 and LOEE = £ x 8760/N.

(d) Results

The results for LOLE and LOEE are shown.in Figs 12.12 and 12.13 respectively.
The vaues of LOLE and LOEE reached acceptably constant levels after about
800,000 simulations of 44.59 hr/yr and 303.8 MWh/yr respectively.

126.6 Reliability assessment with chronological load

(a) Objective

This example is intended to indicate how energy-based‘indiceﬁ can be evaluated
using the chronological load mode, including average values and the frequency
histograms and probability distributions.
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(b) System studied

The system is the same as that used in Section 12.6.4 except that the pesk load is
170 MW and the chronol ogical load mode! isrepresented on an hourly basisusing
Table A2.4 in additionto TablesA2.2 and A2.3.

(c) Smulationprocedure

The procedureis essentially the same as that described in Section 12.6.4(c), except
that energy as wedl as time should be counted and cumulated. In addition, the
frequency of encountering trouble can be assessad, together with indices expressed
on a per-interruption basis aswell as on an annual basis. These additional concepts
are better described by way of an example rather than simply as a step-by-step
agorithm.

Consider the simple chronological example illustrated in Fig. 12.8. This
represents one particular sample year and is redrawn in Fig. 12.14 to include
additional information such as magnitude of load levels and energy not supplied.
For this particular year i

ft) Annual systemindices
Frequency of interruption FO1
= number of occasions |oad exceeds avail able capacity

=3
LOLE =1 individua interruption durations
=96 hr
LOEE =1 energy not supplied during each interruption
=2160 MWh '
40
a
§- ..._....2 . —_— days
L
o
- b
2
© —
z s days
© c
F_?,'/»/[‘ el L
Z///,Z;
-—tin - . days
2 1 4 1 2

Fig. /2.14 Typical up/down sequence showing energy not supplied: (a) unit 1. (b) unit 2, (c) combined
units; shaded areas = energies not supplied
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Other indicessuchas EIR. EIU, system minutes, etc., can be determined from these
system indices.

(i) Interruption indices
Duration of interruption DOI=LOLE/FOIl  hriint =~

=32 hreint
Energy not supplied ENSI = LOEE/FOI MWh/int
= 720 MWh/int
Load-curtailed LCI =LOEE/LOLE MW/int
=225 MW/int

These system and interruption indices can be calculated Individually for each
sample year to give the frequency histograms and probability distributions. They
can also be cumulated and then divided by the number of sample years (N) to give
average or expected values. This process, by way of example, replaces Steps -8
of the procedure described in Section 12.6.4.

(d} Results

It is evident from the above description that this sequential or chronological
approach to MCS can produce an extensive st of indices compared with the
restricted set given by the state sampling approach. Whether these are required
depends on the application, and it is not appropriate to be prescriptive in this
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Fig. 12.15 Variation of LOLE with number of simulations
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. teaching text. Many examples exist in which both the state sampling and sequential
sampling approaches have been applied [6—8].

In the present case, typical results are shown in Figs. 12.15 and 12.16 for the
variation of LOLE and LOEE respectively as a function of simulation years, in
Table 12.3 and Fig. 12.17 forthe frequency digtribution of LOLE, and in Table 12.4

Table 12.3 Frequency of loss of load interval

Loss ofload interval Frequency
Jhr) (years)
0-10 3558
10-20 241
20-30 82
30-40 47
40-50 26
50-60 15
60-70 n
70-80 9
80-90 3
90100 1
100-110 2
110-120 2
120-130 3
130—140 0
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Fig. 12.18 Frequency histogram for LOEE

and Fig. 12.18 for the frequency distribution of LOEE. The latter two histograms
should be compared with the average values of LOLE and L OEE of 3.45 hr/yr and
3986 MWh/yr respectively. In"both cases it is seen that the maximum values
encountered were 40-50 times the average val ues.

12.7 Application to composite generation and transmission systems

12.7.1 Introduction

The application of analytical techniquesto composite systems is described in detail
in Chapter 6. The approach examines the adequacy of system dates the basic
principle of this being achieved by selecting a state deterministically, evaluating
the probability, frequency, and duration of the state to give state indices using rules
of probability, assessing the adequacy or inadequacy of the state to give severity
indices using an appropriate load flow or state assessment algorithm, and combin-
ing probabilistically the state indices with the severity indices to give the overall
system and load point reliability indices.

In principle, this logical process does not change when using the MCS
approach. The major difference is that, with the analytical approach, states are
selected generally on the basis of increasing level of contingency (i.e., first-order
outages, second-order, etc.), and each state is selected at most only once. With the
MCS approach, states are selected using random numbers similar to the procedure
described in Section 12.6.2 for generating systems, and each state may be selected
and analyzed severd times: in fact the likelihood of a state is calculated on the basis
of the number of times it is selected by the random number process since the most
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likely eventsare selected more frequently. While in 2ne oi'tie system states selected
by the simulation process, the adequacy assessrent is frequently identical or similar
to that used inthe analytical approach.

The foregoing discussion relates to the basic principle of the assessment
procedure. However, it should be noted that this principle can be significantly
extended and that any system parameter can be treated as a random variable, the
value of which can be selected using a random number generator. Some of these
extended considerations are commented on in Section 12.7.4, but the reader is
referred to other in-depth considerations {9—18] for more detailsand applications.
Instead this section is intended to illustrate the basic principles and concepts of
applying MCS to the assessment of adequacy in composite systems.

12.7.2 Modelling concepts

The concepts used to mode the system components of a composite system (i.e.,
generators, lines, transformers, etc.) are essentially the same as those used for
generators in Section 12.6.2. Two specific approaches can be used asin the previous
case: random state sampling and sequential simulation.

The random state sampling procedure is identical to that described in Section
12.6.2(8). The data required are the availabilities and unavailabilities of each
two-state system component to be modeled or the availabilities of al daes of a
multistate component. Sufficient random numbers are generated in order to deduce
the states in which each component resides at random points of time. The contin-
gency order depends on the number of components found to be in afailure state on
that occasion. This approach has the same merits and demerits as before; it enables
ioad-based indicesto be assessed but not frequency, duration, or energy-based ones.

The sequential simulation approach uses the same procedure as described in
Section 12.6.2(b). A particular sequential behavior for each sysem component
(up-down cycles) is deduced for a convenient period of time, perhaps one year, or
even longer if it is necessary to include some events which are known to occur less
frequently, such as scheduled maintenance. The frequency and duration of single
and muitiple contingencies can be deduced by combining the sequential behavior
of al system components and identifying single and overlapping events.

Finally the load can be modeled using the procedures described in Section
12.6.2(c);the DPLV C or LDC for nonchronological analysesand thedaily or hourly
sequence of loads for chronological analyses. The only difference in this case is
that a suitable load model is required for each load point in the system rather than
the global or pooled load used in generating capacity assessment.

12.7.3 Numerical applications

A limited number of numerical examples are consgdered in this section in order to
illustrate the application of MCS to composite systems. Only the basic applications
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are congdered, and the reader is referred to the extensive literature on the subject
to ascertain knowledge of more detailed applications. Further discussion of this is
given in Section 12.7.4.

The concepts are applied to the three-bus, three-line system shown in Fig. 6.2
and analyzed using analytical techniques in Section 6.4. Severa individual case
studies have been made. The reader is referred to Chapter 6 for the generation,
network, and load data

Case A. A DPLVC is conddered having a pesk load of 110 MW and a
straight-line load curve from 100% to 60% as defined in Section 6.4. Using the
random-state sampling procedure, the variation of LOL E with sample sizeis shown
inFig. 12.19. A reasonablefinal valuefor LOLEisfoundto be 1.2885day/yr, which
compares with the analytical result (Section 6.4) of 1.3089 day/yr.

CaseB. A similar study was made but this time considering aL2C having a
pesk load of 110 MW and a straight-line load curve from 100% to 40%. The
variation of LOEE with sample sze is shown in Fig. 1220. This shows that a
reasonable final value of LOEE is 265.4 MWh/yr compared with the analytical
result (Section 6.4) of 267.6 MWh/yr. _

Case C. This study replicates that used to obtain the results given in Tables
6.10 and 6.11; i.e, the load remains congtant at 110 MW, transmission constraints
are not conddered, frequency calculations consider line departures only, and the
generationisconsidered asasingle equivalent unit. The M CSresults obtained after
300,000 samples are compared with the analytical results (Tables 6.10and 6.11) in
Table 12.5.

Case D. This study replicates that used to give the results in Table 6.13: i.e,
the load remains constant at 110 MW, transmission constraints are not considered.
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Fig. 72.19 Vaiation of LOLE with number of simulations
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Fig. 12.20 Variation of LOEE with number of simulations

generating unit and line departures are considered, and generating units and lines
are considered as separate components. The MCS results obtained after 300,000
samples are aso compared with their equivalent analytical results (Table 6.13} in
Table 12.5.

1274 Exteasions to basic approach

The resultsprovided in Section 12.7.3 illustrate the application of MCS to compos-

ite systems at the basic level. In reality, this approach can be and has been extended

in anumber of ways [3, 4, 19-26]. These include the foll owing considerations and

features:

(@ An increased number of indices can be calculated, including all the load point
and system indices defined and described in Section 6.6.

Teble 12.5 Comparison of MCS and analyticd results

MCS results Analytical results
-Case study Probability Frequency (occ/yr) Probability Frequency(occ/yr)
C 0.09789 2 47% 0. 09807 24259

D 0.09859 9. 3681 0.00783 9.1572
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(b) Not only average values but aso the underlying probability distributions can
be assessed. These generally cannot be evaluated using the analytical approach.

(c) Various stopping rules can be applied to determinewhen to ceasethe simulation
process as indicated in Engineering Syszems.

(d) Variance reduction techniques can be applied in order to obtain convergence
of the results with fewer iterations [8, 20].

(&) An increesed number of system effects can be med including common
mode failures [3, 4] and weather-related effects {22, 26].

(f) The examples given in Section 12.7.3 only considered random state sampling.
Extensive use has been made of sequential simulation [24, 25] in order that
additional indices such as frequency, duration, and energy can be assessed
together with their probability distributions, and the effect of chronological
eventscan beredidtically considered. Thelatter isparticularly important inthe
case of hydro-systems in which reservoir capacity is limited, rainfall is very
variable, hydro isthe dominant source of energy, and/or pumped storage is used.

12.8 Application to distribution systems

12.8.1 Introduction

The application of analytical techniques to distribution systems and to electrica
networks when the generation sources are neglected is described in detail in
Chapters 7-10. It will be recalled that the techniques are mainly based on afailure
modes and effects analysis (FMEA), using minimal cuts sats and groups of
equations for calculating the reliability indices of series and paralel systems.
Generdly only expected values of these indices can be caculated. If only the
expected values are required, then there is little or no benefit to using any method
other than this analytical approach for analyzing distribution systems. However,
there are severa instances when this is not the case, and a short discussion of these
instances is useful.

In many cases, a decision regarding the benefit between aternative planning
or operationa decisions can be easily made if the expected or average values of a
parameter are known. In some casss, this is not possible, and knowledge of the
distribution wrapped around the average value is of great benefit. One particular
case is when target performance figures are set. Knowledge that the average value
is less than such atarget figureis of little significance; instead knowledge of how
probable it isthat the target figure will be exceeded is of much greater importance.
This can only be deduced if the probability distribution is calculated. The objective
would then be to minimize thisvalue of probability commensurate with the cost of
achieving it. An example of this is in the United Kingdom where, depending on
their peak demand, customers should be reconnected following an interruption
within 15 min, 3 h, or 24 h [11. Failure to do so in the latter case invoives penalty



Applications of Monte Carfo simulation 427

paymentstotheaffected customers. K nowledgeof theoutagetimedistributionthen
becomesi mportant.

A second instance is in the case of evaluating customer outage costs. Thisis
described in Chapter 13, whereit isseen that these costsare afunction of the outage
time. A knowledge of the outagetime distribution isthereforeavaluable piece of
information needed to calculate these outage costs. Using the average value of
outage time only can produce erroneous estimates of these outage costs since the
cost is a nonlinear function of duration. - o

There are many other examples that can be quoted, including number of
interruptions greater than certain specified levels, amount of energy not supplied
greater than specified values, etc. In addition, all of these parameters may be
required at individual load points, for groups of load points, for complete feeders,
aress, etc. Althoughanal yti cal techni quescan beusedto eval uatethesedistributions
under certam assumptions and conditions [27, 28], the most suitable method of
analysis is based on simulation approaches {2, 29].

1282 Modeling concepts

The basic indices required to assess thereliability of distribution networks are the
failure rate (A), average down time (r), and annual outage time or unavailability
{U) of each load point. These can then be extended to evaluate load and energy
indices at each load point, and all indices for groups of load points, complete
feeders, areas, etc. These concepts are described in Chapters 7-9.

The principle for calculating the same sets of indices using a simulation
approach is described in Chapter 13 of Engineering Systems. This principle centers
on randomly sampling up times and down times of each component to produce a
simulated sequence of component up times and down times. Sufficient sequences
are simulated to produce a representative picture of the overall system behavior.
- Although the underlying concepts are the same for radia and meshed (or parallél)
networks, small differences exist in the simulation processes for each because the
failure of a single component causes problems in radial systems, whereas overlap-
ping failures are generally dominant in meshed or parallel systems. These differ-
ences are highlighted in the following.

(@) Radial systems

The types of systems being considered are those previously discussed in Chapter
7,1.e, ssmpleradial sysemsfeeding saverd load pointsviaamain feeder consisting
of saverd sections and lateral distributors. The following description can be easily
extended to cover more general radia networks consisting of an increased number
of branches.

The basic dgorithm is described in Section 13.5.11 of Engineering Systems,
1.8.0
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Sep | Generate a random number.

Sep 2 Convert this number into a value of up time using a conversion method
on the appropriate times-to-failure distribution of the component.

Sep 3 Generate a new random number.

Sep 4 Convert thisnumber into avalue of repair time using a conversion method
on the appropriate times-to-repair distribution.

Sep 5 Repeat Steps 14 for a desred simulation period. In order to obtain
distributions this should be for a period of time which is able to capture
the outage events to be considered. For radial systems, a period of one
year is usudly sufficient. However, consider a general period of n years.

Sep 6 Repeat Steps 15 for each component in the system.

Sep 1 Repeat Steps 1--6 for the desired number of simulated periods.

These geps create the scenarios from which the load point reliability indices
can be deduced. The principles of the subsequent procedure are as follows:

Sep 8 Consider the first simulated period lasting n years.

Sep 9 Condder the first component (feeder section or lateral distributor).

Step 10 Deduce which load points are affected by a failure of this component.

Sep 11 Count the number of times this component fails during this period. Let
thisbeN. The failurerate (A)isapproximately equal toN/n.[Thisisstrictly
frequency and abetter estimate would be given by dividing N by the total
up time (i.e,, | TTF usad in Engineering Systems) rather than n, but the
difference is generally negligible.]

Sep 12 Evaluate the total down time of the load point. This will be equal to the
totd down time (repair time) of the component if it cannot be isolated and
the load point restored to service by switching. If the component can be
isolated, the down time of the load point is the total time taken to restore
the load point by switching. This latter value can be considered either as
adeterministic value of time or itself sampled from an assumed switching
timedistribution. In either case, definethevalueas TTR, total timetaken
to restore the load point in the n-year period. Then the average down time
(r)isE TTR/N.

Step 13 The annual unavailability (L)is given by the product Ar.

Sep 14 Steps 8-13 creates one row in the FMEA tables shown in Chapter 7 (e.g.,
row 1 of Table 7.8) for one simulated period.

Sep \ 5 Repeat Steps 9--14 for each system component to produce the complete
FMEA table.

Sep 16 From this FMEA table, calculate the values of reliability indices at esch
load point and for the system for one simulated period using Equations
(7.1)«7.14). This s of indices represents one point on each of the
probability distributions.

Sep 17 Repeat Steps 816 foreach ofthe simulated periods. This produces a series
ofindividual points from which the complete probability distributions can
be determined. Generally these distributions are calculated and plotted as

Y T
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frequency histograms or probability distributions using the principles of
classes and class intervals described in Section 6.15 of Engineering
Systems,

Sep \ 8 The average value, standard deviations, and any other desired statistical
parameter of these distributions can then be evahuated.

There are various alternative ways in which the foregoing procedure can be
implemented, but the essential concepts remain. The point to note, however, isthat
the procedure allows distributions to be deduced. If only overall average values are
required, then only one simulated period is needed, but then n (number of simulated
years) must be great enough to give confidence in the final results. However, such
average values can generaly be best evaluated using the anaytical approach.

(b) Meshed or parallel systems

The systems considered in this section are of the form discussed in Chapters 8-10,
and can include substations and switching stations. The principleisvery similarto
that described for radial sysems except that there is now a need to consider
overlapping outages in the FMEA procedure. Therefore combinations of compo-
nents and their effect on aload point must be considered in addition to the first-order
events described before. The steps in the previous algorithm can therefore be
modified to include not only first-order events leading to an outage of aload point
but also combinations. The principle of this was described in Section 13.5.11 of
Engineering Systems and, in particular, the sequence shown in Fig. 12.21 (repro-
duction of Fig. 13.13 of Engineering Systems).

An alternative approach, and one that is similar in concept to that used in
Chapters 8—10, isto consider one load point at atime. deduce the minimal cut sets
(failureevents) and simulate the times-to-failure and times-to-repair (or restoration)
for each of these, one at atime. The main difference between this approach and the
previous algorithm is that previously one component and al load points are
considered simultaneously, while this latter approach considers one load point and
all components simultaneously. The find result should be the same.

100 20 20C 0 50 90
Up
CTamponent 1 I I U i I
Dowr- — — — — = = ~ .
250 10 10 40 40 70
1
Component 2 I
U L.__J _
320 90

System N U
tl

Fig. 12.2] Typica operation/repair sequences of a two-component system
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It will be recdled that different failure modes and restoration procedures were
described and andyzed in Chapters 8—10. These have been included in the
simulation procedure as well.

1283 Numerical examples for radial networks

In order to illustrate the type of results that can be obtained using MCS and the
benefit of the increased information, a series of studies on the systems previously
analyzed in Chapter 7 have been performed. Three such case studies have been
conducted, namely Case 1, Case 3, and Cae 5 described in Table 7.15. In brief
these are;

Case 1— base case shown in Fig. 7.4;

Case 3— Ca=e 1, but with fuses in the laterals and disconnects in the feeder

asshown in Fig. 7.5;
Case 5— Case 3, but with an alternative supply asshown in Fig. 7.7.
A brief discussion of the results is as follows.

(@ Casel

The network is solidly connected, and therefore any failure affects al load points
and repair of the failed component is required before any load point can be restored
to service. Therefore all load points behave identically. A set of histograms
(X, r, U, SAIFL, SAIDI, CAIDI, AENS) for thiscazisshown in Fig. 12.22.

It can be seen that the average values of the indices compare favorably with
those obtained using the analytical approach (Table 7.15). However, it can aso be
seen that considerable dispersion exists around these average values, with most
digtributions being skewed quite significantly to the right. The implication of this
skewness isthat, although an average val ue may seem to be acceptable asavalue
in its own right, there is a significant probability in many cases for vaues much
greater than that to occur. Relying only on the average value can therefore be
delusory with respect to the system performing as required and against specified
targets.

In practice, these distributions can be used to determine the likelihood of a
parameter being greater than a particular value. A decision would then be made
whether aparticular rei nforcement schemereducesthislikelihoodto anacceptable
level and at what cogt. The effect on likelihoodisillustratedin Cases3 and 5. The
effect on customer outage cost is ilustrated in Chapter 13.

(b) Case3

The reliability of the system is improved by including fuses in the laterals and
disconnects in the feeder sections. This is demonstrated in Chapter 7 on the basis
of average values only, where it was observed that these reinforcements had a
significant effect on all load points, with the greatest benefit derived by load point
A and less s0 by load point D (see Table 7.15). This effect is clearly seen by
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comparing the histograms of aver .o ¢utiee time (#yand annual outage duration
{Uyfor load points A and D sh~wu:in Fig. 12.23. This figure dso includes the
histograms of some of the system indices, from which the effect of reduced load
point curage durationson SAID! in particular isvery widﬁnt.

{c) Caseb

In Chapter 7 it was observed that the effects of an alternative supply or backfeeding
had a considerable benefit on the outage time of load point D but no effect on that
of load point A. Thisisalso reflected in the relevant histograms, some of which are
shown in Fig. 12.24. in which those associated with the outage time of load point
A are the same as for Case 3, but those for load point D and the system duration
indices of CAIDI and SAIDI change.

12.8.4 Numerical examples for meshed (parallel) networks

The dua-transformer feeder network shown in Fig. 8.1 is used in Chapter 8 to
illustrate the application of reliability assessment to meshed networks using ana-
Iytical techniques. A range of studies starting from basic assessments to the
incorporation of multi-failure and outage modes and the effect of weather were
discussed. It is possible to replicate the same range of studies using MCS and
produce similar average values as well as probability distributions. There is no
benefit to be derived from this since the merits of eval uating probability distribu-
tions have been demonstrated in Section 12.8.3 using theradia networks. Therefore
the only benefits at this point are to demonstrate that the theoretical concepts
described in Section 12.8.2 can be used to obtain expected values and probability
distributions and to produce an illustrative st of examplesto indicate the shape of
thesedistributions.

In order to do this, consider the dual transformer feeder shown in Fig. 8.1 and
the reliability data shown in Table 8.1. Using the principles described in the
algorithm of Section 12.8.2, the following results are obtained for two case sudies,
assuming:

Case 1—the repair times are exponentially distributed with the average values
shown in Table 8.1;

Case 2— the repair times are lognormaliy distributed with the average values
shown in Table 8.1 and standard deviations equal to one sixth of the
average value.

The load point indices (X, r, ') obtained using 10,000 smulation years are
shown in Table 12.6, together with the equivalent analytical values (previousy
given in Table 8.2). In addition, the probability distributions for the load point down
times are shown in Fig. 12.25.

It can be seen from Table 12.6 that the average values of the load point indices
obtained from MCS compare very favorably with those obtained from the analytical
approach.
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Two distributions are shown in Fig. 12.25; the outage duration characteristics
assuming times to repair are exponentially distributed and lognormally distributed
respectively. Severa observations can be made.

The first major observation is that the shapes are significantly different. The
one assuming the exponential distribution itself exhibits a negative exponential
shape and therefore is very skewed to theright, with apeak at very small values of
outage duration. This generd shape will not change as the average val ue changes,
as the average down time increases, the characteristic becomes more skewed to the
right with the likelihood of long outage durations increasing. The distribution
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produced assumingalognormal distributionismorebell-shaped. Asdiscussedin
Chapter 6 of Engineering Systems, the shape of the lognormal distribution
changes with the val ue of standard deviation, whereas the exponential distribu-
tion has no shape parameter. Therefore the shape indicated in Fig. 12.25 for the
lognormal case is not general and will reflect the value of standard deviation
assumed.

The second major observation is that the average value of down time is about

6 hr, yet it is seen from both characteristics that the actual value for any given

interruption can be significantly greater than this. Thisis particularly the case for
the exponential distribution for which outage durations greater than 30 hr occur,
albeit infrequently. The upper values for the lognormal case are less excessive but
still significant. The result of this outcome is that, although the average time may
be less than an acceptable target val ue, this provides little or no information to how
likely it isfor thetarget value to be exceeded either in duration or frequency. Ifthis
is important, and it is becoming increasingly so, the need for the distributions
becomes evident.

12.8.5 Extensionsto the basic approach

The examples provided in this section are purely illustrative and do not pretend to
be an exhaustivediscussion of all applications. However, they do provide an insight
into the types and shapes of distributions. In principle, the modeling concepts in
Section 12.8.2 can be extended to take other factors into account. For instance, if
weather is being modeled, this would also need to be treated as a random variable
and the actual duration of any weather state sampled using a random number
generator, the assumed distribution representing state times, and the appropriate
location and shape parameters. Similarly, if two different failure modes are being
considered, two random values would be generated, one for each failure mode, and
that for which the sampled time is smallest would be the assumed failure mode on
that occasion. This principle can be extended to any number of failure modes. In
general, the concept is generally simple, but the application including keeping track
of the numerous number of events, consequences, and indices is the complex and
time-consuming part of the analyses. -

12.9 Conclusions

This chapter has described the basic application of MCS to the reliability analysis
of a wide range of power system applications. More extensive discussion and
applications can be found in a wide range of papers and publications [9-18]. The
present chapter complements the developments in previous chapters which were
concerned only with analytical techniques. The principles described at the end of
all previous chapters also apply in the case of this one because the genera purpose
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for using MCS isthe same as that for using the analytical approach, i.e, to achieve
objective measures for all parts of the system so that better and more informed
decision making is possible. This basic concept does not change.

The most important additional principle associated with the MCS approach is
that it can provide the probability distributions associated with the variousreliabil -
ity indices which, in consequence, can provide additional and more informative
data about the behavior of a system. In particular, it can indicate the likelihood of
various target levels being either complied with or violated.

One further merit of the MCS approach which has not been sressed o far is
that it is often used as an independent means for assessng the accuracy of an
analytica modd or technique, or the degree of inaccuracy introduced by an
approximation that may be inbuilt into another st of models or techniques.

A final point is one of warning. Although the MCS approach can generally be
used to mode any system parameter or function, it is not a mindless approach and
cannot be used to analyze any system without a sound understanding of the rea
problem and system behavior: it is therefore not a substitute for engineering
appreciation and thought.

12.10 Problems.

Problem 1 of Chapter 2
Problem 2 of Chapter 2
Problem 7 of Chapter 2
Problem 1 ofChapter 4
Problem 2 of Chapter 6
Problem 1 of Chapter 7
Problem 1 of Chapter 8 -
Problem 1 of Chapter 10
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13 Evaluation of reliability worth

13.1 Introduction

Asdiscussed in Chapter 1, thebasic function of an electric power systemisto satisfy
the system load and energy requirements as economically as possible and with a
reasonable assurance of continuity and quality [1]. The two aspects of relatively
low cost electrical energy at ahigh level of reliability are often in direct conflict
and present power system managers, planners, and operators with a wide range of
challenging problems. Electric power utilitiesarea so facing increasing uncertainty
regarding the economic, political, societal, and environmental constraints under
which they operate and plan their future systems. This has created increasing
reguirements for extensive justification of new facilities and increased emphasis
on the optimization of system costs and retiabitity. Anintegral element in the overall
problem of all ocating capital and operating resources is the assessment of reliability
cogt and reliability worth [2]. The ability to assess the costs associated with
providing reliable service is reasonably well established and accepted [3,4]. In
contrast, the ability to assess the worth of providing reliable service is not well
established and considerable work will be required before these methodologies can
be considered to be completely acceptable. Establishing the worth of service
reliability is adifficult and subjective task, as direct evaluation does not appear to
befeasible at thistime. A practical alternative, which isbeingwidely utilized, isto
evaluate the impacts and the monetary losses incurred by customers due to electric
power supply failures. Customer interruption costs provide aval uable surrogate for
the actual worth of electric power supply reliability [2]. This chapter illustrates the
application of reliability worth assessment to HLI, HLII, and to the distribution
functional zone.

13.2 Implicit/explicitevaluation of reliability worth

The generd planning problem in an electric power syslem consists traditionally of
a comparison between various alternatives for sysem development made on the
basis of system cost. There are two fundamental approaches to the system codt [1].
The first approach is one that has been usad for many years, and it can be argued
to have resulted in the high level of reliability enjoyed by electrica energy
consumers in developed countries. In this approach, system investment is driven

443



444 Chapter 13

by determinigtic criteria or by fixed quantitative reliability indices sdected on the
basis of experience and judgment. The capital cost of the proposed facilities plus
the cogt of operating and maintaining them are compared under the assumption that
each alternative provides the same reliability based on whatever deterministic or
probabilistic technique is used. This approach implies that an implicit socioeco-
nomic cog is associated with the selection of the reliability criterion. The determi-
nistic or probabilistic criteria adopted by autility are therefore presumed to be based
on a perception of public need and shaped by economic and/or regulatory forces to
implicitly include recognition of the socioeconomic cods. Utilization of such
criteria should therefore reflect the optimum trade-offs between the cost of achiev-
ing the required reliability and the benefits derived by society.

The second approach, known as the explicit cost technique, incorporates
reliability in the costing process by comparing the overal cogs including the
societa cogts of unreliability. 1n both methods, the costs are those incurred by the
utility in each year of the timespan consdered and equated using present worth
analysis. The explicit cog approach uses subjective and objective measures of
customer monetary losses arising from eectric energy supply curtailments. The
LOEE, sometimes expressed as the expected energy not supplied (EENS), isusually
used as the index to link system unreliability with reliability worth. The unit cost
of losses due to energy not supplied is a compodte parameter formed from the
various classes of customers affected by a given interruption. Considerable work
has been done on developing procedures for assessing customer monetary losses
due to electric supply failures, and thereisawide range of available literature {5.6].

The explicit cost approach to reliability worth assessment can be used to
provide valuable information in two major ways. It can be used to quantify the
fundamental electric utility requirement of what is areasonable level of reliability
at all three hierarchical levels. It can be used in amore direct and practical fashion
in awide range of utility decision-making processes. The basic concepts associated
with the explicit cost approach to reliability worth assessment are illustrated in
Chapter 1. As shown in Figure 1.3, the utility cost which includes capital invest-
ment, operating and maintenance increases as the reliability level increases. The
socioeconomic losses in the form of customer costs decrease as the reliability
increases. The total societal cogt is the sum of the utility and customer cogts. The
optimum level of reliability therefore occurs at the point of minimum total cost.
The concepts illustrated in Figure 1.3 are quite general and can be applied within
each functional zone and hierarchical level.

13.3 Customer interruption cog evaluation

A variety. of methods has been utilized to evaluate customer impacts due to
interruptions {5-7]. These methods can be grouped, based on the methodol ogical
approach used, into three broad categories: various indirect analytical evaluations,
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case studies of blackouts, and customer surveys. While a singiz zpproact has not
been universally adopted, utilities appear to favor customer su-vcys asthe means
to determine specific information for their purposes{2}.

A necessary preliminary step in the determination of interruption costs is an
understanding of the nature and variety of customer i mpacfs resulting from electric
service interruptions. Impacts may be classified as direct or indirect, economic or
otherwise (social), and short term or fong term. Direct impacts are those resulting
directly from cessation of supply while indirect impacts result from aresponseto .
an interruption. Hence, direct economic impacts include lost production, idle but
paid for resources (raw materials, labor, capital), process restart costs, spoilage of
raw materialsor food, equi pment damage, direct costs associated with human health
and safety, and utility costs associated with the interruption. Direct socid impacts
include inconvenience due to lack of transportation, loss of leisure time, uncom-
fortable building temperatures, and personal injury or fear. Indirect losses usually
arise as spin-off consequences and it may be difficult to categorize them as socid
or economic. Examples of such costs are civil disobedience and looting during an
extended blackout, or failure of an industrial safety device in an industrial plant,
necessitating neighboring residential evacuation. The final distinction between
short-term and long-term impacts relates to the immediacy of the consequence.
Specificaily, long-term impacts are often identified as adaptive responses or miti-
gation undertaken to reduce or avoid future outage costs. I nstallation of protective
switchgear, voltage regulation equipment, and cogeneration or standby supplies
would be included in this category, as would the relocation of an industrial plant to
an area of higher electric servicereliability.

Broadly speaking, the cogt of an interruption from the customer's perspective
isrelated to the nature of the degree to which the activities interrupted are dependent
on electrical supply. In turn, this dependency is a function of both customer and
interruption characteristics. Customer characteristics include type of customer,
nature of the customer's activities, size of operation, and other demographic data,
demand, and energy requirements, energy dependency as a function of time of day,
etc. Interruption characteristics include duration, frequency, and time of occurrence
of interruptions; whether an interruption is complete or partial; if advance warning
or duration information is supplied by the utility; and whether the area affected by
the outage is locdized or widespread. Finally, the impact of an outage is partially
dependent on the attitude and preparedness of customers, which in turn is related
to existing reliability levels.

13.4 Basic evaluation approaches

Many of the approaches devised to evauate interruption costs can be broadly
categorized as indirect analytical methods which infer interruption cost values from
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associated indices or variables. Examples of such substitution or proxy approaches

includethefollowing:

(i) Electrical supply rates or tariffs are used to derive value of service reliability
estimates [8]. The minimum estimate of customers willingnessto pay isbased
on dectrical rate structures and the maximum is based on cost of standby plant.

(i) The value of foregone production is determined by taking the ratio of the
annual gross national product to the total electrical consumption ($/kWh) and
ascribing to it the value of sarvice reliability [9]. A similar value-added
approach has been used to evolve an analytical model which, with appropriate
adjustments, was applicable to different customer categories [10]. The ap-
proach made use of detailed and specific data (sales data, value-added data,
employee data) and numerous assumptions and derivations of average con-
sumption, price, and price eladticity.

(iii) The value of foregone leisure time based on customers wage rates has been
used in severa residential interruption cost assessments. This is based on the
notion that consumers can and do make optimum labor/leisure decisions and
that earnings are equal. Some derivations are based on edimétes, minisurveys,
or discussions and are presumed to include actual losses household activities,
and leisure time [11]. Others make simplifying assumptions and base their
results principaly on lost leisure time [12].

(iv) The hourly depreciation rates of all electrical household appliances unavailable
because of an outage have been usad as the basis of residential outage costs
{13}

The advantages of these and other similar methods are that they are reasonably
straightforward to apply, make use of readily available data, and, consequently, are
inexpensiveto implement. Their disadvantages are that most are based on numerous
and severely limiting assumptions. Most generate global rather than specific results
and consequently do not reved variations in cost with specific parameters as
required by the utilities. Therefore, the usefulness of the results to the utilities for
planning purposes is significantly reduced.

A second category of outage cost assessment is to conduct an after-the-fact
caee study of a particular outage. This approach has been limited to major,
large-scale blackouts such as the 1977 New York blackout [14]}. The study at-
tempted to assess both direct and indirect short-term costs. Direct costs included
food spoilage, wage loss, loss of sales, loss of taxes, etc. Indirect costs included
emergency codts, lossesdueto civil disorder (looting, rioting, and arson), and losses
by governments and insurance companies resulting from socia disorder. The study
aso consdered awide range of societd and organizational impacts. Such impacts
are significant but difficult to evaluate in monetary terms. While specific data
obtained were based on assumptions and were incomplete in many respects, some
important conclusions resulted. In particular, the results indicated that the indirect
costs were much higher than the direct cods.

B P T
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The third methodological approach that has been used to assess direct, short-
term customer interruption codis is that of customer surveys {15-19]. With this
method, customers are asked to estimate their costs or losses due to supply outages
of varying duration and frequency at different times of the day and year. The
strength of this method lies in the fact that the customer*is probably in the best
position to asess the losses. Direct codsts are relatively easy to determine for some
customer categories (e.g., industrial), but users opinions are particularly important
in assessing less tangible losses, such as inconvenience, for other categories (e.g.,
residential). Another advantage is that the method can readily be tailored to seek
particular information as related to the specific needs of the utility. Obvioudly, this
method is beset with all the problems of questionnaire surveys, and the cogt and
effort of undertaking surveysissignificantly higher than using the other approaches
outlined earlier. Nevertheless, this approach appears to be the method favored by
utilities which require outage cost data for planning purposes. .

13.5 Cost of interruption surveys

13.5.1 Considerations

Cogts of interruption surveys are usually undertaken with specific objectives in
mind, such as system expansion/upgrading or major rate revision. Typicaily, the
customer pool is broken down into appropriate major customer categories or
sectors, such as residential, industrial, commercial, agricultural, etc., so that cate-
gory-specific survey instruments can be used. The Standard Industrial Classifica-
tion (SIC) system of customer identification is commonly utilized because of its
wide general acceptance by industry and government, and often it has aready been
adopted by the utility for other reasons. Development of survey instruments for
each of the customer sectors is a major and important step in the process. Question-
naire preparation and the attendant survey procedures require an understanding of
the many difficulties which can be encountered in conducting surveys, such as
representative sample salection, questionnaire bias, nonresponse bias, compromis-
ing questionnaire content with length to ensure satisfactory response rates, etc.
Additionally, the nature and approach of the survey instrument should reflect a
sound theoretical bass and a clear statement of objectives {2].

13.5.2 Cost valuation methods

Perhaps the most important questionnaire design consideration is the choice of
interruption cog vauation methodology, since determining this "cog” is the
primary objective of the survey. It is in this regard that the grestest variations in
approach exist. If one accepts that indirect analytical methods are inadequate and
that the customer is the best source of the desired information as discussed earlier,
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the problem still remains: In what manner is the information solicited from the

customer? There gppears to be concurrence that some methods are more suitable

than others for particular sectors, but there is no universal agreement as to what
those methods are.

The most obvious approach is a direct solicitation of the customers' interrup-
tion cogts for given outage conditions. Guidance can be offered as to what should
and should not be included in the cost estimate so that the meaning of the result is
not ambiguous. This approach provides reasonable and consistent results in those
dtuations where most losses tend to be tangible, directly identifiable, and quanti-
fiable. Independent researchers have derived valuations which are reasonably
similar in magnitude {17,19,20,21}. The approach is applicable for the industrial
sector, most large users, and for the commercia sector (retail trades and services).
It has dso been usad for large indtitutions and office buildings {15]. Its major
weskness lies in those areas where the impacts tend to be less tangible and the
monetary loss is not directly identifiable.

Another approach isto ask respondents what they would be willing to pay to
avoid having the interruptions, or conversaly what amount they would be willing
to accept for having to experience the outage. The basis of this approach is that
incremental willingness to pay (willingness to accept) congtitutes a valuation of
corresponding marginal increments (decrements) in reliability. Theory would sug-
gest that incremental “willingness to pay" amounts should be nearly equal to
“willingness to accept” valuations. However, actua valuations consstently yield
willingnessto pay values significantly less than willingness to accept values. This
result is believed to support the earlier argument that dectric service and its
reliability do not performasnormal "markets” though other factorsmay beat work.
Nevertheless, valuations based on willingness to pay and accept are worthwhile
measures, possibly as outside bounds, if the limitations are recognized. )

A third approach isthat of indirect worth evaluation. If direct valuation isnot
possible, customer-selected alternatives or responses to indirect method questions
may be used to deriveaValue. Theintent isto devise asuitable approach so asto
decrease the problems associated with rate-related antagonism and the lack of
experiencein rating theworth of reliability. Thisisachieved by asking questions
which the respondents can relate to in the context of their experience. A limitation
isthe possibility that the derived value is not an estimate of the worth but some
other entity associatedwiththeindirect approach. Possiblequestionformsthat have
been used or considered includethefollowing:

(i) cost of hypothetical insurance policies to compensate for possible interruption
effects, and the appropriate compensation payableinthe event of aninterrup-
tionclaim;

(ii) respondents opinions as to the appropriate interruption cost figures utilities
should usein planning;

(iii) respondents’ predictions of what preparatory actions they might take in the
event of recurring interruptions;
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{iv) respondents' selection of interruptible or curtailable optionswith reducedrates,
which are, in effect, self-predictions of willingness to accept decreased rates
forreductionsinreliability;

(v) respondents rank ordering of aset of reliability/rate alternatives and choosing
an option that ismost suitableto their needs. v
It should be noted that several of the options use a form of substitution either

in services or in monetary terms. While the substitution concept is similar to that

discussed earlier, thedifferencehereisthat the substitution is reasonably direct and, -

more importantly, the selection is being made by the customer rather than by the
analyst. A matter of concern for most of the approaches cited, is the question of how
closely would customers actions match with their prior prediction of their actions?
Put another way, how valid is the customers' perception? Perhaps the srongest
rejoinder to thisissue is that it 1s the customer's perception that is sought, and that
there are markets where customers' selections are based more on their perception
than on factual evidence. An aside at thisjuncture is that most of the approaches
cited attempt to establish amarket or at least an inferred market for reliability. Itis
believed that the "market" responses for small variations around the current
reliability value are reasonable, though obviously it can only be as "accurate” as
theparti cul ar substituti on can accomplish. Attempting considerablevariationsfrom
the current reliability level, however, may not yield meaningful results, mainly
because service reliability may not respond as a true market as discussed earlier.
Additionally, the customer's perception is doubtful in extreme situations because
of lack of experience, and the useful range for most of the substitutions is question-
able.

Considerable use has been made of the preparatory action approach as it
appears to secure reasonable results. The approach has been used in Canadian
residential and agricultural surveys {22,23] and in the U.K. residential surveys
[20,21]. With this approach, the respondent is presented with a list of actions that
one might conceivably take in preparation against recurring interruptions. A rea
sonable cogt figure for purchase and application of each action is assgned and
included in the list. The list ranges from making no preparations through to buying
a salf-gtarting standby generator capable of supplying the entire load. Respondents
arethen asked to indicate what action or actionsthey wouldtake for different failure
scenarios. During analysis, the cost(s) of the chosen action(s) are used as an estimate
of the expenditure respondents are willing to undertake on their own behalf so as
to prevent or nullify the full effects of the interruption. This represents an indirect
estimate of reliability worth in that the derived expenditures are considered to be
the user's perception of the value of avoiding the interruption consequences.
Respondent interviews during questionnaire development are essentia to ensure
that respondents accept the overall approach and that they consder the choice of
actions adequate and the quoted codts reasonable.
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13.6 Customer damage functions

13.6.1 Concepts

One convenient way to display customer interruption cogts is in the form of

customer damage functions (CDF). The CDF can be determined for a given

customer type and aggregated to produce sector customer damage functionsfor the

various classs of customers in the system. Table 13.1 shows a sries of sector CDF

expressd in kilowatts of annual pesk demand. These vaues were obtained from the

Canadian survey [24-26]. Similar vadueswere obtained fromthe U K. survey [20,21].
The data shown in Table 13.1 is expressed graphically in Fig. 13.1.

Table 13.1 Sector interruption cost estimates (CDF) expressed in kilowatts of annual
pesk demand ($/kW)

Interruption duration

User sector 1min 20 min I hr 4hr 8 hr
Large users 1.005 1508 2.225 3.968 8.240
Industrial 1625 3.868 9.085 25.163 55.808
Commercia 0.381 2.969 8.552 31.317 83.008
Agricultural 0.060 0.343 0.649 2064 4.120
Residential 0.001 0.093 0.482 4914 15.690
Govt. & inst. 0.044 0.369 1492 6.558 26.040
Office & bldg. 4.778 9.878 121.065 68.830 119.160

v 1000 ]
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Fig. 73.7 Sector interruption cost estimates
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The sector CDF can be aggregated at any particular load point in the system
to produce a composite customer damage function (CCDF) at that load point. The
assumption inthis case is that all load curtailmentswill be distributed proportion-
ally across all the customer sectors. The weighting used to produce a CCDF is
usually done in terms of the per-unit energy for each sector. The per-unit peak
demand for each sector is sometimes used for short interruption durations. The
weighting procedureisillustrated in the following section.

13.6,2 Réliability worth assessment at HLI

The syssem model at HLI is shown in Fig. 13.2 (see Section 2.1).

Assume that the load composition in terms of the annual peak demand and
energy consumption is as shown in Table 13.2.

The system CCDF obtained using the data in Tables 13.1 and 13.2 is shown
in Table 13.3 and presented graphically in Fig. 13.3. The weighting procedure used
to obtain the CCDF is as follows. The CCDF value at the 1-minduration is obtained
using the 1-min values in Table 13.1 and the sector peak % values in Table 13.2.

CCDF (1-min duration) = 0.30(1.005) + 0.14( 1.625)
+0.10(0.381) + . . . (0.02)(4.778)
= 0.668040

=0.67 $/kW

The CCDF (20-min duration) was also obtained using the sector peak % values.
The 2-, 4-, and 8-hr values were obtained using the sector energy % values.

The CCDF can be converted into an extended index that links system reliability
with customer interruption costs. One suitable form being used in Canada is known
as the interrupted energy assessment rate (| EAR) expressed in $/kWh of unsupplied
energy. A detailed description of the concepts involved in calculating an IEAR using
a basic frequency and duration (F & D) approach or Monte Carlo simulation is
presented in Ref. 25. A brief description of the F & D approach is given here to
illustrate the salient features. The estimation of the IEAR at HLI involves the
generation of a capacity margin model which indicates the severity, frequency, and
duration of the expected negative margin states. The basic approach to developing
the margin mode! is described in detail in Chapter 3. This modd can be used in

total f/x | total
sytem 1 G i » gydem
generaton V / | toad
S

Fig. 13.2 Badc HLI system mode!
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Table 13.2 Load composition for the assumed service area, based on annual pesk
demand and annual energy consumption

Sector peak Sector peak Sector energy

User sector (MW) (%%} (o)
Large users 55.5 300 310
Industrial 259 140 190
Commercia 185 100 90
Agricultural 74 40 25
Residential 62.9 34.0 310
Govt. & ingt. 111 6.0 55
Office & bldg. 3.7 20 20
Tota 185,0 1000 1000

conjunction with the CCDF for the given service area to estimate the IEAR. The
generation modd is developed from the capacities, forced outage rates, failure rates,
and repair rates of the generating units. The exact-gate load model described in
Chapter 3, which represents the actual daily system load cycle by a sequence of
discrete load levelsis utilized. The total LOEE for the estimated loss of |oad events
within the period of study is
N .
Totd LOEE=Y m,d, kWhiday (13.1)
i=1
where m, is the margin state capacity for load loss event i (kW), f; is frequency of
load loss event 1 (occ/day), d, is the duration of load loss event i (hr), and N is the
total number of load loss events.

The cogt ¢;(d;)of the energy not supplied during load loss event /' can be
obtained from the duration &; and the CCDF for the given service area. The total
expected cost of all the system load curtailment events is

N
Total cost = Z m fc{d,) $/day

=1

(13.2)

Table 13.3 Systen CCDF {$’kW) calculated from the
sector CDFs

Interruption duration

1mm 2(1min 2hr 4 hr 8 hr
0.67 1.56 3.85 12.14 2941
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Fig. /3.3 System composite customer damage function

The IEAR for the service area is calculated as the ratio of the tota cost and
total LOEE:

i
Z mr'f;cl'(di)
Estimated [EAR=-" ———— $/kWh
z m.fd,

(13.3)

The procedure can be illustrated using the generating system example pre-
sented in Chapter 3. Table 3. 14 shows the margin array for the three-unit generating
sysem and the simple load model. The average duration of each margin sae is
obtained by dividing the probability of the state by the frequency of encountering
it. Table 13.4 shows the negative margin array including the duration, expected
energy not supplied (EENS), and the expected interruption cost at each negative
margin.

The total EENS using Equation (13.1) is 1.946136 MWh/day and the total
cost, using Equation {1 3.2) is 7.454387 k$/day. The IEAR obtained using Equation
(13.3)is 3.83 $/kWh.

The average interruption cost can be calculated for different generation and
load compositions, or a single IEAR value can be used for a range of studies.
Sensitivity analyses [25] show that the IEAR is reasonably stable and does not vary
significantly with pesk load or other operating conditions. Using a single IEAR
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Table 134 Negative margin array from Table 3.14 extended by including ECOST and
EENS

Marginstate Frequency ECOST EENS
(MW) Probability (occ/day) Duration fkr} (k$/day) (MWh/day
-5 0.001960 0.004938 9.526124 0.907426 0.2352
-15 0003920  0.009877 9.525160 5444404 14112
-21 0.000078 0.000234 80 0.144521 0.039312
~25 0.000078 0.000234 80 0.172048 0.04680
-30 0.000078 0.000234 80 0.206458 0.056160
-40 0.000157 0.000469 8.034116 0.554737 0.150720
-46 0.000001 0.000003 80 0.004059 0.001104
-50 0.000001 0.000003 80 0.004411 0.0012
-55 0.000001 0.000003 80 0.004853 0.00132
-65 0.000002 0.000006 80 0.01147 0.00312

alows the andyst to simply determine the expected energy not supplied or LOEE
for a given generation-load situation and then convert it to expected interruption
cogts or reliability worth using Equation (13.4). It should be appreciated that the
expected interruption cost (ECOST) can be calculated using the method shown in
Table 13.4 for each change in the system configuration. The use of asingle index
such asthe TEAR for awide range of studies considerably simplifies the process
without introducing grest inaccuracies:

Expected customer interruption cost (ECOST) = (IEARXLOEE) (13.4)

The application of a single IEAR in reliability worth evaluation at HLI is
illustrated using the simple generating system example in Section 2.10.1. The
system has 5—40 MW generating units and a straight-line load duration curve.
Assume that the forecast system peak load is 170 MW and the IEAR is $3.83/kW.
Additional capacity isintheformof 10-MWgasturbineunitswithanannual fixed

Table 135 Case 1 analysis

Total

capacity Reserve EENS ECOST Fixedcost  total cost

Stuation MwW) margin (%) (MWh/yr) (SMAr) (SMAHr) (SMivr}
original 200 1766 313854 120206 000000 } .20206
add i x .00MwW 210 2353 74.278 0.28449 050000 0.78449
add 2 x 10 MW 220 2941 40.865 0.15651 1.00000 1.15651
add 3 x 10MW 230 35.29 19.498 0.07468 150000 157468
add4 x 1I0MW . 240 41.18 6.2%4 0.02411 200000 2.02411

add 5 x 10 MW 250 47.06 1176 000450 250000 250450
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Teble 13.6 Case2 andyss

Total
capacity Reserve EENS ECOST  Fixed cost  Total cost
Stuation (MW) margin (%) (MWhivr) (SM:yr) ($Miyr) (SMrvry
origind 200 1766  313.8%4 2.40412 000000 240412

add 1 x 10 MW 210 23.53 74278 056897 050000 1.06897
add 2 x 10 MW 220 2941 40865 0.31303 100000  1.31303
add 3 x 10 MW 230 35.29 19498  0.14935 1.50000 1.64935
add 4 x 10MW 240 41.18 6294 004821 200000 2.04821
add 5 x 10 MW 250 47.06 1176 000901 250000 250901

cogt of $50/kW. The annual fixed costs associated with the existing 540 MW units
and the annual production costs are not included in the analysis.

Case |

Table 13.5 shows the EENS and ECOST for the original system and with the
subsequent addition of 5—10 MW units. The results given in Table 13.5 are shown
graphicaly in Fig. 13.4, where it can be seen that the customer costs decresse

ST ~~~~~ A ————— - -

Cost (§M/year)

1766 2353 29.41 3529 41,18 47.06
Resarve Margin (%)
Fig. 13.6 Case 2: Change in fixed, customer, and total codts with reserve margin
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Table 13.7 Case 3 analysis

Total
capacity Reserve ems ECOST  Fixedcost Total cost
Situation (MW) margin (%) (MWhir)  (SMAr) ($Mivri (3Mivr)
original 200 1766 313.8%4 120206 0.00000 1.20206

add 1 x 00MW 210 2353 74278 028448 100000 128448
add2 x IOMW 220 29.41 40865 0.15651 200000 2.15651
ad3x 10MW 230 3529 19498 007468 300000 307468
ad4x 10MW 240 4118 6294 002411 400000 4.02411
add5x 10MW 250 47.06 1176 000450 500000 500450

rapidly as additional capacities are added to the system and the fixed costs increase.
The least cost reserve margin occurs with the addition of one 10-MW unit and at a
reserve margin of 23.53%. '

Figure 13.5 shows the variation in the fixed, customer, and total costs with
reserve margin as 5-MW units are added rather than the 10-MW units used in Case
1. The optimum reserve margin is again 23.53%.

Case?2

Table 136 and Fig. 13.6 show the variation in cotswhen the [EAR used in Case | is
doubled. The customer costs increase, but the optimum reserve margin is still 23.53%.

E el g Lot

5 T T~ ame o Soat

Cost ($M/year)

17.66 ) 2353 241 Bl 41.18 47.05
o Roserve Margin (%)
Fig. 13.7 Caxe 3: Change in fixed, customer, and total costswith reserve margin
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Table 138 Case4danaysis

Total

capacity ~ Reserve EENS ECOST  Fixed cost  Toral cost

Situation Mw) margin (%) (MWh/ir) ($M/yr) (SMpr) ($Mtvr)
origina 200 1111 942826 354208 0.00000 3.54208

add 1 x 10 MW 210 1667 308986  1.18342 050000 1.68342
add 2 x 1I0MW 220 2222 74929 028698 100000  1.28698
add 3 x 10 MW 230 27.78 30322 015060 150000  1.65060
add 4 x 10 MW 240 3333 18833 0.07213 200000 2.07213
add 5 x 10 MW 250 38.89 6.202  0.02375 250000 2.52375

Case3

Table 13.7 and Fig. 13.7 show the variation in costs when the additional unit fixed
cods are doubled. In this case, the original system reserve margin of 17.66% isthe

least cost value.

~ Cased

Cost ($ M /yeor)

Table 13.8 and Fig. 13.8 show the variation in costs when the peak load in Case 1

15 -

1667

22.22

Reserve Margin (%)

27.78

Fig. /3.8 Case 4: Change in fixed, customer, and total costs with reserve margin
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Thetotal costs as afunction of reserve margin for the four casesare shown in
Fig. 13.9. Asmight beexpected inthissmall system example, theoptimumresarve
margin occurs at a reserve of 40 MW, the capacity of the large units in the system.
The optimum reserve margin is clearly dependent on the data used in the sysem
evaluation. Figure 13.10illustrates the variation in total Cost with percent reserve
margin for the situation in which 5-MW units are added. The FOR of the unitsin
the original system have been doubled. The optimum reserve margin in this case

increasesfrom 23.53%1t0 26.47%, - ... ......-.- e R

13,6.3 Reliability worth assessment at HLII

Quantitative evaluation of system reliability at HLI is a straightforward proce-
dure, andthereforeitisrelatively simpleto extend theconcept to HLI reliability
worth assessment. Thisisnot the case at HLII where few eledtric power utilities
apply quantitative reliability assessment techniques. Thereis, however, alarge
body of published material available on HLII reliability evaluation which
describes various techniques and computer programs. Chapter 6 describes in
detail the basic elements of the contingency enumeration approach to HLII
evaluation. Thistechnique can be extended to include reliability worth consid-
erations.

The basic contingency enumeration approach considers all component outages
up to a specified level. For each outage contingency, the system dtate is scrutinized
and if necessary appropriate corrective actions are taken. A sysem failure is
recorded when corrective actions, other than curtailing customer loads, are unable
to eliminate the sysem problem. The severity of the failure is evaluated by
calculating the frequency, duration, magnitude, and location of the load curtail-
ment. For each contingency ; that leads to load curtailment at the load bus &, the
variables generated in the contingency evaluation are the magnitude Ly; (MW) of
load curtailment, the frequency f; (occ/year), and the duration dj (hours) of the
contingency j.

The procedure used to caculate the expected customer interruption cost
(ECOST) at each busis very Smilar to that used in Section t 3.6.2 for HLI analysis
and is given by Equations (13.5)(13.7).

The EENS at bus k due to all the contingencies that lead to load curtailment is
given by Equation ( 1 3.5). The cost ¢{d;)pf an outage of duration dj can be obtained -
from the CCDF of bus k. The expected totd cost (ECOST) of power interruptions
to customers at bus k for al contingencies is given by Equation (13.6). The IEAR
a bus k is evaluated using Equation (13.7) and the aggregate sysem IEAR is
caculated using Equation (13.8). ’

NC
BeNS, = 3 Lyfd, My 39

1
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Table 139 Sector load distribution

Sector Energy and peak
Industrial 25%
Commercid 3596,
Residential 40%
100%
e
ECOST,= D L,fic,(d) MWh/kWyr _ (13.6)

J=1

NC
Y. Lyfe@)

. ECOST, (13.7)
IEAR, = “e———S/kWh = e
1 Lefid
i=1
NB
Aggregate system IEAR = IEAR, ¢, $/kWh (13.8)
k=1

Here NC isthe total number of outagesthat lead to power interruption at busk, NB
is the total number of load buses in the system, and g; is the fraction of the system
load utilized by the customers at bus k.

Equations (13.5)-(13.8) are illustrated using the system shown in Fig. 6.2 and
the load distribution data in Table 13.9.

The sector CCDF are given in Table 13.1. The CCDF at the bus can be obtained
by weighting the individual sector CDF by the bus sector energy distribution.
Assuming that, inthis case, the energy and peak load in per unit are equal, the CCDF
is given in Table 13.10. Interruption costs for durations longer than 8 hr were
estimated using the same dope as the straight linejoining the 4- and 8-hr values.

Theindividual contingencies for the system shown in Figure 6.2 are listed in
Table 6.15. Thefixed load level inthisanalysisin 110MW. Table 13.11 showsthe
extension of the contingency enumeration approach provided by Equations {13.5)

Table 13.10 Load point CCDF {$/kW)

Duration

t min 20 min ! hr 4 hr 8hr
054 2.04 545 1922 7 49.28




ECOST { K$ / year )

90 o i 1% no v

Peak Load (MW)
Fig. 13.11 ECOST asa function of peak load

and (13.6) for a range of annual load levels. The system ECOST at a load of 110
MW is 94,242.4 k$/yr, and the EENS is 7310.65 MWh/yr. The [EAR is therefore
12.89 $/kWh.

Figure 13.11 showsthe syslem ECOST as a function of peak load. The ECOST
increases rapidly at pesk loads greater than 105 MW, at which point the loss of a
30-MW generating unit results in load curtailment (see Section 6.6.2).

Theresultsin Table 13.11 can be used to find an annual ECOST. Assume that
the system load duration curve can be approximated by the three-step model in
Table 13.12. Using the datain Tables 13.11 and 13.12, the annual ECOST 1s

(94242.40)(0.1) + (19427.22)(0.3) + (8263.79)(0.6) = 20210.68 kS/yr
The annual EENS is

(7310.65)(0.1) + (2082.09)(0.3) + (841.33)0.6) = 1860.49 MWh/yr

The system and load point IEAR is 10.86 $:kW. This IEAR can beused in a
wide range of studies to evaluate reliability worth at the load point.

13.6.4 Reliability worth assessment in the distribution functional zone

The estimation of distribution system reliability worth in terms of customer
interruption costs proceeds in a similar manner to that used in HLII evaluation and
involvesfive basic seps (1, 27].




Table 13.11 ECOST calculation at selected load levels

.

Peak load = 105  Peak load = 10} Peak load = 15

Peak load'= 90  Peakhad= 95 Peakload = 100
Frequency Duration ki EC\QST ki ECOST k ECOST K- ECOST Ly ECOST k ECOST
Stale focclyr) () (MW (KShr)  (MW) (K8 (MW) (KSy)  (MW)  (K$Ar) (MW) (KSAr (MW (K$tvrj
1 1885227476  398.18 - _ — — - — — . -
2 415477080 7300 _ . — — — — — — _ _ .
3 0.11436062 40.18 — _ _ — 5 25237 10 504.75 15 757.12 20 1009.49
4 0.6341499 5034 5 190085 10 380171 15 570256 20 760342 25 950427 30 11405.13
5 0.15329376 723 — — — — — — — — — —
6  0.19145910 723 9 7401 14 11513 19 15624 24 19736 29 23847 4 279.59
7 0.11774001 882 — — 5 3312 10 66.25 15 937 20 13249 25 165.62
8  6.85537252 11526 — — _ - — — — _ 5 6331276 10 126625.52
9  0.30858620 6738 15 412336 20 549782 25 687227 30 824673 35 9621.18 40 1099564
10 038783327 744 — — — — — — — — 5 8659 10 173.18
1 048438029 745 9 19502 14 30336 19 411711 24 52005 29 62840 34 736.74
12 029315559 923 — — 5 87.72 10 17544 15 263.17 20 35089 25, 43861
13 348402390 787 — - — . — . — . - e - .
14 0.03150290 38 35 2042 40 2334 45 2625 50 29.17 55 3209 & 35.01
15 0.02128992 441 15 700 20 934 25 168 30 1402 35 1635 40 18.69
16  4.35112256 788 9 18059 14 294092 19 399125 24 504158 29 609191 A4 7142.24
17 002659900 441 90 5253 95 5545 100 5837 105 61.29 110 64.21 115 67.12
18 262652070 979 — — 5 85142 10 170283 15 255425 20 340567 25 4257.09
Totd 8263.79 13719.33 19427.22 25135.16 94242.40 163349.67
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Table 13.12 Three-step load model

Load level (MW} Probability
100 0.1
100 0.3
Q0 0.6

1. For load point p connected to the network, obtain the indices of A;, #;, and U for
each outage event j contributing to its outage.

2. Evauate the cost of interruption Cj, (in $/kW) using the corresponding CDF
and outege duration r;.

3. Evauatethe corresponding CI1C and EENS dueto event using Equations (13.8)
and {13.9):

CIC, = C,L,), (13.8)

EENS, =L .U, i (13.9)

4. Repeat Steps 2 and 3 for each outage event contributing to load point p. The
total load point EENS and CIC are then evaluated using Equations (13.10) and
(13.11), where Nis the number of outage eventswithin theradial segments which
cause the isolation of load point p.

N
CICP= Z CIC, S$iyr

=

(13.10)

N
_ Fa '1_} 1)
EENS,= ¥ EENS, MWhiyear
s=1

The calculation of expected interruption cost in a radia distribution system
can be illustrated using the simple configuration given in Fig. 7.4. The datafor this
system are given in Tables 7.7 and 7.9. Assume that a each bus there is a 40%

Table 13.13 Load point CCDF

Duration SAW
I min 0.1530
20 min 1.2434
1hr 3.7100
4 hr 15.4752

8 hr 42.6172




Table 13.14 Failure mode effect analysis for the system in Table 7.8 including EENS and F.CQST

AN

Compo- \\.

nent "\‘

failure Loadpt A L Load pt B o Loadpt C ,I Loadpt D
Secion X r u EENS ECOST X r u EENS ECOST X r u mxé ECOST X r U EENS ECOST
1 02 4 08 4 154752 02 4 08 32 123802 02 4 08 24 92851 02 4 08 16 6.19
2 0.1 4 04 2 77376 01 4 04 16 61901 01 4 04 12 46426 01 4 04 0.8 30950
3. 03 4 12 6 232128 03 4 12 48 185702 03 4 12 36 139277 03 4 12 24 9.2851
4 02 4 08 4 154752 02 4 08 32 123802 02 4 08 24 92851 02 4 08 16 6.1901
Distributor
a 02 2 04 2 75771 02 2 04 16 6.0617 02 2 04 12 45463 02 2 04 0.8 30308
b 06 2 12 6 227313 06 2 12 48 18180 06 2 12 36 136388 06 2 12 24 90925
c 04 2 08 4 151542 04 2 08 32 121234 04 2 08 24 90025 04 2 08 16 6.0617
d 02 2 04 2 75771 02 2 04 16 6.0617 02 2 04 1.2 45463 02 2 04 (08 30308
Total 22 273 60 30 1149405 22 273 60 24 919525 22 273 6.0 18 689644 22 273 60 12 459761

=1E ]
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Table 13.15 Failure mode effectanalysis for the system in Table 7.10 including EENS and ECOST

Compo-
nent
failure
Section X
1 0.2
2 0.1
3 0.3
4 0.2
Distributor
a 0.2
b
C
d
Totd 10

NN

36

0.2
0.1
03
0.2

04

Loadpr A Loadp! li
_w_fens ECOST - x  r  w EKNS ECOST _ X
08 4 154752 02 4 08 3.2 12.3802
04 2 77376 01 4 04 1.6 61901
12 6 232128 03 4 12 4.8 18.5702
08 4 154752 02 4 08 32 123802
04 2 75771

06 2 12 48 181850
36 18 694779 14 314 44 176 67.7057

Loadpt C Load pt D
_rwu EI§[§I§W__WECOSF X r u EENS ECOST
4 08 24 9281 02 4 08 16 6.1901
4 04 12 46426 01 4 04 08 3.0950
4 12 36 139277 03 4 12 24 92851
4 08 24 9281 02 4 08 16 6.1901
2 08 24 9.0925
02 2 04 08 30308
333 40 12 462330 10 36 36 72 27.7911

12

EL103dRy] 9ot




Compo-
nent R
failure Load pt A Load pt B L Load pt C Load D L
Section X r u EENS ECOST X r u EENS ECOST X r u EENS ECOST X r u EENS Eqbgr
1 02 4 08 4 154752 02 4 08 32 123802 02 4 08 24 92851 02.4 08 16 6.190
2 0.1 05005 025 09307 01 4 04 16 61901 01 4 04 12 46426 02 4 04 08 3.09S_¢)
3 03 05 015 075 27921 03 05 015 06 22337 03 4 12 36 139277 03:4 12 .24 9281
4 02 0501 05 18614 02 05 01 04 1481 02 05 01 03 11168 02 4 08 16 6.1901
Distributor
a 02 2 04 2 757
b 06 2 12 48 181850
c 04 2 08 24 9095 '
d 02 2 04 08 3.030%
Total 10 15 15 75 286365 14 189 265 106 404781 12 275 33 99 380647 10 36 36 72 27.7911

T
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Compo-
nent
failure Loadpt A Load pt B Loadpt C Loadpt D

Section _ X v u KENS ECOST X T u EENS ECOS X  r  u EENS ECOST_ X _ r_ 4 EENS ECOST

1 02 4 08 4 154752 02 05 01 04 14891 02 05 01 03 11168 02 05 01 02 0.7446

2 01 05005 025 09307 01 4 04 16 61901 01 05 005 015 05584 01 05 005 01 03723

3 03 05 015 075 2.7921 03 05 015 06 22337 03 4 12 36 139277 03 05 015 03 1.1168

4 02 05 01 05 1814 02 05 01 04 14831 02 05 01 03 11168 02 4 08 16 6.1901
Distributor

a 02 2 04 2 75771

b 06 2 12 48 181850

c 04 2 08 24 90925

d 02 2 04 08 30308
_Totd 1.0 1.5 15 7.5 286365 14 1.39 195 78 295870 12 183 225 675 258122 10 15 1.5 30 114546
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Table 13.18  Summary of ECOST for the four cases studied

ECOST (k3hri
Case Load point A Loadpoint 8  Loadpoint C  Load point D Total
! (Table 7.8) i14.9405 91.9525 * 689644 ~45.9761 321.8335
2 (Table 7.10y  69.4779 67.7057 46.2330 27.7911 211.2077
3 (Table 7.17y 28.6365 40.4781 38.0647 27.7911 134.9704

4 (Table 7.13)  28.6365 29.5870 25.8122 11.4546 95.4903

commercial and 60% residential customer mix for both energy and peak load. Using
the residential and commercial CDF datain Table 13.1, the CCDF at the load points
inFig. 7.4isshownin Table 13.13.

Table 7.8 shows the calculation of the load point failure rate, average outage
duration, and annual outage time using the failure mode and effect analysis
approach. These calculations are extended in Table 13.14 by including the EENS
and ECOST for each contingency. This is designated as Case 1.

Theanalysisin Chapter 7 considers several alternative configurationsandtheir
effectsonthe customer load point reliability. Thereliability worth calcul ationshave
been extended for the following cases _

Case 2. Section 7.5 describes the effect of including lateral distributor protection.
The analysisis shown in Table 7.10.

Case 3. Section 7.6 describes the effect of adding disconnects in the main feeder.
The analysisis shown in Table 7.11.

Case 4. Section 7.8 describes the effect of transferring load to an adjacent feeder.
The analysisis shown in Table 7.13.

The extended FMEA for Cases 2, 3, and 4 are shown in Tables 13.15, 13.16,
and 13.17 respectively and summarized in Table 13.18.

Table 13.18 clearly shows how the customer interruption costs decrease with
subsequent modifications and investment in the syslem. The ECOST figuresin each
case can be considered in conjunction with the annual costs associated with making
the modification in order to decide on the optimum alternative.

1365 Station reliability worth assessment

The extended FMEA approach can be applied to the reliability worth evaluation of
gdations using the approach described for distribution system evaluation. This
approach can adso be used for networked transmission and distribution systems.
Table 108 shows the caculation of load point failure rates, average outage
durations, and annual outage times for the dternatives in Fig. 10.10. The analysis
isextended in Tables 13.19-13.23 by including the ECOST for each failure event.
The load point CCDF isgiven in Table 13.13.
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Table 13.19 ECOST analysis for Case A

Top Lop L ECOST
Failure event (Fivr) (hr) (hrivr) (MW) kStyr)
Totd outage
7 240 = 107 200 480 x 107 15 2.7278
1+4 136x 10°° 367 497 X 167 15 0.0029
1+5 589 x 107 6.39 377 x 1074 15 0.0271
1+6 2.12 x 10°® 213 45 x 107 15 0.0003
2+4 589 x 107 6.39 377 x 10 15 0.0271
2+5 1.14x 107* 25.00 2.85x 1077 15 0.3853
2+6 121 x 107 283 342 x 107 15 0.0020
3+4 212 x 10°¢ 2.13 452 x 107° 15 0.0003
3+5 121x 10°° 2.83 342 x 167 15 0.0020
3+6 274 x 107 150 411 x 107 15 0.0000
Activefailure
3A 1.00 x 1072 100 1.00 x 107 15 0.5565
6A 1.00 x 107 100 1.00 x 107 15 0.5565
Active + stuck
1A+3S 450 x 107 1.00 540 x 107 15 0.3005
2A+38  600x 167 100 600 x 107 15 0.3339
4A + 3S 540 x 107 100 540 x 107 15 0.3005
sa+6s  600x10? 100 600 x 107 15 0.3339
Totd 6.71 x 107 141 945 x 107 — 5.5566
Table 1320 ECOST anaysisfor CaseB
. Top U, L ECOST
Failure event ff/rt (hr) thriyri (MW) (k3yr)
Totd outage
7 240 x 107 2.00 480 x 167 15 27278
1+4 1.36 x 107° 367 497 x 1067 15 0.0030
1+5 5.89 x 1075 6.39 377 x 107t 15 0.0271
2+4 5.89 x 107 6.39 3.77x 107 15 0.0271
2+5 1.14x 1074 25.00 285X 1¢7° 15 0.3853
Activefailure
1A - 900 x1¢7 100 9.00 x 107 15 5.0085
2A . 1.00 x 107} 100 1.00 x 107 15 5.5650
4A 900 x 107 1.00 9.00 x 107 15 : 5.0085
5A 1.00 x 107" 100 1.00 x 107! 15 5.5650

Tota 404 x 107 107 432 x 107 — 243173
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Table 1321 ECOST analysisfor CaseC

P Top Upp L ECOST
Failure event (f7yr) thry (hriyr} (MW) (k34r)
Load Li N

1 240 x 107 200 480x 107 75 1.3639

1 9.00x 107 733 6.60x 107 75 25.3147

2 1.00x 107 50.00 500 7.5 465.3794
Load L2 e o

8 240 x 107 200 4.80x 1072 75 1.3639

4 9.00 x 107 73 6.60x 107! .15 25.3147

5 100x 10 5000 500 75 465, 3794

Total 428x 107 2670 11.42 — 984.1160

The results presented in Tables 13.19-13.23 are summarized in Table 13.24.
The ECOST is different in each case. These values can be used in conjunction with
the investment and operation/maintenance costs associated with each alternative to
select the optimum configuration.

Table 13.22 ECOST analysisfor CaseD

A Yo Uy L ECOST

Failure event (f7yr} thr) (hriyr) (Mw) (k3ryr)
For load L1

(load L2 identical)

7 240 x 107 2.00 480 x 107 75 1.3639

1 +4 1.36 x 107° 367 497 x 10°* 75 0.0014

145 589 x 107 6.39 37 x 107 75 0.0136

1+8 230 x 10°° 157 361 x 107° 75 0.0001

1 +9 2.12 % 1076 2.13 452 x 1678 75 0.0001

2+4 _589x10° 639 3.77x 107 75 0.0136

2+5 LMx10* 2500 285x 107 75 0.1926

2+8 1.42 x 107° 19 274 x 107 75 0.0008

2+9 121x10¢ 283 342 x 107 75 0.0010

1A 9.00 x 107? 100 900 x 107 75 25043

2A 1.00 X 107 100 100x 107 75 2.7825

%A 1.00 x 107 100 1.00 x 107 75 0.2783

4A+ 98 540 x 107 100 540x 107} 75 0.1503

SA+9S 600X 107 100 600 x 107 75 0.1670

8A + 98 1.44 x 1073 100 144 x 107 75 0.0401

Totd (L1& L2) 474x107 112  530x 100  — 150192
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Table 13.23 ECOST analysisfor Case E

P Top Uy L ECOST

Failure event (f7yr) far) (hriyr) (MW} k8/yr)
Load L1

7 240 x 107 2.00 480 x 107 75 1.3639

1 900 x 107 100 900 x 107 75 2.5043

2 1.00 x 107 100 1.00 x 107" 75 2.7825

9A 100 x 107 100 1.00 x 1072 75 0.2783
Load L2

8 240 x 107 200 480 x 1072 75 1.3639

4 900 x 167 100 900 x 107 75 2.5043

5 100 x 16 100 1.00 x 107 75 2.7825

%A 1.00 x 1072 100 1.00 x 107 75 0.2875

Totad 448 x 107 111 4.96 x 107 — 13.8580

Table 13.24 ECOST, EENS, and IEAR comparison

Case A B C D . E
ECOST (k$/yr) 5.5566 24.3173 984.1160 15.0192 13.8580
EENS (MWhivr) 1.4175 6.4800 85.6500 3.9750 3.7200
1EAR (k8/r) 3.9200 3.7527 11.4900 3.7784 3.7253

13.7 Conclusions

This chapter illustrates the extension of the quantitative reliability evaluation
techniques presented earlier in thisbook to the assessment of reliability worth. The
ability to quantify theworth associated with reliability of electrical energy supply
systems provides the opportunity to explicitly consider reliability in an economic
appraisal of alternative plans, designs, and operating philosophies. Customer
interruption costs serve as a functional surrogate for reliability worth and can be
used in awide range of studies. The monetary effect on consumers of interruptions
inelectrical energy supply hasbeen examined using awiderange of techniques [2].
While asingle approach has not been universally adopted, it appears that utilities
favor the survey approach as a practical vehicle to obtain the required data
[15-24,28,29].

This chapter briefly reviews the approaches devised to evaluate interruption
costs, with particular emphasis on the survey technique. The results obtained can
be portrayed in the form of customer damage functions (CDF) which provide
estimates of customer outage cogts for interruptions of different durations. These
data can be customer-specific or aggregated to provide sector CDF. These values
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can be aggregated at any particular load point in the system to produce acomposite
customer damage function (CCDF) at that load point.

This chapter illustrates the utilization of sector CDF to create CCDF at HLI,
HLII, and distribution load points. These CCDF are then combined with the
quantitative retiability procedures and indices described earlier in this book to
assss reliability worth at HLI, HLII. and at distribution system load points.

The approach utilized in thischapter to incorporate customer interruption costs
in the assessment of reliability worth is a basic extension of the contingency -
enumeration technique. This procedure can also be applied to the Monte Carlo
simulation (MCS) gpproach to reliability evaluation {30]. Chapter 12 illustrates the
determination of failure states in HLI, HLII, and distribution system load point
evaluation using the MCS sequential approach. Each time afailure state occurs, the
duration and impact of that state can be combined with an appropriate CCDF to
generate a customer interruption cost. The costs can be aggregated to estimate the
expected annual cost over the sampling period. The application of both the analyti-
cal and MCS techniques to HLI are illustrated in [25] and the results compared.
Distributions of annual customer outage costs can aso be generated using the
concepts described in Chapter 12.

Reliability worth evaluation is an important extension of predictive reliability
assesament as it permits reliability to be explicitly considered in system economic
anayss.
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14 Epilogue

This book is concerned with the quantitative reliability evaluation of power
systems. It describes many of the available modeling and eval uation techniques and
the various indices that can be deduced and used in practical applications.

As discussed in Chapter 1 and consolidated in the subsequent chapters, the
evauation process considers the system, not as awhole, but as a st of interrelated
subsystemns, now generally understood as hierarchical levels. This process allows
the quantitative assessment of each subsystem or hierarchical level to be done
separately and combined appropriately to give indices of relevant systems or
subsets of systems. The various sets of HL indices can be used in the managerial
decision-making process at that hierarchical level in order to determine the most
appropriate expansion and reinforcement schemes, operating policies, and mainte-
nance strategies. A manageria decision is required in order to decide to which part
of the system limited investment capital should be directed. Quantitative reliability
evaluation does not remove this decision-making process from the engineer or
manager, but simply enhances the quality of the decision by adding quantitative
measures to the decison process. It is therefore worth reviewing the present
applications of reliability assessment at these different hierarchical levels.

The use of reliability evaluation techniques at HL1 varies considerably around
the world. For example, in the United Kingdom there is no central body since
privatization (1990) that is responsible for deciding when additional capacity is
required or how much isrequired. These decisions are left to individual private
generators in response to market forces. The values of LOLP and VOLL (vaiue of
lost load) embedded in the Pool (energy trading) pricing mechanism are intended
to be indicators that encourage or discourage the installation of additional genera-
tion by these private generators. The process, however, isvery different to that in
Canadawhere utilities operate on aprovincial basis. The regulatory bodiesrequire
decisionsrelating to capacity expansion plansto be made on objective bases, which
have encouraged all Canadian utilitiesto use some form of probabilistic reliability
assessments. The criteriaand indices vary considerably but the basic concept isthe
same. Severd utilities have incorporated a system IEAR (interrupted energy
assessment rate) in their planning process and selected capacity reserve criterion
based onreliability cost/worth principles.

At present, HLII studiesarenot used extensively in practice. However, interest
has changed dramatically in recent times, and there is awidening awareness of the
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need to deveiop reie zntcomputer tools and applications. Such studies are likely
to becoimne of s:gnificantimportance in the near future. It should be appreciated that
these studies are extremely valuable in comparing alternatives such as reinforce-
ments, mai ntenance schedules, operating strategies, etc. It isworth noting that while
individual utilities or regulatory bodies need alternative indices in order to reflect
particular system conditions and requirements, they may require only a few, even
one, for their decision-making process.

Many distribution systems are still designed according to deterministic stand-
ards. These views are dso changing quite significantly and there is now a positive
awareness of the need to assess system design dternatives in a probabilistic sense.
There is dso arapidly growing appreciation, inside and outside the industry, of the
need to account for customers expectations and their assessment of the worth of
supply. Since the latter cannot be objectively assessed without adequate and
objective reliability measures, it is expected that the two aspects, reliability and
worth of supply, will become of significant importance in the very near future.

In conclusion, it should be stressed that, although the book considers a very
wide range of power system problem aress it does not purport to cover every
conceivable technique, model, or evaluation process. This is simply not practical
within the scope available. It does, however, provide readers with a wealth of
information which should enable them to consider most of the problems likely to
be encountered on aday-to-day basis. After assimilating the models and techniques
described in this book, readers should be able to widen and deepen their knowledge
and understanding of power system reliability by reading the available relevant
technical papers and publications dealing with new techniques which will continue
to be published in the foreseeable future.



Appendix 1 Definitions

The following terms and associated definitions have been extracted from the |EEE
Standard 346-1973 part 2: Termsfor Reporting andAnalyzing Outages of Electrical
Transmission andDistribution Facilities and Interruptions to Customer Service. A
revised Standard (IEEE Standard 859-1987: Termsfor Reporting and Analyzing
Outage Occurrences and Outage Sates ofElectrical Transmission Facilities) has
been published which contains similar terms with slightly different definitions. A
reader may wish to refer to this new Standard in addition to the following.
(|) Component. A piece of equipment, a line, a section of line, or a group of
: items which is viewed as an entity for purposes of reporting, anayzing,
and predicting outages.
System. A group of components connected or associated in a fixed configu-
ration to perform a specified function.
Outage. Describes the state of a component when it is not available to
perform its intended function due to some event directly associated with
that component. An outage may or may not cause an interruption of service
to consumers depending on system configuration.

(i)

(1i)
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(b)

(©

(d)

Forced outage. An outage that results from emergency conditions
-directly associated with a component requiring that it be taken out of
service immediately, either automatically or as soon as switching
operations can be performed, or an outage caused by improper opera-
tion of equipment or human error.
Scheduled outage. An outage that results when a component is delib-
erately taken out of service at a selected time, usually for purposes of
construction, preventive maintenance, or repair.
Transient forced outage. An outage whose cause is immediately
self-clearing so that the affected component can be restored to service
either automatically or as soon as a switch or circuit breaker can be
reclosed or a fuse replaced. An example of a transient forced outage
isalightning flashoverwhich does not permanently disabletheflashed
component.
Permanentforced outage. An outage whose cause is not immediately
self-clearing but must be corrected by eliminating the hazard or by
repairing or replacing the component before it can be returned to
service. An example of a permanent forced outage is a lightning



(iv)

(v)

(vi)

(vii)

{viii)

(ix)
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flashoveryhjch shatters an insulator, therob, @sabling the component
until repair or replacement can be made. ) '
Wearher conditions

(@ Normal weather. Includes all weather not deﬂgnated as adverse or
major disaster.

(b) Adverse weather. Deﬂgnateﬁ weather conditions which cause an
abnormally high rate of forced outages for exposed components while
such conditions persist, but do not qualify as major storm disasters.

" Adverse weather conditions can be defined for a particular system by
selecting the proper vaues and combinations of conditions reported
by the weather bureau: thunderstorms, tornadoes, wind velocities,
precipitation, temperature, etc.

(c) Major stormdisaster. Desgnates weather which exceeds design limits

of plant and which satisfies dl of the following: .

—extensive mechanical damage to plant;

—imnore than a specified percentage of customers out of service;
—service restoration times longer than a specified time.

Exposure time. The time during which a component is performing its
intended function and is subject to outage.

Outage rate. For a particular classification of outage and type of

component, the mean number of outages per unit exposure time per

component.

(8 Adverse weather permanentforced outage rate. For a particular type
of component, the mean number of outages per unit of adverse weather
exposure time per component.

(b) Normal weather permanentforced outage rate. For a particular type
of component, the mean number of outages per unit of normal weather
exposure time per component.

Outage duration. The period from the initiation of an outage until the

affected component or its replacement once again becomes available to

perform its intended function.

(8 Permanentforced outage duration. The period from the initiation of
the outage until the component is replaced or repaired.

(b) Transientforced outage duration. The period from the initiation of the
outage until the component is restored to service by switching or fuse
replacement.

(¢) Scheduled outage duration. The period from the initiation of the
outage until congtruction, preventive maintenance, or repair work is
completed.

Switching time. The period from the time a switching operation is required

due to a forced outage until that switching operation is performed.
Interruption. The loss of service to one or more consumers. An interruption
is the result of one or more component outages.
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(8 Scheduledinterruption. Aninterruption caused by a scheduled outage.

(b) Forcedinterruption. An interruption caused by a forced outage.

(x) Interruption duration. The period from the initiation of an interruption to

a consumer until service has been restored to that consumer.

(8 Momentary interruption. An interruption of duration limited to the
period required to restore service by automatic or supervisory control-
led switching operations or by manual switching at locations where
an operator isimmediately available.

(b) Sustainedinterruption. A sustained interruption isany interruptionnot
classified asamomentary interruption.




Appendix 2 Analysis of the IEEE
Reliability Test System

A2.1 Introduction

The concepts and algorithms presented in Chapters 2 and 3 for evaluation of
generating capacity systems were illustrated in these chapters by application to
somerelatively small system examples. These examplescan all beevaluated using
adesk calculator and in many cases by basic concepts which do not require the use
of arecursive algorithm. Thisis not the case with practical system studieswhich
requireefficient algorithmsand asuitabledigital computer. In order to providethe
opportunity to develop and test a digital computer program which can be used in
practical studies, this chapter presents atest system and a st of calculated results
for arange of studies. The IEEE Subcommittee on the Application of Probability
Methods has developed a Reliability Tes System [1] (RTS) which includes both
generation and major transmission facilities. The main objective was to provide a
basic model which could be used to test or compare methodsfor reliability anadysis
of power systems. The generating capacity and load modd data are presented in
thefollowingsection.

'A2.2 |EEE-RTS

The total ingtalled capacity in the RTS is 3406 MW. The system capacity compo-
sitionisgivenin Table A2.1.

Table A2.2 presents the annual load mode in terms of the weekly peak loads
as a percentage of the annual pesk load. If Week 1 is taken as the firg week in
January then the load model represents awinter peaking system. A summer peaking
system can be created by taking a suitable time for Week 1.

Table A2.3 presents the daily pesak load cycle, as a percentage of the weekly
pesk. The same weekly peak load cycle is assumed to apply for all times of the yesar.
The datain Tables A2.2 and A2.3 defines a daily pesk load model of 364 days with
Monday as the first day of the year.

Table A2.4 gives weekday and weekend hourly load data for each of three
seasons. Combining the data given in Tables A2.2—4 defines an hourly load model
of 8736 hours. -

Additional dataare givenin Refs. 1 and 2.
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Table A2.1 Generating unit reliability data

Scheduled
Unit size Forced outage MTTF MTTR maintenance

(MW) Number of units rate (hours) (hours) twks/vear)
12 5 0.02 2940 60 2
20 4 0.10 450 50 2
50 6 001 1980 20 2
76 4 0.02 1960 40 3
100 3 004 1200 50 3
155 4 0.04 960 40 4
197 3 0.05 950 50 4
350 1 0.08 1150 100 5
400 2 0.12 1100 150 6

Table A2.2 Weekly pesk load as a percentage of

annual pesk
Peak load Peak load
Week %) Week (%)
1 86.2 27 75.5
2 900 28 81.6
3 87.8 29 80.1
4 834 30 88.0
5 83.0 31 72.2
6 8.1 32 776
7 83.2 33 80.0
8 80.6 K%} 72.9
9 74.0 35 72.6
10 73.7 36 705
1 715 37 78.0
12 » 2.7 38 69.5
13 704 39 724
14 75.0 40 724
15 72.1 41 74.3
16 80.0 42 74.4
17 754 43 800
18 837 44 88.1
19 87.0 45 835
20 880 46 90.9
21 85.6 47 94.0
22 81.1 48 89.0
23 90.0 49 94.2
24 88.7 50 97.0
25 896 51 1000

26 86.1 52 95.2
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Table AZ3 Daily peak load asa
percentage of weekly peak

Day Peak ivad (%,
Monday 93 «~
Tuesday ’ 100
Wednesday 98
Thursday £9)
Friday _ 94
Saturday ' 77
Sunday 75

Table A2.4  Hourly pesk load as a percentage of daily peak

Winter weeks Sumiicr weeks Spring/Fall weeks
-8 & 44-52 18-30 917 & 3143

Hour Wkdy Wknd Wkdy Wknd Wkdy Wknd
12—lam 67 78 64 74 63 75
1-2 63 72 60 70 62 73
2-3 60 68 58 66 60 69
34 59 66 56 65 58 66
4-5 59 64 56 64 59 65
56 60 65 58 62 65 65
6-7 74 66 64 62 72 68
7-8 86 70 76 66 85 74
89 95 80 87 81 95 83
9-10 9% 88 95 86 9 89
10-11 - % 0 N9 91 100 92
1 1-Noon 95 91 100 2 - 9 A
Noon- lpm 95 €0 ] 3 93 91
1-2 95 88 100 92 92. 0
2-3 93 87 100 91 0 0
34 A 87 97 91 83 86
4-5 9 91 %6 R 0 8
56 100 100 96 A 92 8
6-7 100 N9 93 B 9% 92
7-8 96 97 R B 98 100
89 91 A 92 100 9% 97
9-10 83 92 93 93 0 95
10-11 73 87 87 83 80 0
11-12 63 81 72 80 70 85

Wkdy = Weekday, Wknd = Weekend.
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A2.3 IEEE-RTS results

A23.1 Snglesysem

The total installed capacity of the RTS is 3405 MW. The complete capacity model
with no rounding increment used will have a large number of dates. If the model
is truncated at a cumulative probability of 1 x 107, the system has 1872 dates.
Table A2.5 presents a st of representative results for comparison purposes at
sdlected capacity levels. In practice, these tables are truncated and rounded, which,
when convolved with load models, which may aso be approximated, can give
results with varying degrees of inaccuracy.

In order to identify the effect of rounding, a series of studies was conducted
[2] inwhich no approximations were made in the eval uation process. This provides
a s of exact indices againgt which the results from aternative and approximate
methods can be compared. These results are;

using daily pesk loads, LOLE = 136836 day/yr
using hourly loads, LOLE = 9.39418 hr/yr

Thiswas followed by assessing the effect of approximations in both the generation
and load models on the system indices. These results [2] are shown in Table A2.6.
In addition to these studies, Ref. 2 outlines restrictions which exist in the
generation data of the RTS, extends the RTS by including more factors and system
conditions, and provides the results with these additional factors included. The
reader isreferred to Ref. 2 for the full details; the following is asummary of some
of the information:
(& The350 MW and 400 MW unitswere given derated states, producing the results
showninTableA2.7.

Table A2.5 Representative generation modd data

Individual Cumulative Cumulative
Sate Cap. out (MW) probability probabiliny frequency day
1 0 0.23639495 10 0.0
31 100 0.02999154 0.54760141 0.14607832
Q0 200 0.00128665 0.38132840 0.12174396
153 265 0.00001312 0.33556693 0.09192086
288 400 0.06572832 0.26187364 0.06434489
444 556 0.00000345 0.08457820 0.05360552
488 600 0.00035769 0.06211297 0.04291001
838 950 0.00006431 0.00749197 0.00712004
1088 1200 0.00002413 0.00079125 0.00104271

1388 1500 0.00000030 0.00004043 0.00006923
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Table A2.6  Effect of rounding

Capacity model Load mode! LOLE
rounding interval (MW}  (no, of points) (dir)
20 exact 1.38587
40 exact 1.37978
60 exact 1.39806
80 exact 1.37687
100 exact 141622
exact 10 1.74649
exact 100 1.42843
exact 200 1.38993
exact 364 1.37256
20 100 143919
20 200 1.39869
20 364 1.38967
40 100 145041
40 200 141514
40 34 1.39415

(b) The load model was associated with varying degrees of uncertainty, giving the

results shown in Table A2.8.

(c) The peak load was varied between 0.84 and 1.10 of that specified in the RTS,

giving the results shown in Table A2.9.
(d) The generation was expanded to include a varying number of additional

25-MW gasturbines, giving the results shown in Table A2.10.

Table A2.7 Effect of derated states

Units derated LOLE (d#r)
1 x 400 MW 1.16124
2 x 400 MW 0.96986
2 x 400+ 1 x 350 MW 0.88258

Table A28 Effect ofload forecast uncertainty

Uncertainty (%)

LOLE (d&#

2
5
10
i5

1.45110
191130
3.99763
950630

485
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Table A29 Effect of pesk load

Multiplyingfactor p. u. Peak load (MW) LOLE (diyri
110 3135 6.68051
106 3021 3.77860
104 2964 267126
100 2850 : 1.36886
0.96 2736 0.65219
092 2622 0.29734
0.88 2508 0.12174
084 2394 0.04756

(e Finaly the exact energy indices of the basic RTS were cal culated and found to
be LOEE = 1.176 GWh and EIR = 0.999923.

A23.2 Interconnected systems

A study was dso conducted on two identical IEEE Reliability Tet Systems
connected through a completely reliable tie line of variable capacity to illustrate
how the LOLE is affected by the tie line capacity. Under the assumptions stated
previoudy for two interconnected systems, the variation of the LOLE of one system
asafunction of thetie line capacity is shown in Table A2.11.

A233 Frequency and duration approach

The IEEE-RTS provides an excellent vehicle for comparing the results obtained
from the two different load models available in the F&D approach. A series of
studies has been performed using the IEEE-RTS to provide a comprehensive st
of results which can be used in program testing.

Table A2.10 Effect of adding gas

turbines
No. of gasturbines LOLE (d/yr)
1 1.18293
3 0.86372
5 0.62699
8 0.38297
10 0.27035
12 0.18709
15 0.10674
16 0.08850
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Table A2 1.
Tie iine capacity LOLE (dayslyear)
(MW) (no rounding)
0 13689
100 ; 0.7500
200 0.4633
300 0.3413
400 0.2934
500 *0.2771
600 0.2740
700 0.2740

These studies were conducted using the daily peak loads over the period of a
year conssting of 365 days unless otherwise specified. ’

() Generation

All generators regardless of unit sze were assumed as binary units. The daily
generation model was developed by converting the hourly datainto daily data. The
capacity outage table was truncated at a cumulative probability less than 1075,

2) Load

A winter peaking system was adopted by taking Week 1 as January and Monday as
the first day of the year. Since the test system provides only 364 daily peak loads
in ayear, it was assumed that the daily peak load on 31 December was the same as
thaton 1 January.

(d) Exact-stateload model

Thedaily peak loads were assumed to exist for 12 hours -giving an exposure factor
of 0.5. The 365 daily peaks were arranged in ascending order and then grouped in

Table A2.12 Load occurrence data table

Load level No. of
Level j L, (MW) Occurrences Prob. p(L) +Ly)/day —~Lp/day
i 2687 12 0.01643836 0 2
2 2454 82 0.11232877 0 2
3 2188 108 0.14794520 0 2
4 1953 116 0.15890411 0 2
5 1593 47 0.06438356 0 2
6 1485 365 0.50000000 2 0
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Table A2.13
Exposure factor Cumulative probability Cumulative frequency/day
02 0.64202767 E-2 0.37328424 E-2
05 0.16050218 E-2 0.45170295E-2
0.6 0.19260199 E-2 0.47784252 E-2

dass intervas of 1450-1750, 1750-2050, 2050-2350, 2350-2650, 2650 and
greater. The mean of each class wastaken as the load level and the class frequency
as the number of occurrences of that load level as shown in Table A2.12. After
rounding offthe decimal places, the exact-gate |oad modd was obtained as follows:

No. of load levels (including low load) =6

Annual pesk load (MW) = 2850
Exposure factor, € =05
Period of study (days) =365

The firg negative margin was taken as the load loss Situation and therefore the
calculated indices are the cumul ative probability and frequency associated with this
margin. Table A2.13 dso shows results for exposure factors between 0.2 and 0.6.

(b) Cumulative state load model

This load modd is formulated using the chronologica input data, and therefore
depends on which pesking system (winter or summer) isused. The load levelsin
this case (Table A2.14) were assumed to be equally Spaced between the annual pesk
and annual low loads. The following expresson was used to compute the load level
increment between any two load levels.

- . (annual peak load) - (annual low load)
load level increment 0.0 Fload ey -2

The cumulative state load model was obtained as follows:
No. of load levels =8
Annual pesk load (MW) = 2850
Annual low load (MW) = 1485.56
Period of sudy (days) =365
Themarginof 0 MW wastaken astheload losssituation and thereforethecal culated
indices are the cumulative probability and frequency associated with thismargin.
The number of load levelsis an imbedded parameter built into the cumulative

date load modd which affects the cumulative probability and frequency of the load
loss situation. The sdlection of a large number of load levels will give accurate
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Table A2.14 Load level data

Freq. F(L)/day

Level i Load feve! L (MW)  Prob. P(Lj
1 2850,00 0. 0.
2 2622.59 0.03835%6 *0.00479
3 2395.19 0.202740 0.030137
4 2167.78 0.419178 0.104110
5 1940.38 0.704110 0.098630

.6 1712.97. 0.879452 0.087671
7 1485.56 0.997260 0.065753
8 1485.56 1.000000 0

Table A2.15

No. ofload levels ~ Cumulative probability Cumulativefrequency/day

8 - 0.90109048 E-2 0.75496321 E-2
10 0.73679441 E-2 0.65175359E-2
15 0.54434502 E-2 0.56968695E-2
20 0.49097231E-2 0.52101543 E-2
30 0.45568782 E-2 0.50016633 E-2
40 042683 125E-2 0.48351036E-2
50 0.41478655E-2 0.46945866 E-2

results, but on the other hand it demands more execution time and computer
memory. A question which arises is ‘what isthe optima number of load levels?’

The cumulative probability and frequency of the load loss situation were
computed as a function of the number of load levels. Theresultsare shown in Table
A2.15.

The frequency and duration approach can be used in interconnected system
evaluation. Consider two identical IEEE-RTS Systems A and B and assume that
they are interconnected by a finite capacity interconnection and the requirement is

Table A2. 16 Exact-state |load model

Tie capacity (MW Cumulative probability Cumulative frequency/day

0 0.1651 1638E-2 0.46503918E-2
200 0.36053659E-3 0.10929590 E-2
400 0.65338427 E-4 022418916 E-2
600 0.14944406 E-4 0.68437925 E-2
800 0.86339767 E-5 0.47665535 E-2

1000 0.81682158E-5 0.45980385 E-4
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Table A2.17 Cumulative state load model

Tie capacity (MW)

Cumulative probability

Cumulative frequency, ‘day

0]
200
400
600
800

1000

0.88971496E-2
0.23814005E-2
0.49108965E-3
0.12680453E-3
0.60721801E-4
053263615 E-4

0.74702451 E-2
0.23080875 E-2
0.69563516 E-3
0.27716927E-3
0.20183909E-3
0.19192208 E-3

to evaduate the F&D reliahility indicesin System A. System B isconsidered to help
Sysem A as much as it can without curtailing its own load. System B has the same
capacity moded as System A and an exact-state load model. The peak loads in both
systems are assumed to be uncorrelated.

Thetie capacity wasvaried from 0to 1200 MW and thetie lines were assumed
to be 100% reliable. The cumulative probability and frequency of the load loss
situation for different load modelsin System A as a function of the tie capacity are
givenin Tables A2.16 and A2.17.

A2.4 Conclusion

This chapter has presented the basic generation—oad data from the |EEE-RTS
givenin Refs. 1 and 2. It has also presented the cal culated indices for arange of
studies. It is hoped that these results will provide useful reference values for those
interested in applying the algorithms given in Chapters 2 and 3 to practical system
dudies.
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Appendix 3 Third-order
equations for overlapplng events,

A3.1 Introduction

The equations presented in this appendix relate to third-order overlapping events.
They can be applied either to athree-component parallel system or to athird-order
minimal cut st (failure event). All the equations can and have been deduced
logicaly using the concepts of overlapping outages described in Chapter 8. The
equationsare presented using thislogica and sequentid structure sothat thereader
may rededuce them if desired. It should be noted, however, that the assumptions
and conditions described in Chapter 8 are embedded in these derivations. Conse-
quently, thefollowingequationsshoul d not beusedindiscriminately andthereader
should first check that these assumptions and conditions are applicable to the system
heisanalyzing. Ifthey are not applicable, suitable modifications should bemade,
using the same basic logic, and a Smilar st of gppropriate equations should be
deduced.

A3.2 Symbols

The following symbols are used in the equations pre&ented in the following
sections.
Li

<

permanent failurerate of component / (ifsingle weather state)
permanent failure rate of component i in norma wesather (if two
weather states)

A, = temporary/trandent failure rate of component i

A; = permanent failure rate of component  in adverse westher

k = maintenance outage rate of component i

A; = common mode failure rate of components i and
Az ¢ = common mode failure rate of components & and k (if Sngle westher Sate)

= common Mode failure rate ofcOMponents i, jand & iN normal westher
I (iftwo weather dtates)
A:h = common mode failure rate of components i, j and K in adverse weather
‘A~ average common mode failure rate of components +,j and k
r; = repair time of component i

481
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ry = reclosure time of component i

r’;= maintenance time of component 7

ry = reciprocal of repair rate representing simultaneous repair of compo-
nents i and j

ra= reciproca of repair rate representing simultaneous repair of compo-
nents i, jandk

N = average duration of normal westher

S= average duration of adverse weather

A3.3 Temporary/transient failure overlapping two permanent
failures

The following equations relate to a third-order event in which one component
suffers either atransient or atemporary failure and the two other components are
forced out of service as a result of permanent failure. The equations neglect any
contribution due to two transient failures, two temporary failures or one of each. If
necessary, the equations can be adapted to include these effects athough the
probability of such an event is generaly negligible.

rll 3
A = Mphy ;13 +lu7‘3 1Ay oy
Falyy Fal'y
+ + Ak
Ady 2)'31,_“_ Z'23"2)*“,,2_!_‘,,
L . P
+ l37"u’3;"2 * AghTyh i,

+ twelve smilar terms involving temporary/transient failures of
components2 and 3

=y hdalrgra + rory +r3y)

+ two similar termsinvolving temporary/transient failures of
components
2and 3

A.PI = la + 11: +h,

T = gty + A7y + Rer ) A
where

la = lulzla("u"z + Fars + ?'37'“]

Ay = Mhgha(rirg + rprs + 131}
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Ao =M (r 7y + rorg + rary)
Fy = ryrary/ryry +ryrs + rry)
ry=rirph/rrg t i) ~
o=/, R g+ ran)

Ifthe reclosure time is assumed negligi bI e oompared W|th the repar t| ime, the above

eguations reduceto

}.px =M AAgrory + R Aohar s + M A AT 7y

T = (A harafurars + AAghsr, t2r3+)bﬂqlgfirzrﬁ)/l

A3.4 Temporary/transient failure overlapping a permanent and a
maintenance outage

The following equations relate to athird-order event in which one component is
out on scheduled maintenance, one component suffers a transient or temporary
failure and one component is forced out of service as the result of a permanent
failure. As discussed in Chapter 8, it is assumed that the first component in each
sequentid outage event is on scheduled maintenance, i.e. acomponent is not taken
out of service for scheduled maintenance if aforced outage in the related event has
aready occurred.

ﬂ L

_'A,”:‘y ’Jf ri rz llf 2 r rtj
A’pl‘ﬂt- 1 zlkﬂrn_‘_ + llUII"Z +
1T o+
rir N A
+ A7 Ay A +X'"7s. rih
37 A th S
s n*ra

+ eight similar terms involving maintenance of components 2 and 3

= A7 Ay )1[ . l]

” "o ?'3 ra
* li lals(rl )2 [ri’ +r3+ ry+ ra]

+ four smilar terms involving maintenance of components 2 and 3.

Therefore
lm=)ua+ Ay + A+ hyg+ A, + Ay

(ka &+ )\‘brb + )"crc+ kérd + 1'a:r»: + 1‘f"'l"}'ll;:um
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where

by =27 Mphg(r}Y [

f] +r2 ?'1 +r8

Ay = A lals(r{')’{ 2y

4y oy '”12)

fy 7a

A=A A (3

r+r ’;“*'13)

r. r
=A% Ay, \2( e
L'i"""s rptry

r T

A= A7 AA(ryy

+
" ”
r-—,‘ 'I‘J'* f'3 +rl2

ry ny

= A7 Ayholr3)?

+—u—
" L
vy oy, ry oty

s

PR "
Ty r2+r2rt3+rt3rl

”
= N el
b* M "
rrg oy
"
_ nrirg
rcﬁr P ra L
172 2 fat e’
'
, Fafs 73
é= " "
r”rz +?'2 r3+r3r”
13
rrot
e r ro+rlr
Fylo+ Tph ¥ 1
!
FuraTy
re=

" "
r’[l r3+?‘2r3 +r3 ?'“

If the reclosure time is negligible compared with the repair and maintenance
times, the above equations reduce to

- - R N2 L
A, =R A, B(rl)z A+ ) Ay =Ry Ay Ay (P)) /(] + )

Ao=A5 kg As(ry 2 Hry+ry)  hg=AY }»z(ré')2 ry/(ri+ ry)
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- N A 2, - , -
Re =AY Ay A () 7 + P M= RS Ay X, (r) /iy + )

ry =r:.=ry Ty =7 =7p rg=rn=ry

A3.5 Common mode failures

A3.5.1 All three components may suffer a common meode failure

Thefollowing equationsrelateto athird-order event inwhich all three components
may suffer a common mode failure. These equations are presented assuming
permanent failuresonly, but the structure can be adapted to accommodate transient,
temporary and maintenance outages. Two s&ts of equations are included. The first
<t relates to the situation in which independent failures and common mode failures
lead to the same down state. The system therefore has a single down state similar
in concept to Fig. 8.13. The second st relates to the situation in which independent
failures and common mode failures lead to distinctly separate down stetes. This is
conceptually similar to Fig. 8.14.

(@ Sngledown state
A= hho{rry # 7+ T )+ Ay

FiralsFyas

r= _
Py ¥ PPy T F P ¥ 1y

(b) Separate down states
A S hAh(riry trry +rar) + Ay

AAghsr rary + hpasli o
r= -

A

A352 Only two components may suffer a common mode failure

The following equations relate to a third-order event in which only two of the
components (2 and 3) may suffer acommon mode failure and the other component
{13 canonly fail independently. Asdiscussad in Section A3.5. i, there aretwo sets
of equations — one for a single down state and the other for separate down Sates

(8 Sngledown state
X=2,+2
r={Ar, + At} A

where
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f
A=A Lkzr1 + Ayr 71.2 + Ay, ]4- Doy, + 1) + Ay,
Ty Ak Pihg —A3
F.
A‘n*’zzs +2 "3 2w
i.e
X = Aho(ryry +r iy + ryr rar) + AAa(r, + 7.}
and

re=nr/r+ry
re=rady/(riry s+ )
T =TT/ (T ¥ 1yfyy + 1yhy)
- {b) Separate down states
A=k +h,
r= (A, + )/ A
where
h = AR Ay + oy )
- Ry = Aagry )
ry= e/ (nr, s )

f = r,rB/(rl +ry)

A3.6 Adverse weather effects

Thefollowing equationsrelate to athird-order event inwhich thethree components
shareacommon environment which can vary between normal weather and adverse
weather. These equations are presented assuming permanent failures only, but the
structure can be adapted to accommodate transient, temporary and maintenance
outages. Two sats of equations are given as Tables A3.1 and A3.2. The first st
relates to the situation where repair can be performed in adverse weather. The
second set relatesto the situation where repair can only be done in normal weather,
The concepts and assumptions discussed in Chapter 8 are again used in the
formulation of these equations.
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Table A3 i #.rais 15 possible in adverse weather

The system indices are given by combining the tabulated contributions (i = 1 to; = 8) as
follows: 4 = X0, Ai 1 = ronry/{rrst rry + 1),

Fuilure mode N
Na. :
0] Ist 2nd  3rd Contribution t0 the systemfailure rate (&)
- N ; A - -
1 N N N _\":u—) [li()ﬂR?)(}-}RS) + 20 R5(2Rs)

+ similar terms for components 2and 3]

2 N A N ll V(MR WAR)+ &y (X3R3)()\.2;’<36)

M s‘i_’
+ similar terms for components 2 and 3]

¢ .
3 A N N N [MaRAGA) + 2R R)
+ gmilar terms for components 2 and 3]
4OA AN T IRIRY + MaRRY
A +o
+ similar terms for components 2 and 3]
5 A A A V.S Fa (R )0 Re) = Ml 2ol XAaRS)
+ similar terms for components 2 and 3]
S - . n R:m ¥y ..,\,,,Rz..
6 A N A .7\7:—5 Li\.l’(ftz}u‘}‘ ‘{ Triaing} + Ayl Agiing N iRy
+ similar terms for components 2 and 3]
N
T N A A “Sh, N s ,Wnsju,-\—(». R AR}
+ similar terms for components 2 and 3]
8 N N A v U 1()\;10) Ong ~ A AR ) (mRQ}

+ similar terms for components 2 and 3]

N represents the normal weather state.
A represents the adverse weather state.

Tafa 173 S, Nrr,
Ri=—— R::““['— Ry=—— Ry= i
T i+ S+r Nr+Nry+ s
Neyrs Nry _ Srir
Ry=— - R fo—"
Nr,* Nm+rry A"+, Sri + Sry + ryry
Sr,r.(
RQ = =

Sri+Sr+rn
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Table A32  Repair is not done during adverse wesather

The system indices are given by combining the tabulated contributions
(i1=1t0:1= 8) asfollows: X =&, + Ay, I = (Ara + Apry) /(h, +2y), Where

4
A.,:Z A
Tl

lh:z A-,-

i=3
- NN o3 e
r,r_?+r2r3+r3rl b !';r‘2+r2r3+r3r1
Failure mode
No
i) Ist 2nd 3rd Contribution to the systemfailure raze (1)
PN N N e on )R + AR Ry
+ similar terms for components 2 and 3]
2 N AL N G M S 0500.R) + b G3SKAR)
+ gmilar terms for components 2 and 3]
3 A N N % 5 N AR + Mi(Rr XAaRy)
+ gmilar terms for components 2 and 3]
S Vel aEr 4
4 A A N 5 [WHASSHASR,) + R{(A3SH3R)
+ dmilar terms for components 2 and 3]
5 A A A —[x (AL + M (ASHRS
+ dmilar terms for componentsz and 3
§ r., R,
6 A N A m[ i{hary) meﬁhufam "(fle
+ similar terms for components 2 and 3]
70N A A D sms 1, L 059058)
N+S['NM 3 17 VadiAg
+ gimilar terms for components 2 and 3]
Now R, ., R. |
BN N A MR 59+ M) 3 049)

+ gimilar terms for components 2 and 3]

N5 R, R, R, R4, Rs, Ro, R7, Rs, Ro, asin Table A3.1.
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A3.7 Common modefailuresand adverse wather effects

The foilowing equations relate to athird-order event in which all three components
may suffer acommon mode failureaswell as sharing acommon environment. They
are therefore derived from those given in Sections A2'5.1 and A3.6, using the
concepts described in Chapter 8. In addition it is assumed that asingle down state
mode! is applicable, 1.e. similar in concept to Fig. 8,13. The equations can be
extended, however, to the case in which only two of the components can suffer a
common mode failure and the case in which separate down states are applicable.

A3.7.1 Repair is possblein adverse weather

The contributions to the system indices by the independent failure modes are
identical to those given in Table A3.1. Therefore

* N o, o8 3.
T N+S P ON+s P

where X, {i= 1tor=8)isgivenin Table A3.1:

U]
F=

sl S i YA T 10

A3.7.2 Repair isnot done during adver se weather

The contributions to the system indices by the independent failure modes are
identical tothosegivenin Table A3.2. Therefore

A=k +hy

R VI 2 N N YO Y

where
- - ;V - » - S *
A=A+ . hoy= A, =T R,
[ a .N _'_5 [l d b N+S 143

X ko aregivenin Table A3.2;

Firarsin

r.=
Filals v Il s 1Ny + 1l

ry=r.+ 8



Solutions to problems

Chapter 2

1L @ Peak |0ad LOLE
150 0085719 (d/yr)
160 0.120551
170 0.151276
180 0.830924
190 2057559
200 3595240

(b) 200 0.105548 (d/yr)

210 0.159734
220 0.210936
230 0.257689
240 1.259372
250 2.641976
260 4.245280

(c) Increase in peek load carrying capability = 456 MW

(d) Peak load LOLE
150 0.085349 (d/yr)
160 0119730
(O 0.281061
180 0.940321
190 2.119768
200 3565910
200 0.106232 {d/yr)
210 0.159137
220 0.210046
230 0.448675
240 1.335556
250 2686116
260 4.221469

(e) Increase in peak load carrying capability = 43 MW
2. LOLE=0.7819 d/period
EIR = 0.998386

500



EIR=0.983245
EES (50 MW unity = 112 800 MWh
EES{Unit Cy= 13570 MWh
(&l LOLE {GenBus) = 3,32 days/year
LOLE (Load Bus) = 7.96 days/year
(b) LOLE(Gen Bus) =5.62 days/year
LOLE (Load Bus) = 10.22 days/year
(c) EENS = 1288.1 MWh
E1R=099793¢6 .
(8 LOLE=0,028363 days/day
(b) LOLE =0.030041 days/day
(a) EIR=0.990414
EES (Unit D) = 3560 MW days
EES(Unit C) = 1646
EES {Unit B) = 274.5
EES (UnitA) = 65.8
LOLE =4.17 days/year

Chapter 3

1.

Cumulative frequency = 7.435 occurrences/yr.
Cumulative probability =0.173906
Averageduration =204.9 hr.

Solutions to probiems 501

2. Cumulative frequency = 0.013003/day
Cumul ativeprobability = 0.016546
Average duration =1.273 days
3.
Capacity Probability Cumulative prebability  Cumuiative frequency
120 0.796466 1.000000 —
100 0.172535 0.203534 19.114
80 0.015577 0.030979 7.906
70 0,014566 0.015402 5.509
60 0.000761 0.000836 0,235
40 0.000021 0.000075 0.046
0 0.000054 0.00004 0.039
4.
Capacity margin
(MW) Probability Frequency
200 0.02476499 0.05076823
160 0.00252704 0.00639341
140 0.00619124 0.01269204
120 0.01000912 0.02061218
100 0.00682300 0.01428736
80 0.00101291 0.00256480
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Capacity margin
(Mw) Probability Frequency
60 0.00065755 0.00167584
40 0.00251778 0.00520085
20 0.00002632 0.00007948
0 0.0002534 0.00064220
-20 0.0000004 0.00000189
—40 0.00001032 0.00003107
—60 0.00000001 0.00000004
-80 0.00000021 0.00000073
-100 0.0 00
-120 0.0 00
-160 0.0 00
Capacitymargin Cumulative Cumulative
Mw) probability frequency
200 0.05479457
160 0.03002958 0.05081388
140 0.02750254 0.05473079
120 0.02121130 0.04265788
100 0.01130218 0.02345378

80 0.00447918 0.00983507
60 0.00346627 0,00735963
40 0.00280872 0.00568379
20 0.00029094 0.00073295

0 0.00026462 0.00065504
20 0.00001108 0.00003309

~40 0.00001054 0.00003122
—60 0.00000022 0.00000077
-80 0.00000021 0.00000073
-100 00 00
-120 00 00
-160 00 00
Chapter4

1. LOLE =0.010720 days/day

2.

3.

LOLE = 0.007491 days/day

LOLEg = 0.045925 days/day

Interconnection 100% available

LOLE, = 0.1942 days, ELOL,4 =2.475 MW
LOLEg = 0.0585 days, ELOLg = 0.659 MW
Interconnection availability included

LOLE, = 0.1943 days, ELOL, = 2.478 MW
LOLEg = 0.0585 days, ELOLg = 0.661 MW
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4. LOLE=10.219913 days/period

5. Interconnection ({i% available
LOLE, = 1.162dayslyear
LOLEy = 099 davs/vear
{nterconnection 954 available

LOLE, = avsvear
LOLEx = 1,195 days year

Chapter 5

1. (@) 0.011370, G 000038 by 0.316789, 0.009485
{c) 0.006829, 4.000021 (d) 9.009105, 0.000037

(6) 0.060187, <157

(@) 0.0004761 b 0.0000001 (cj 0.0000477
0.001972. 0.000003

(@) (b) 45 MW each (¢) 0.0003805
0.000011.0.005126

M Wt

Chapter 6

1. 4.17 days/vear
2. Generarionindices: LOLE (4.37 diyr), ELL (0.3168 MW), EENS (2755 MWh/yr)
Annualized load point indices:

Index Load A Load B
o 0.012124 0.016201
F {occ.lyr) 2.8595 7.4495

Total Isolated Total Isolated
ENC (occ./yr) 2.8595 — 7.4495 0.0284
ELC {MW) 36.81 — 84.13 170
EENS (MWh/yr) 1356.5 — 17123 7.88
EDLC (h) ' 106.2 — 141.9 0.13

value Outage Prob. Value Outage Prob.

max LC (MW) 30 L1, Iz 0000014 60 £2, 13 0.000015
max energy curt. (MWhiyry 7737 GI, G2 0007066 7737 G1,G2 0.007066
max DLC (h) 619 GIl, G2 0007066 619 G1,G2 0,007066
aver. LC {(MWi/curt.) 12.87 11.29
aver. ENS ¢MWh curt.) 474.4 229.9
aver. DLC (k) 37.14 19.05
Annualized System indices: _
bulk power interruption index (MW/MWyr) 0.86
bulk power supply average MW curt/disturbance 11.73
bulk power energy curt. index (MWh/MWyr) 21.92

modified bulk power energy curt. index 0.002502
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aver. NC/load point (occ./yr) 5.155
aver. LC/load point (MW) 60.47
aver. DLC/load point (h) 124.06

max system LC (MW) 60 L2,13 0000015
max system ENS (MWh} 15475 G1, G2 0.007066
3. (a) P(capacity deficiency) = 0.016059

F(capacity deficiency) = 1.97 occ./year

LOLE = 5.86 days/year

ELL=0.3623MW

EENS = 3174 MWh/yr

(®)
Bus Load Probability Frequency
3 1 0.024426 5.49 occ/yr
4 2 0.016032 0.50 occ./yr
(¢) Annualized |0ad point indices:
Index Load 1 Load 2
Q 0.023509 0016412
F (occ./yr) 7.9258 31141
Total Isolated Total Isolated
ENC(occ./yr) 7.9258 0.084 3.1141 0.0699
ELC (MW) 80.58 5.36 34.64 2.80
EENS (MWhiyr) 21999 3134 1561.9 1963
EDLC (h) 205.9 0.62 143.8 0.49
Value Outrage Prob. Value Outrage Prob.

max LC (MW) 60 £2.L3 0.000037 40 L2,14  0.000034
max energy
curt. (MWh/yT) 72696 G1,G2 0008299 72696 G1, G2 0.008299
max DLC (h) 727 G1,G2 000829 727 GI,G2 0008299
aver. LC (MW/curt.) '10.17 11.12
aver. ENS (MWh/curt.}) 277.6 501.6
aver. DLC (h) 25.98 46.17
Annualized systemindices:
bulk power interruption index (MW/MWyr) 115
bulk power supply average MW curt./disturbance 1044
bulk power energy curt. index (MWh/MWyr) 37.62
modified bulk power energy curt. index 0.0042%4
aver. NCAload point (occ./yr) 552
aver. LC/load point (MW) 57.61
aver. DLC/load point (h) 174.86
max system LC (MW) 100 12,14  0.000034
max system ENS (MWh) 14539 G1,G2  0.008299




(d) Annualized loadpoint indices:
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_{n_{gx . } N Load 1 Load 2

0 0.015105 0.015070
Floce/yr) 2.3906 2.3516

Total [solated 2;;1;:! Isolated
ENC {occ./yr) 2.3906 —_— 2.3516 0.0288
ELC (MW) 25.11 — 25.58 1.15
EENS (MWh/yry  1430.2 — 1433.0 7.71
EDLC () 1323 — 1320 0.19
Value Outrage  Prob. Value  Outrage  Prob.

max LC (MW) 125 G2,G2 0.005843 40 13. 14 0.000022
max energy curt. (MWh'yr) 720.77 G1,G2 0.008228 720.77 1, G2 0.008228
max DLC (h) 72.1 G1,G2 0.008228 72.1 G, G2 0.008228
aver. LC (MW/curt.) 10.50 10.88

aver. ENS (MWhycurt.) 5984 609.4

aver. DLC (h) 55.36 56.14

Annualized system indices.

bulk power interruption index {(MW/MWyr) 0.51

bulk power supply average MW curt./disturbance 10.69

bulk power energy curt. index (MWhMWyr) 28.63

modified bulk power energy curt. index 0.003268

aver. NC/load point (occ./yr) 237

aver. LC1oad point (MW) 25.35

aver. DLC/load point (h) 132.17

max sysem LC (MW) 40 13,14  0,000022
- max system ENS (MWh) 14415 G1, G2 0.008228
(€) Annualized |oad point indices:

Index Load 1 Load 2

0.015419 0.015050
F (occ.lyr) 2.7918 2.3568
Total Isolated Total Isolated

ENC (occ./yr) 2.7918 — 2.3568 0.02%4
ELC (MW) 29.1! — 25.65 1.18

EENS (MWh/yr}  1457.6 — 1431.2 7.71
EDLC (h) 135.1 — 1318 0.19

Value QOutage Prob. Value Outage Prob.

max LC (MW) 125 G2,C2 0.005836 40 L3, 14 0.000022

max energy curt. (MWh/yr) 719.90 G1,G2 0008218 71990 G1,G2 0008218

max DLC (h) 7199 Gl,G2 0008218 7199 G1, G2 0.008218

aver. LC (MWicurt.) 10.43 10.88

aver. ENS (MWhycurt.) 522.1 607.3

aver. DLC (h) 48.38 55.94
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Anrnualized system indices:

bulk power interruption index (MW/MWyr) 0.55
bulk power supply average MW curt./disturbance 10.64
bulk power energy curt. index (MWh/MWyr) 28.89
modified bulk power energy curt. index 0.003298
aver. NC/load point (occ./yr) 257
aver. LC/oad point (MW) 27.38
aver. DLC/load point (h) 133.46
max system LC(MW) 40 L3, L4  0.000022
max system ENS (MWh) 1439.8 G1,G2 0.008218
Chapter 7
SAIFI SAIDI CAIDI AENS
(int / cust. yr) (! cust. yr) (h/cust. int) ASAI (kWh / cust. yr)
L 1) 220 3.76 17 0.999571 1697
(1) 220 3.10 141 0.999646 1417
(iit) 0.85 243 2.86 0.999723 1098
<iv) 0.94 247 263 0.999718 1117
2.(a) (1 220 232 1.05 0.999735 1078
(i1) 220 232 105 0.999735 10.78
(i 0.85 165 1 0.999812 760
(iv) 094 169 180 0.999808 7.78
2.(6) (i) 220 255 116 0.999708 11.80
(ii) 220 255 116 0.999708 1180
(Hi) 0.8 188 221 0.999785 862
(iv) 0% 1% 204 0.999781 880
Chapter 8

1.(@d (i)457x 10‘4f/yr, 4 hours, 1.83 x 10 3 hours/yr
100x 107! flyr, 2.01 hours, 2.02 x 107! hourslyr
(i) 213 x 1077 flyr, 2.64 hours, 5.63 x 1077 hours/yr
3.44 x 107 f/yr, 1.68 hours, 5.76 x 107> hours/yr
(b) (i) 246 x 1073 flyr, 1.56 hours, 3.83 x 1073 hours/yr
103 x 107" f/yr, 1.99 hours, 2.05 x 10" hours'yr
(ii) 200 x 1073 flyr, 1 hour, 2.00 x 107 hours/yr
2.03 x 107 f/yr, 1.01 hours, 2.06 x 10~> hourslyr
2.(3& (1) 137x 1073 flyr, 4 hours, 5.48 x 1073 hours/yr
101 x 107} f/yr, 2.04 hours, 2.06 x 10~ hours/yr
(i) 9.07 x 107 f/yr, 2,62 hours, 2.38 x 1078 hourslyr
355 x 107*f/yr, 3.43 hours, 1.22 x 107 hours/yr
3. 111 x 107 f/yr, 868 hours, 9.62 x 107! hours/yr
4. 1.14 x 107 f/yr, 854 hours, 9.70 x 10™! hourslyr
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5.4.64 % - 426 x 107 hourSIyr
{1y a8 . T Shours, 1.14x 107¢ hours,yr
oy T 1070 Tt r 5 hours, 584x 1072 hours/yr
€1 4 “ f\r 5 hours, 2 x 167 hours/yr

8.

(iiy {a) 228 x 107 f/yr. 5 hours, 1.14x 107 hourslyr
(b) 1.32x 187 flyr, 6.36 hours, 8.42 x 162 hourslyr
(c) 4.6x 10~flyr, 6.5 hours, 3 x 107" hourslyr

(@) 5.04 x 107 flyr. 4.69 hours, 2.37 X 107> hourslyr

(b) 1.60X 10 fyr.6.17 hours, 9.85 X 107 hours/yr

(c) 4.88x 107 flyr. 6.49 hours. 3.16 x 107! hours/yr

(a; 0645 flyr {b161.6%

(© 1. 54 x 107 fiyr, 4 hours. 6. 16 x 107 hours/yr

“

9. 798 x 1072 fiyr, 4 hours. 3.20 x 107! hours/'yr

Chapter 9

1.

(i) 0.04f'yr, 7.5 hours, 0.30 hours/yr. 3.75 MW, | .126 MWh/yr.
(ii!  0.046 flyr, 7.8 hours. 0.356 hours/yr, 1.41 MW, 0.503 MWh/yr.
(iiiy 0.039 f/yr, 7.4 hours. 0.287 hourslyr. 1.96 MW, 0.562 MWh/yr.
{(iv) 0.04f/yr, 7.5 hours. 0.30 hours/yr, 1.98 MW. 0.594 MWh/yr.

Chapter 10

1.

(8) 88Lx 107,0.51,447x 1070671
(b) 901 x 107°.0.51,458 o*’ 0.687
(€ 7.2tx 107 051 3.67x 1072.0.551
(dy 821 x ‘0' 414X 1670621
(e} 1.04x 10 ,0.50. 5.24 x 107°,0.786
() 1.20x 107',050. 6.04 x 107°,0.906
(g) 7.41x 107,052 382x 10,0573

2. (@ 500x 107.104.520x 10~
(b) 4.01x 1072.0.51.205x 107

Chapter 11

111709

2. 116.15.118.03

3. 11806

4. 11613

5. 116.82. 116.82. 116.96

6. 0.994447(100). 0.001824(70), 0.001371{60)
0.001216(50). 0.001142(9)

7. 0.793425(100). 0.048767(90). 0.045479(80)

e

0.036712(70% 0.033425(60). 0.042192(0} 0.0805
0.977674. 0.009826, 0.012500
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0.967898, 0.029380, 0.002722
0.965477, 0.034220, 0.000303
9. 0.972786, 0.014664, 0.000075, 0.012475




| ndex

Absolute indices. 5

Active failure. 335

Active failure rate, 338

Adequacy. 8. i 82

Adverse weather. 267. 479

Alert state. S. 9

Alernative supply fatlure. 348
Analytical technique. 7

Annual basis analysis. 55

Annual indices. 106. 207

Annual outage time, 222. 251
Annualized indices. 196, 202
Annualized value. 192, 196

Arearisk curve. 156

Assistance probability table. 122
Assisted system, 117, 122

Assisting system, 122

Auxiliary equipment, 361

Availability, 21

Average customer curtaiiment index, 225
Average customer indices, 223
Average duration. 92

Average energy not supplied. 225
Average load. 225

Average system availability index. 224
Average system curtailment index, 225
Average system unavaitability index, 224
Average unavailability, 376

Base load unit. 21
Breaker failure
inadvertent opening. 294
short circuit. 294
states, 294, 332
Bufferzone. 8
Bulk power curtailment index, 202
Bulk power interruption index. 202
Bulk transmission, 182
Bunching effects, 266

CAIDL 224
CA1F1. 224
Capability
effective load carrying. 108
increased peak load carrying, 50
pesk load carrying, 43
Capacity
installed, 18
operating, 18
static. 18
Capacity assistance level. 122
Capacity expansion. 48
Capacity outage. 38
probability table, 25, 88. 152. 186
Capacity profiles. 316
Capacity rounding. 27
Capacity states. 362
Chronological load model. 407. 412. 417
Common mode failure, 194, 212. 285
Common mode restoration. 286
Component, 478
Component state, 362
Composite customer damage function. 451
Composite system, 183
Conditional equivalent unit, 132
Conditional forced outage rate, 23
Conditional load curves, 59
Contingency level, 194
Coordinated maintenance. 259
Cost—benefitanaysis, 324
Cost valuation methods, 447
Cumulative frequency, 86. 94
Cumulative margin state, 97
Cumulative probability. 25, 30. 86
Cumulativestate, 87
foad model, 95
Customer characteristics, 445
Customer damage function, 450
Customer failure statistics, 221
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Customer indices, 223

Customer interruption cost, 443, 444, 448

Cugtomer outage codts, 322
Customers perception, 449
Cydefrequency, 21, 92
Cydetime, 21, 91, 106

Daily load modd, 96

Daily pesk load variation curve, 38, 408

Damaged faults, 262
Damege function, 450
Data, 210
deterministic, 210
generating unit, 44
requirements, 210
stochastic,211
Data collection, 15
Density function, 403
Departurerate, 84
Dependent outages, 212

Deraied adjusted forced outege rate, 46

Derated state, 30, 92, 155,361
Determinigtic data, 210
Dormant date, 374
Duration, 83

of load curtailment, 198

‘Economic benefits, 319

Effective load carrying capability, 108

Electrica auxiliary systems, 362
Encounter frequency, 84
Emergency date, 8, 9

Energy curtailed, 202

Energy curtailment, 68

Energy index of reliability/of unreliability, 68

Energy indices, 225

Energy limited sysems, 73
Energy not supplied, 198,225, 302
Energy probability distribution, 73
Energy replacement cogt, 44
Entry rate, 84

Environmental effects, 266
Equivalent assisting unit, 117
Equivaent forced outage rate, 46
Equivalent multi-stateunit, 122
Equivalentunit, 122

Event path, 375

Event probability, 375

Event tree, 374

Expansion analysis, 108

Expected energy not supplied, 68

Expected interruption cost, 453, 454. 459, 464

Expected value, 404

Explicit societd cost, 444
Exposure factor, 96
Exposure time, 271, 479
Extended load duration, 309

Failure
bunching, 266
frequency, 185, 197
modes and effects, 253
probability, 185,197
rate, 21, 211, 222, 251, 366
Failure to operate, 374
Falure to start, 159
Feeder capacity, 316
Firm purchase, 130
Forced interruption, 480
Forced outage, 254,478
duration, 479
overlapping maintenance, 257
permanent, 254, 478
rate, 479
temporary. 262
transient, 262, 478
Forced outage rate (FOR), 21t
conditional, 23
conventional, 21
derated adjusted, 46
equivalent, 46
uncertainty, 61
Frequency, 83, 84
Freguency balance, 84
Frequency histogram, 403
Functional zone, 10

Generation model, 25
adding units, 30, 88
fast Fourier transform, 38
Fourier transform, 33
unitremoval, 31,95
Generating plant. 355
Generating unit
range system, 355
reliability data. 44
unit system, 355

Hazard. 5
Hierarchical level, !0
HLI, 10
HLIL, 10
HLIIL, 10
Hot reserve unit, 161
HVDC system, 382
Hydro unit. 175
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implicit socretal cost. 444
inadvertent opeming, 333
Inadvertent operarion, 374, 381
Incremental cost. 13
Independent outages. 211
Indirect worth evaluation. 448
Individua! probability, 26
Individua! state load model, 95
Infinite e capacity, 124
in-service State, 159
installation rate, 366
Installed capacity, IS
Interconnection agreement, 130
Intermittent operating unit, 22
Interrupted energy assessment rate, 451
Interruption, 480

duration, 480
Interruption characteristics, 445
Investment cost, 319
Isclation time, 329

Largest unit, 18

Largest unit reserve, 150

Lead time. 151

Load carrying capability, 43

Load curtailed, 196, 202

Load curtailment. 191, 197

Load disconnected. 302, 308

Load duration curve, 38, 308, 408
capacity modified. 73
energy modified, 73
equivalent, 73
extended. 309

Load factor, 225

Load forecast uncertainty. 56, 114, 132, i34

Load indices, 225

Load mode!
chronological. 407, 412, 417
cenditional, 59
cumulative state, 95, 103
daily. 96
daily peak toad variation. 38, 408
individual state, 95
load duration curve, 38, 408
modified, 60
non-chronological, 407, 409, 416
period, 52

Load point failure, 184

Load point indices, 196, 203

Load profiles, 316

Load shedding policies, 305

Load state transitions, 96

Index 5v

Loss of capacity, %K
Loss of continuity, 302
Loss of energy. ft8
expectation {LOEE). 19,68
Loss of largest unit. -7
Loss of icad, 38
expectation {LOLE), 19,38, 117
confidencz bounds, 68
mean, 65
variance. 65
probability { LOLP), 19
Lower bound. 254

Maintenance. 33

coordinated, 259

outage rate. 257

preventive. 257

scheduling, 54

time, 257

uncoordinated, 259
Maijor storm disaster. 267, 479
Margin arvay, 141
Margin state, 97, 141

cumutlative frequency, 98

cumulative probability, 98

first negative. 99

frequency. 98

probability, 98

zero. 104
Margin vector. 142
Markov technique. 250
Maximum peak load reserve. 133
Mean fractional dead time. 376
Mean time between failures (MTBF}. 21
Mean time to failure (MTTF), 21
Mean time to repair (MTTR), 21
Merged states, 86
Minimal cut set. 252. 253
Minimum reserve, 133
Modified {oad—duration curve, 60
Modified outage replacement rate, 170
Momentary interruption. 480
Monte Cario simulation, 401
Multiple worst period, 106
Multi-state representation. 92
Multi-state unit, 30

Network reduction. 252

New York blackout, 446

Non-chronological load model, 407, 409, 416
Non-damaged faults, 262

Normal state, 9

Normal weather, 267, 479
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Open circuit faults, 332

Operding capecity, 18
Operating resarve, 150

Optimum reliability, 13, 322, 444

Outage, 478
capacity, 38
common mode, 194, 212, 285
dependent, 212
forced, 254, 478
independent, 211
overlapping, 211, 254
permanent forced, 262
postponable, 168
scheduled, 52, 211, 257, 478
dationrelated, 194, 213
trandent forced, 262
Outage costs, 322
customer, 322
utility, 322
Outage dependence, 194
Outage duration, 251, 479
forced, 479
scheduled, 479
Outage rate, 479
Outage replacement rate, 154
modified, 170
Outage time, 222
overlapping, 254
Outcome probability, 376
Overlapping outage, 211, 254
Overlgpping outage time, 254

Pardld system, 252

Partial loss of continuity, 303
Partial output state, 30, 155, 361
Partial risk, 162

Passve failure, 335

Pesk load carrying capability, 43

Peaking unit, 22
Percentage resarve, 18, 27
Period bagsanayss, 55
Period load moddl, 52

Permanent forced outage, 262, 478

Perturbation effect, 50
Pick-uprate, 172

PJM method, 151 -

Point estimates, 403

Pooled system dates, 332
Postponable outages, 168
Preparatory action method, 449
Preventive maintenance, 257
Probability array method, 117

Probability distribution
failurerate, 244
failure times, 244
outage duration, 245
restoration times, 245
Production cost modelling, 70
Protection system, 374
failures, 234

Rapid start unit, 159
Random numbers, 403
Random number conversion, 403, 406
Random number generator, 403
Random simulation, 7, 401
Rate of departure, 84, 86
Rate of entry, 84
Ready-for-service dtate, 159
Reldive frequency, 402
Relativeindices, 6
Reliability codt, 12,443
Reliability market, 448, 449
Reliability worth, 12, 443

distribution, 462

HLI, 451

HLII, 459

dations. 469
Repair rate, 21, 211, 366
Reserve

largest unit, 18,27, 150

maximum peak load, 133

minimum, 133

operating, 150

percentage. 18,27

spinning, 150

variable. 132
Response rate, 172
Response risk, 150, 172
Responsetime. ! 72
Reveded fault, 374
Risk, 5
Risk function, 156
Rounding, 95

SA1D1, 224

SAIF1, 223

Scheduled interruption. 480

Scheduled maintenance, 257

Scheduled outage, 52, 211, 478
duration, 479

Schedulingmaintenance, 54

Sector customer damage function, 450

Security, 8, 182

Security function, 170
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Series system, 222
Severity index. 202
Short ciecust fauft, 327, 333
Simulation

modelling concepts. 405, 423. 427

Monte Cario, 401

procedure, 41, 412, 417, 418 428

random, 401

sequential. 4

stochastic, 40i

technique, 7
Skewed distribution. 403
Socio-economic cost, 444
Sparing concepts, 365
Sparing effecss. 331
Spinning reserve, 150
Spurious operation, 374
Standard industrial ciassification (SIC), 447
Start-up time, 159 .
State

dert, 8,9

breaker failures, 332

capacity, 362

component, 362

cumulated, 87

cumulative margin, 97

derated, 30, 92, 155, 361

dormant, 374

emergency. 8, 9

in service. 159

margin, 97. 141

merged. 86

muiti, 92

normal. 9

partial output. 30, 155, 361

pooled, 332

ready for service, 159

weather, 267
State frequency, 86
State probability, 86
State space diagram, 250
Static capacity, 18
Station originated outage, 213
Station related outage, 154
Stochastic data, 211
Stochastic simulation, 401
Stuck bresker, 341, 374
Summation rule, 254
Sustained interruption, 480
Switching actions, 334
Switching operation, 327
Switching time, 329, 48C
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System. 478

System indices. 292, 203
System performance. 226
System prediction. 228

Temporary forcedoutage, 262
Terminal effects, 296
Tie capacity 124
Tie line constraint, 115, 123
Time dependent probability, 159
Total failure rate. 337
Tota! loss of continuity. 303
Total societal cost. 444
Total unit failure. 362
Transfer facitities, 238
Transferrestrictions. 240
Transferabie facilities, 311
Transferable load system, 314
switchingrate, 315
switching time, 313
Transferred load, 316
Transient forced outage, 262, 478
Transition rate, 84
active failure, 338
departure, 84, 86
entry, 84

forced outage. 479

installation. 366

ioad state. 96

maintenance, 237

outage. 479

repair.z1. 211, 366

total failure, 338
Truncation, 27, 95
Twelve December analysis, 56

Unavailability. 21, 251
Uncertainty

forced outage rate. 61

load forecast, 56. 1i4
Uncoordinated maintenance, 259
Unit

base load. 21

conditional equivalent, 132

equivalent, 122

equivalent multi-state, 122

hot reserve, 161

hydro. 75

intermittent operating. 22

multi-state. 30

peaking, 22

rapid start, 159
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Unit addition, 30, 88

Unit commitment risk, 150, 153, 162
Unit forced outage rate, 21

Unit removal, 3t, 95

Unit unavailability, 21

Unrevealed fault, 374

Upperbound, 254

Utility outage cost, 322

Vaiadle resave, 132

Variance, 404
Voltage violations, 197, 203
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Weather

adverse, 267

bunching, 266

effects, 266

normal, 267

Sates, 267

gatigtics, 267
Willingness to accept, 448
Willingnessto pay, 448
Worg period analysis, 55

Zero margin, 104




