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Preface 

This text is intended for a first-year graduate-level course on nonlinear systems or 
control. It may also be used for self study or reference by engineers and applied 
mathematicians. It is an outgrowth of my experience teaching the nonlinear systems 
course at Michigan State University, East Lansing. Students taking this course have 
had background in electrical engineering, mechanical engineering, or applied math­
ematics. The prerequisite for the course is a graduate-level course in linear systems, 
taught at the level of the texts by Antsaklis and Michel [9], Chen [35), Kailath [94], 
or Rugh [158J. The linear systems prerequisite allowed me not to worry about in­
trod ucing the concept of "state" and to refer freely to "transfer functions," "state 
transition matrices," and other linear system concepts. The mathematical back­
ground is the usual level of calculus, differential equations, and matrix theory that 
any graduate student in engineering or mathematics would have. In the Appendix, 
I have collected a few mathematical facts that are used throughout the book. 

I have written the text in such a way that the level of mathematical sophistication 
increases as we advance from chapter to chapter. This is why the second chapter is 
written in an elementary context. Actually, this chapter could be taught at senior, 
or even junior, level courses without difficulty. This is also the reason I have split 
the treatment of Lyapunov stability into two parts. In Sections 4.1 through 4.3, 
I introduce the essence of Lyapunov stability for autonomous systems where I do 
not have to worry about technicalities such as uniformity, class J( functions, etc. In 
Sections 4.4 through 4.6, I present Lyapunov stability in a more general setup that 
accommodates nonautonomous systems and allows for a deeper look into advanced 
aspects of the stability theory. The level of mathematical sophistication at the end 
of Chapter 4 is the level to which I like to bring the students, so that they can 
comfortably read the rest of the text. 

There is yet a higher level of mathematical sophistication that is assumed in 
writing the proofs in the Appendix. These proofs are not intended for classroom 
use. They are included to make the text on one hand, self contained, and, on the 
other, to respond to the need or desire of some students to read such proofs, such as 
students continuing on to conduct Ph.D. research into nonlinear systems or control 
theory. Those students can continue to read the Appendix in a self-study manner. 

This third edition has been written with the following goals in mind: 

xiii 



xiv PREFACE 

1. To make the book (especially the early chapters) more accessible to first-year 
graduate students. As an example of the changes made toward that end, note 
the change in Chapter 3: All the material on mathematical background, the 
contraction mapping theorem, and the proof of the existence and uniqueness 
theorem have been moved to the Appendix. Several parts of the books have 
been rewritten to improve readability. 

2. To reorganize the book in such a way that makes it easier to structure nonlin­
ear systems or control courses around it. In the new organization, the book 
has four parts, as shown in the flow chart. A course on nonlinear systems anal­
ysis will cover material from Parts 1, 2, and 3, while a course on nonlinear 
control will cover material from Parts 1, 2, and 4. 

Part 1 

Basic Analysis 

Chapters 1 to 4 

Part 2 

Analysis of Feedback Systems 

Chapters 5 to 7 

/ 
Part 3 Part 4 

Advanced Analysis 

Chapters 8 to 11 

Nonlinear Feedback Control 

Chapters 12 to 14 

3. To update the material of the book to include topics or results that have 
proven to be useful in nonlinear control design in recent years. New to the 
third addition are the: expanded treatment of passivity and passivity-based 
control, integral control, sliding mode control, and high-gain observers. More­
over, bifurcation is introduced in the context of second-order systems. On the 
technical side, the reader will find Kurzweil's converse Lyapunov theorem, 
nonlocal results in Chapters 10 and 11, and new results on integral control 
and gain scheduling. 



PREFACE xv 

4. To update the exercises. More than 170 new exercises have been included. 

I am indebted to many colleagues, students, and readers, who helped me in 
writing the book, through discussions, suggestions, corrections, constructive com­
ments, and feedback on the first two editions. There are, probably, more than 100 
names that I would like to acknowledge, but my fear of inadvertently omitting some 
names, leads to me settle for a big thank you to each one of you. 

I am grateful to Michigan State University for providing an environment that al­
lowed me to write this book, and to the National Science Foundation for supporting 
my research on nonlinear feedback control. 

The book was typeset using I§..'IEX. All computations, including numerical so­
lution of differential equations, were done using MATLAB and SIMULINK. The 
figures were generated using MATLAB or the graphics tool of I§..'IEX. 

As much as I wish the book to be free of errors, I know this will not be the case. 
Therefore, reports of errors, sent electronically to 

khalil@msu.edu 

will be greatly appreciated. An up-to-date errata list will be available at the home­
page of the book: 

www.egr.msu.edu/-khalil/NonlinearSystems 

The homepage also will contain a list of changes from the second edition, additional 
exercises, and other useful materiaL 

HASSAN KHALIL 
East Lansing, Michigan 
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Chapter 1 

Introduction 

When engineers analyze and design nonlinear dynamical systems in electrical cir­
cuits, mechanical systems, control systems, and other engineering disciplines, they 
need to absorb and digest a wide range of nonlinear analysis tools. In this book, we 
introduce some of the these tools. In particular, we present tools for the stability 
analysis of nonlinear systems, with emphasis on Lyapunov's method. We give spe­
cial attention to the stability of feedback systems from input--output and passivity 
perspectives. We present tools for the detection and analysis of "free" oscillations, 
including the describing function method. We introduce the asymptotic tools of 
perturbation theory, including averaging and singular perturbations. Finally, we 
introduce nonlinear feedback control tools, including linearization, gain scheduling, 
integral control, feedback linearization, sliding mode control, Lyapunov redesign, 
backstepping, passivity-based control, and high-gain observers. 

1.1 Nonlinear Models and Nonlinear Phenomena 

We will deal with dynamical systems that are modeled by a finite number of coupled 
first-order ordinary differential equations 

Xl h(t,XI, ... ,Xn,UI, ... ,Up ) 

X2 i2(t, Xl,·· . , X n , UI,·.·, Up) 

where Xi denotes the derivative of Xi with respect to the time variable t and Ul, U2, 

... , up are specified input variables. We call the variables XI, X2, ... , Xn the state 
variables. They represent the memory that the dynamical system has of its past. 

1 
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We usually use vector notation to write these equations in a compact form. Define 

Xl h(t,x,u) 

Ul 
h(t,x,u) X2 

U2 

X= , U= , f(t,x,u) = 

Up 

Xn fn(t, X, U) 

and rewrite the n first-order differential equations as One n-dimensional first-order 
vector differential equation 

i: = f(t,x,u) (1.1) 

We call (1.1) the state equation and refer to X as the state and u as the input. 
Sometimes, another equation 

y=h(t,x,u) (1.2) 

is associated with (1.1), thereby defining a q-dimensional output vector y that com­
prises variables of particular interest in the analysis of the dynamical system, (e.g., 
variables that can be physically measured or variables that are required to behave in 
a specified manner). We call (1.2) the output equation and refer to equations (1.1) 
and (1.2) together as the state-space model, or simply the state modeL Mathemat­
ical models of finite-dimensional physical systems do not always come in the form 
of a state model. However, more often than not, we can model physical systems 
in this form by carefully choosing the state variables. Examples and exercises that 
will appear later in the chapter will demonstrate the versatility of the state model. 

A good part of our analysis in this book will deal with the state equation, many 
times without explicit presence of an input u, that is, the so-called unforced state 
equation 

i: = f(t,x) (1.3) 

\iVorking with an unforced state equation does not necessarily mean that the input 
to the system is zero. It could be that the input has been specified as a given 
function of time, u = ,(t), a given feedback function of the state, u = ,(x), or 
both, u ,(t, x). Substituting u , in (1.1) eliminates u and yields an unforced 
state equation. 

A special case of (1.3) arises when the function f does not depend explicitly on 
t; that is, 

i: f(x) (1.4) 

in which case the system is said to be autonomous or time invariant. The behavior 
of an autonomous system is invariant to shifts in the time origin, since changing the 
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time variable from t to T = t - a does not change the right-hand side of the state 
equation. If the system is not autonomous, then it is called nonautonomous or time 
varying. 

An important concept in dealing with the state equation is the concept of an 
equilibrium point. A point x = x* in the state space is said to be an equilibrium 
point of (1.3) if it has the property that whenever the state of the system starts at 
x*, it will remain at x* for all future time. For the autonomous system (1.4), the 
equilibrium points are the real roots of the equation 

f(x) = 0 

An equilibrium point could be isolated; that is, there are no other equilibrium points 
in its vicinity, or there could be a continuum of equilibrium points. 

For linear systems, the state model (1.1)-(1.2) takes the special form 

X A(t)x + B(t)u 

y C(t)x + D(t)u 

We assume that the reader is familiar with the powerful analysis tools for linear 
systems, founded on the basis of the superposition principle. As we move from linear 
to nonlinear systems, we are faced with a more difficult situation. The superposi­
tion principle does not hold any longer, and analysis tools involve more advanced 
mathematics. Because of the powerful tools we know for linear systems, the first 
step in analyzing a nonlinear system is usually to linearize it, if possible, about 
some nominal operating point and analyze the resulting linear model. This is a 
common practice in engineering, and it is a useful one. There is no question that, 
whenever possible, we should make use of linearization to learn as much as we can 
about the behavior of a nonlinear system. However, linearization alone will not 
be sufficient; we must develop tools for the analysis of nonlinear systems. There 
are two basic limitations of linearization. First, since linearization is an approxi­
mation in the neighborhood of an operating point, it can only predict the "local" 
behavior of the nonlinear system in the vicinity of that point. It cannot predict the 
"nonlocal" behavior far from the operating point and certainly not the "global" be­
havior throughout the state space. Second, the dynamics of a nonlinear system are 
much richer than the dynamics of a linear system. There are "essentially nonlinear 
phenomena" that can take place only in the presence of nonlinearity; hence, they 
cannot be described or predicted by linear models. The following are examples of 
essentially nonlinear phenomena: 

• Finite escape time. The state of an unstable linear system goes to infinity 
as time approaches infinity; a nonlinear system's state, however, can go to 
infinity in finite time. 

.. Multiple isolated equilibria. A linear system can have only one isolated equi­
librium point; thus, it can have only one steady-state operating point that 
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attracts the state of the system irrespective of the initial state. A nonlinear 
system can have more than one isolated equilibrium point. The state may 
converge to one of several steady-state operating points, depending on the 
initial state of the system . 

• Limit cycles. For a linear time-invariant system to oscillate, it must have 
a pair of eigenvalues on the imaginary axis, which is a nonrobust condition 
that is almost impossible to maintain in the presence of perturbations. Even 
if we do, the amplitude of oscillation will be dependent on the initial state. 
In real life, stable oscillation must be produced by nonlinear systems. There 
are nonlinear systems that can go into an oscillation of fixed amplitude and 
frequency, irrespective of the initial state. This type of oscillation is known 
as a limit cycle. 

.. Subharmonic, harmonic, or almost-periodic oscillations. A stable linear sys­
tem under a periodic input produces an output of the same frequency. A 
nonlinear system under periodic excitation can oscillate with frequencies that 
are submultiples or multiples of the input frequency. It may even generate 
an almost-periodic oscillation, an example is the sum of periodic oscillations 
with frequencies that are not multiples of each other . 

.. Chaos. A nonlinear system can have a more complicated steady-state behavior 
that is not equilibrium, periodic oscillation, or almost-periodic oscillation. 
Such behavior is usually referred to as chaos. Some of these chaotic motions 
exhibit randomness, despite the deterministic nature of the system. 

11\ Multiple modes of behavior. It is not unusual for two or more modes of be­
havior to be exhibited by the same nonlinear system. An unforced system 
may have more than one limit cycle. A forced system with periodic excita­
tion may exhibit harmonic, subharmonic, or more complicated steady-state 
behavior, depending upon the amplitude and frequency of the input. It may 
even exhibit a discontinuous jump in the mode of behavior as the amplitude 
or frequency of the excitation is smoothly changed. 

In this book, we will encounter only the first three of these phenomena. 1 Multiple 
equilibria and limit cycles will be introduced in the next chapter, as we examine 
second-order autonomous systems, while the phenomenon of finite escape time will 
be introduced in Chapter 3. 

read about forced oscillation, chaos, bifurcation, and other important topics, the reader 
may consult [70], [74], [187], and [207]. 
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mg 

Figure 1.1: Pendulum. 

1.2 Examples 

1.2.1 Pendulum Equation 

Consider the simple pendulum shown in Figure 1.1, where l denotes the length of 
the rod and m denotes the mass of the bob. Assume the rod is rigid and has zero 
mass. Let () denote the angle subtended by the rod and the vertical axis through 
the pivot point. The pendulum is free to swing in the vertical plane. The bob of 
the pendulum moves in a circle of radius Z. To write the equation of motion of 
the pendulum, let us identify the forces acting on the bob. There is a downward 
gravitational force equal to mg, where 9 is the acceleration due to gravity. There 
is also a frictional force resisting the motion, which we assume to be proportional 
to the speed of the bob with a coefficient of friction k. Using Newton's second law 
of motion, we can write the equation of motion in the tangential direction as 

mZB = -mg sin () - kZiJ 

Writing the equation of motion in the tangential direction has the advantage that 
the rod tension, which is in the normal direction, does not appear in the equation. 
We could have arrived at the same equation by writing the moment equation about 
the pivot point. To obtain a state model for the pendulum, let us take the state 
variables as Xl = () and X2 = iJ. Then, the state equations are 

9 . k 
- -Smxl- -X2 

l m 

To find the equilibrium points, we set Xl = X2 = 0 and solve for Xl and X2: 

o 
o 9 . k 

- - smxl - -X2 
Z m 

(1.5) 

(1.6) 
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The equilibrium points are located at (mr, 0), for n = 0, ±1, ±2, .... From the phys­
ical description of the pendulum, it is clear that the pendulum has only two equi­
librium positions corresponding to the equilibrium points (0,0) and Crr,O). Other 
equilibrium points are repetitions of these two positions, which correspond to the 
number of full swings the pendulum would make before it rests at one of the two 
equilibrium positions. For example, if the pendulum makes m complete 3600 revolu­
tions before it rests at the downward vertical position, then, mathematically, we say 
that the pendulum approaches the equilibrium point (2m7f, 0). In our investigation 
of the pendulum, we will limit our attention to the two "nontrivial" equilibrium 
points at (0,0) and (7f,0). Physically, we can see that these two equilibrium posi­
tions are quite distinct from each other. While the pendulum can indeed rest at the 
(0,0) equilibrium point, it can hardly maintain rest at the (7f, 0) equilibrium point 
because infinitesimally small disturbance from that equilibrium will take the pen­
dulum away. The difference between the two equilibrium points is in their stability 
properties, a topic we will study in some depth. 

Sometimes it is instructive to consider a version of the pendulum equation where 
the frictional resistance is neglected by setting k = O. The resulting system 

X2 

9 . 
- ySmXl 

(1.7) 

(1.8) 

is conservative in the sense that if the pendulum is given an initial push, it will 
keep oscillating forever with a nondissipative energy exchange between kinetic and 
potential energies. This, of course, is not realistic, but gives insight into the behavior 
of the pendulum. It may also help in finding approximate solutions of the pendulum 
equation when the friction coefficient k is small. Another version of the pendulum 
equation arises if we can apply a torque T to the pendulum. This torque may be 
viewed as a control input in the equation 

X2 

9 k 1 
- - sinxl - -X2 + --T 

l m ml 2 

(1.9) 

(1.10) 

Interestingly enough, several unrelated physical systems are modeled by equations 
similar to the pendulum equation. Such examples are the model of a synchronous 
generator connected to an infinite bus (Exercise 1.8), the model of a Josephson 
junction circuit (Exercise 1.9), and the model of a phase-locked loop (Exercise 1.11). 
Consequently, the pendulum equation is of great practical importance. 

1.2.2 Tunnel-Diode Circuit 

Consider the tunnel-diode circuit shown in Figure 1.2,2 where the tunnel diode is 
characterized by i R = h( v R)' The energy-storing elements in this circuit are the 

figure, as well as Figures 1.3 and 1.7, are taken from [39]. 
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L © i,mA r--~----~---~-

ic iR 

R 

+ + 
Vc C VIi 

(a) 

0.5 

o 

0.5 
o 0.5 

(b) 

1 v,V 

Figure 1.2: (a) Tunnel-diode circuit; (b) Tunnel-diode vR-iR characteristic. 

capacitor C and the inductor L. Assuming they are linear and time invariant, we 
can model them by the equations 

. C dvc 
~c= dt d L

diL 
an VL = di 

where i and v are the current through and the voltage across an element, with the 
subscript specifying the element. To write a state model for the system, let us take 
Xl = Vc and X2 = iL as the state variables and u = E as a constant input. To write 
the state equation for Xl, we need to express ic as a function of the state variables 
Xl, X2 and the input u. Using Kirchhoff's current law, we can write an equation 
that the algebraic sum of all currents leaving node © is equal to zero: 

Therefore, 
ic = -h(XI) + X2 

Similarly, we need to express VL as a function of the state variables Xl, x2 and the 
input u. Using Kirchhoff's voltage law, we can write an equation that the algebraic 
sum of all voltages across elements in the left loop is equal to zero: 

Vc - E + RiL + VL = 0 

Hence, 
VL = -Xl - RX2 + u 

We can now write the state model for the circuit as 

(1.11 ) 

(1.12) 
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o 0.5 

Figure 1.3: Equilibrium points of the tunnel-diode circuit. 

The equilibrium points of the system are determined by setting ;:h = X2 = 0 and 
solving for Xl and X2: 

o -h(XI) + X2 

o -Xl RX2 + U 

Therefore, the equilibrium points correspond to the roots of the equation 

Figure 1.3 shows graphically that, for certain values of E and R, this equation has 
three isolated roots which correspond to three isolated equilibrium points of the 
system. The number of equilibrium points might change as the values of E and R 
change. For example, if we increase E for the same value of R, we will reach a point 
beyond which only the point Q3 will exist. On the other hand, if we decrease E 
for the same value of R, we will end up with the point QI as the only equilibrium. 
Suppose that we are in the multiple equilibria situation, which of these equilibrium 
points can we observe in an experimental setup of this circuit? The answer depends 
on the stability properties of the equilibrium points. We will come back to this 
example in Chapter 2 and answer the question. 

1.2.3 Mass-Spring System 

In the mass--spring mechanical system, shown in Figure 1.4, we consider a mass m 
sliding on a horizontal surface and attached to a vertical surface through a spring. 
The mass is subjected to an external force F. We define y as the displacement from 
a reference position and write Newton's law of motion 

my + Ff + Fsp = F 
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Figure 1.4: Mass-spring mechanical system. 

where Ff is a resistive force due to friction and Fsp is the restoring force of the 
spring. We assume that Fsp is a function only of the displacement y and write it as 
Fsp g(y). We assume also that the reference position has been chosen such that 
g(O) = O. The external force F is at our disposal. Depending upon F, Ff , and g, 
several interesting autonomous and nonautonomous second-order models arise. 

For a relatively small displacement, the restoring force of the spring can be 
modeled as a linear function g(y) = ky, where k is the spring constant. For a 
large displacement, however, the restoring force may depend nonlinearly on y. For 
example, the function 

models the so-called softening spring, where, beyond a certain displacement, a large 
displacement increment produces a small force increment. On the other hand, the 
function 

g(y) = k(l + a2y2)y 

models the so-called hardening spring, where, beyond a certain displacement, a 
small displacement increment produces a large force increment. 

The resistive force Ff may have components due to static, Coulomb, and viscous 
friction. When the mass is at rest, there is a static friction force Fs that acts parallel 
to the surface and is limited to ±/-lsmg, where 0 < /-ls < 1 is the static friction 
coefficient. This force takes whatever value, between its limits, to keep the mass at 
rest. For motion to begin, there must be a force acting on the mass to overcome 
the resistance to motion caused by static friction. In the absence of an external 
force, F = 0, the static friction force will balance the restoring force of the spring 
and maintain equilibrium for Ig(y)1 :S /-lsmg. Once motion has started, the resistive 
force Ff , which acts in the direction opposite to motion, is modeled as a function 
of the sliding velocity v = y. The resistive force due to Coulomb friction Fe has a 
constant magnitude /-lkmg, where /-lk is the kinetic friction coefficient, that is, 

Fe = {-/-lkm9, for v < 0 
/-lkmg, for v > 0 

As the mass moves in a viscous medium, such as air or lubricant, there will be 
a frictional force due to viscosity. This force is usually modeled as a nonlinear 
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v 

(a) (b) 

(c) (d) 

Figure 1.5: Examples of friction models. (a) Coulomb friction; (b) Coulomb plus linear 
viscous friction; (c) static, Coulomb, and linear viscous friction; (d) static, Coulomb, 
and linear viscous friction-Stribeck effect. 

function of the velocity; that is, Fv = h( v), where h(O) = O. For small velocity, 
we can assume that Fv = cv. Figures 1.5(a) and (b) show examples of friction 
models for Coulomb friction and Coulombs plus linear viscous friction, respectively. 
Figure 1.5(c) shows an example where the static friction is higher than the level of 
Coulomb friction, while Figure 1.5( d) shows a similar situation, but with the force 
decreasing continuously with increasing velocity, the so-called Stribeck effect. 

The combination of a hardening spring, linear viscous friction, and a periodic 
external force F = A cos wt results in the Duffing's equation 

(1.13) 

which is a classical example in the study of periodic excitation of nonlinear systems. 

The combination of a linear spring, static friction, Coulomb friction, linear vis­
cous friction, and zero external force results in 

my + ky + ciJ + 'T1(y, iJ) = 0 
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where 

{ 

f.Lkmg sign(y), 
17(y, y) = -ky, 

-f.Lsmg sign(y), 

for Iyl > 0 
for y = 0 and Iyl::; f.Lsmg/k 
for iJ = 0 and Iyl > f.Lsmg/k 

11 

The value of 17(y, y) for y = 0 and Iyl ::; f.Lsmg/k is obtained from the equilibrium 
condition y = y = O. With Xl = Y and X2 = y, the state model is 

(1.14) 

(1.15) 

Let us note two features of this state model. First, it has an equilibrium set, 
rather than isolated equilibrium points. Second, the right-hand side function is 
a discontinuous function of the state. The discontinuity is a consequence of the 
idealization we adopted in modeling friction. One would expect the physical friction 
to change from its static friction mode into its sliding friction mode in a smooth way, 
not abruptly as our idealization suggests. 3 The discontinuous idealization, however, 
simplifies the analysis. For example, when X2 > 0, we can model the system by the 
linear model 

Similarly, when X2 < 0, we can model it by the linear model 

Thus, in each region, we can predict the behavior of the system via linear analysis. 
This is an example of the so-called piecewise linear analysis, where a system is 
represented by linear models in various regions of the state space, certain coefficients 
changing from region to region. 

1.2.4 Negative-Resistance Oscillator 

Figure 1.6 shows the basic circuit structure of an important class of electronic 
oscillators. The inductor and capacitor are assumed to be linear, time invariant 
and passive, that is, L > 0 and C > O. The resistive element is an active circuit 
characterized by the v-i characteristic i = h(v), shown in the figure. The function 

3The smooth transition from static to sliding friction can be captured by dynamic friction 
models; see, for example, [12] and [144]. 



12 CHAPTER 1. INTRODUCTION 

i i = h(v) 
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Figure 1.6: (a) Basic oscillator circuit; (b) Typical dri~ing-point characteristic. 
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Figure 1. 7: A negative-resistance twin-tunnel-diode circuit. 

h(·) satisfies the conditions 

h(O) = 0, h'(O) < 0 

h( v) -+ 00 as v -+ 00, and h( v) -+ -00 as v -+ -00 

where hi (v) is the first derivative of h( v) with respect to v. Such v-i characteristic 
can be realized, for example, by the twin-tunnel-diode circuit of Figure 1.7, with 
the tunnel-diode characteristic shown in Figure 1.2. Using Kirchhoff's current law, 
we can write the equation 

ic + iL + i = 0 

Hence, 
dv 1 j.t 

C dt + L -00 v(s) ds + h(v) = 0 

Differentiating once with respect to t and multiplying through by L, we obtain 
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The foregoing equation can be written in a form that coincides with some well­
known equations in nonlinear systems theory. To do that, let us change the time 
variable from t to T = t/ v'ciL. The derivatives of v with respect to t and Tare 
related by 

dv = VCIdv 
dT dt 

and 

Denoting the derivative of v with respect to T by V, we can rewrite the circuit 
equation as 

ii+t:h'(v)v+v 0 

where t: = JL/C. This equation is a special case of Lienard's equation 

ii + j(v)v + g(v) = 0 

When 

h(v) = -v + ~v3 
the circuit equation takes the form 

(1.16) 

(1.17) 

which is known as the Van der Pol equation. This equation, which was used by 
Van der Pol to study oscillations in vacuum tube circuits, is a fundamental example 
in nonlinear oscillation theory. It possesses a periodic solution that attracts every 
other solution except the zero solution at the unique equilibrium point v = v = o. 
To write a state model for the circuit, let us take Xl = v and X2 = v to obtain 

(1.18) 

(1.19) 

Note that an alternate state model could have been obtained by choosing the state 
variables as the voltage across the capacitor and the current through the inductor. 
Denoting the state variables by Zl = i Land Z2 = vc, the state model is given by 

Since the first state model has been written with respect to the time variable T = 
t / v'ciL, let us write this model with respect to T. 

1 
-Z2 
t: 

-t:[Zl + h(Z2)] 

(1.20) 

(1.21 ) 
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Figure 1.8: Hopfield neural network model. 

The state models in x and z look different, but they are equivalent representations 
of the system. This equivalence can be seen by noting that these models can be 
obtained from each other by a change of coordinates 

z = T(x) 

Since we have chosen both x and z in terms of the physical variables of the circuit, 
it is not hard to find the map T(·). We have 

Thus, 

dv 
dT 

z = T(x) = 

and the inverse mapping is 

1.2.5 Artificial Neural Network 

-h(Xl) - (1/E)X2 ] 
Xl 

Artificial neural networks, in analogy to biological structures, take advantage of 
distributed information processing and their inherent potential for parallel compu­
tation. Figure 1.8 shows an electric circuit that implements one model of neural 
networks, known as the Hopfield model. The circuit is based on an RC network con-
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Figure 1.9: A typical input-output characteristic for the amplifiers in Hopfield network. 

necting amplifiers. The input-output characteristics of the amplifiers are given by 
Vi = 9i(Ui), where Ui and Vi are the input and output voltages of the ith amplifier. 
The function 9iC) : R -7 (-VM, VM) is a sigmoid function with asymptotes -VM 
and V M, as shown in Figure 1. 9. It is continuously differentiable, odd, monoton­
ically increasing, and 9i(Ui) = 0 if and only if Ui = O. Examples of possible 9i(-) 
are 

) 2VM -1 (A7rUi) 
9i(Ui = -:;;- tan 2V

M
' A> 0 

and 

where A determines the slope of 9i(Ui) at Ui = O. Such sigmoid input-output char­
acteristics can be realized by using operational amplifiers. For each amplifier, the 
circuit contains an inverting amplifier whose output is -Vi, which permits a choice of 
the sign of the amplifier output that is connected to a given input line. The outputs 
Vi and -Vi are usually provided by two output terminals of the same operational 
amplifier circuit. The pair of nonlinear amplifiers is referred to as a "neuron." The 
circuit also contains an RC section at the input of each amplifier. The capacitance 
Ci > 0 and the resistance Pi > 0 represent the total shunt capacitance and shunt 
resistance at the ith amplifier input. Writing Kirchhoff's current law at the input 
node of the ith amplifier, we obtain 

where 
~_~+L_l 
Ri - Pi j Rij 

Tij is a signed conductance whose magnitude is 1/ R ij , and whose sign is determined 
by the choice of the positive or negative output of the jth amplifier, and Ii is a 
constant input current. For a circuit containing n amplifiers, the motion is described 
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by n first-order differential equations. To write a state model for the circuit, let us 
choose the state variables as Xi = Vi for i = 1,2, ... ,n. Then 

By defining 

we can write the state equation as 

x· = ~h.(x.) [~T'X' - ~9:-1(x .. ) + L] 
2 C. 2 2 L.... 2)) R. 2 t 2 

2 j 2 

(1.22) 

for i = 1,2, ... , n. Note that, due to the sigmoid characteristic of 9i('), the function 
hi (.) satisfies 

The equilibrium points of the system are the roots of the n simultaneous equations 

1 -1 
TijXj - R.9i (Xi) + Ii, 1:S i :S n 

j • 
0= 

They are determined by the sigmoid characteristics, the linear resistive connection, 
and the input currents. We can obtain an equivalent state model by choosing the 
state variables as Ui for i = 1,2, ... ,n. 

Stability analysis of this neural network depends critically on whether the sym­
metry condition Tij = Tji is satisfied. An example of the analysis when Tij = Tji 

is given in Section 4.2, while an example when Tij =1= Tji is given in Section 9.5. 

1.2.6 Adaptive Control 

Consider a first-order linear system described by the model 

YP = apyp + kpu 

where U is the control input and YP is the measured output. We refer to this system 
as the plant. Suppose that it is desirable to obtain a closed-loop system whose 
input-output behavior is described by the reference model 

Ym = amYm + kmr 

where r is the reference input and the model has been chosen such that Ym (t) 
represents the desired output of the closed-loop system. This goal can be achieved 
by the linear feedback control 
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provided that the plant parameters ap and kp are known, kp =F 0, and the controller 
parameters ei and e2 are chosen as 

When ap and kp are unknown, we may consider the controller 

where the time-varying gains e1 (t) and B2 (t) are adjusted on-line by using the avail­
able data, namely, r(T), Ym(T), Yp(T), and U(T) for T < t. The adaptation should 
be such that e1 (t) and e2 (t) evolve to their nominal values ei and e2. The adapta­
tion rule is chosen based on stability considerations. One such rule, known as the 
gradient algorithm,4 is to use 

ih -,(yP - Ym)r 

e2 -,(yP - Ym)Yp 

where, is a positive constant that determines the speed of adaptation. This adap­
tive control law assumes that the sign of kp is known and, without loss of generality, 
takes it to be positive. To write a state model that describes the closed-loop system 
under the adaptive control law, it is more convenient to define the output error eo 

and the par?,meter errors cP1 and cP2 as 

eo = YP - Ym, cPl = e1 - ei, and cP2 = e2 - e; 

By using the definition of ei and e2, the reference model can be rewritten as 

Ym = apYm + kp(eir + e;Ym) 

On the other hand, the plant output Yp satisfies the equation 

YP = apYp+kp(e1r+e2yp) 

Subtracting the above two equations, we obtain the error equation 

eo apeo + kp(e1 - ei)r + kp(e2yp - e;Ym) 

apeo + kp(e1 - ei)r + kp(e2yp - e'2Ym + e'2yp - e'2Yp) 

(ap + kpe'2)eo + kp(e1 - ei)r + kp(e2 - e'2)yp 

Thus, the closed-loop system is described by the nonlinear, nonautonomous, third­
order state model 

ameo + kpcP1r(t) + kpcP2[eo + Ym(t)] 

-,eor(t) 

-,eo[eo + Ym(t)] 

4This adaptation rule will be justified in Section 8.3. 

(1.23) 

(1.24) 

(1.25) 
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where we used ¢i(t) = ei(t) and wrote r·(t) and Ym(t) as explicit functions of time 
to emphasize the nonautonomous nature of the system. The signals r(t) and Ym(t) 
are the external driving inputs of the closed-loop system. 

A simpler version of this model arises if we know kp . In this case, we can take 
Bl Bl and only B2 needs to be adjusted on-line. The closed-loop model reduces to 

ameo + kp¢[eo Ym(t)] 

-,eo[eo + Ym(t)] 

(1.26) 

(1.27) 

where we dropped the subscript from ¢2. If the goal of the control design is to 
regulate the plant output YP to zero, we take r(t) == 0 (hence, Ym(t) == 0) and the 
closed-loop model simplifies to the autonomous second-order model 

eo (am + kp ¢ )eo 
¢ -,e~ 

The equilibrium points of this system are determined by setting eo 
obtain the algebraic equations 

o (am + kp¢)eo 
o -,e~ 

¢ = 0 to 

The system has equilibrium at eo = 0 for all values of ¢; that is, it has an equilibrium 
set eo = O. There are no isolated equilibrium points. 

The particular adaptive control scheme described here is called direct model ref­
erence adaptive control. The term "model reference" stems from the fact that the 
controller's task is to match a given closed-loop reference model, while the term 
"direct" is used to indicate that the controller parameters are adapted directly as 
opposed, for example, to an adaptive control scheme that would estimate the plant 
parameters ap and kp on-line and use their estimates to calculate the controller 
parameters. 5 The adaptive control problem generates some interesting nonlinear 
models that will be used to illustrate some of the stability and perturbation tech­
niques of this book. 

1.2.7 Common Nonlinearities 

In the foregoing examples, we saw some typical nonlinearities that arise in modeling 
physical systems, such as nonlinear resistance, nonlinear friction, and sigmoid non­
linearities. In this section, we cover some other typical nonlinearities. Figure 1.10 
shows four typical memoryless nonlinearities. They are called memoryless, zero 
memory, or static because the output of the nonlinearity at any instant of time is 
--------------

5Por a comprehensive treatment of adaptive control, the reader may consult [5], [15], [87], [139], 
or [1(i8]. 
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Figure 1.10: Typical memoryless nonlinearities. 
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u 

determined uniquely by its input at that instant; it does not depend on the history 
of the input. 

Figure 1.10(a) shows an ideal relay described by the signum function 

{

I, 
sgn(u) = 0, 

-1, 

if u > 0 
if u = 0 
ifu<O 

(1.28) 

Such nonlinear characteristic can model electromechanical relays, thyristor circuits, 
and other switching devices. 

Figure 1.10 (b) shows an ideal saturation nonlinearity. Saturation character­
istics are common in all practical amplifiers (electronic, magnetic, pneumatic, or 
hydraulic), motors, and other devices. They are also used, intentionally, as limiters 
to restrict the range of a variable. We define the saturation function 

sat(u) = { u(,) sgn u , 
if lui::; 1 
if lui> 1 

(1.29) 

to represent a normalized saturation nonlinearity and generate the graph of Fig-
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Figure 1.11: Practical characteristics (dashed) of saturation and dead-zone nonlineari­
ties are approximated by piecewise linear characteristics (solid). 
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Figure 1.12: Relay with hysteresis. 

ure 1.10(b) as k sat(u/b). 
Figure 1.10(c) shows an ideal dead-zone nonlinearity. Such characteristic is 

typical of valves and some amplifiers at low input signals. The piecewise linear 
functions used in Figure 1.10(b) and (c) to represent saturation and dead-zone 
characteristics are approximations of more realistic smooth functions, as shown in 
Figure 1.11 

Figure 1.10(d) shows a quantization nonlinearity, which is typical in analog-to­
digital conversion of signals. 

Quite frequently, we encounter nonlinear elements whose input-output charac­
teristics have memory; that is, the output at any instant of time may depend on 
the whole history of the input. Figures 1.12, 1.15(b), and 1.16 show three such 
characteristics of the hysteresis type. The first of the three elements, Figure 1.12, 
is a relay with hysteresis. For highly negative values of the input, the output will 
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Figure 1.13: An operational amplifier circuit that realizes the relay with hysteresis 
characteristic of Figure 1.12. 

be at the lower level L_. As the input is increased, the output stays at L_ until 
the input reaches S+. Increasing the input beyond S+, the output switches to the 
higher level L+ and stays there for higher values of the input. Now, if we decrease 
the input, the output stays at the higher level L+ until the input crosses the value 
S_ at which point the output switches to the lower level L_ and stays there for 
lower values of the input. Such input-output characteristic can be generated, for 
example, by the operational amplifier circuit of Figure 1.13.6 The circuit features 
ideal operational amplifiers and ideal diodes. An ideal operational amplifier has the 
voltage at its inverting (-) input equal to the voltage at its noninverting (+) input 
and has zero input currents at both inputs. An ideal diode has the v-i characteristic 
shown in Figure 1.14. When the input voltage u is highly negative, the diodes Dl 
and D3 will be on while D2 and D4 will be ofJ.7 Because the inverting inputs of 
both amplifiers are at virtual ground, the currents in R5 and D3 will be zero and 
the output of D3 will be at virtual ground. Therefore, the output voltage y will be 
given by y = -(Rd R4)E. This situation will remain as long as the current in Dl 

circuit is taken from [204]. 
7To see why D3 is on when DI is on, notice that when DI is on, the voltage at the output 

of AJ will be Vd, the offset voltage of the diode. This will cause a current Vd/ R5 to flow in R5 
heading towards A2. Since the input current to A2 is zero, the current in R5 must flow through 
D3. In modeling the diodes, we neglect the offset voltage Vdi therefore, the currents in R5 and 
D3 are neglected. 
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on 

off 

v 

Figure 1.14: v-i characteristic of an ideal diode. 

is positive; that is, 

As we increase the input u, the output y will stay at -(R3/ R4)E until the input 
reaches the value R3R6E / R4R7' Beyond this value, the diodes Dl and D3 will be 
off while D2 and D4 will be on. Once again, because the inverting inputs of both 
amplifiers are at virtual ground, the currents in R5 and D4 will be zero, and the 
input of D4 will be at virtual ground. Therefore, the output y will be given by 
y = (H2/ R1)E. This situation will remain as long as the current in D2 is positive; 
that is, 

. U R2E R2R6E 
'lD2 = R6 + RIR7 > 0 {:} U > - RIR7 

Thus, we obtain the input-output characteristic of Figure 1.12 with 

R3E L = R2E S = _ R2R6E S+ = R3R6E 
R4' + Rl' - RIR7 ' R4R7 

We will see in Example 2.1 that the tunnel-diode circuit of Section 1.2.2 produces 
a similar characteristic when its input voltage is much slower than the dynamics of 
the circuit. 

Another type of hysteresis nonlinearity is the backlash characteristic shown in 
Figure 1.15(b), which is common in gears. To illustrate backlash, the sketch of 
Figure 1.15(a) shows a small gap between a pair of mating gears. Suppose that the 
driven gear has a high friction to inertia ratio so that when the driving gear starts to 
decelerate, the surfaces will remain in contact at L. The input-output characteristic 
shown in Figure 1.15(b) depicts the angle ofthe driven gear y versus the angle ofthe 
driving gear u. Starting from the position shown in Figure 1.15(a), when the driving 
gear rotates an angle smaller than a, the driven gear does not move. For rotation 
larger than a, a contact is established at L and the driven gear follows the driving 
one, corresponding to the AoA piece of the input-output characteristic. When the 
driving gear reverses direction, it rotates an angle 2a before a contact is established 
at U. During this motion, the angle y remains constant, producing the AB piece of 
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Figure 1.15: Backlash nonlinearity. 
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Figure 1.16: Hysteresis nonlinearity. 

the characteristic. After a contact is established at U, the driven gear follows the 
driving one, producing the BC piece, until another reversal of direction produces 
the CDA piece. Thus, a periodic input of amplitude higher than a produces the 
ABCD hysteresis loop of Figure 1.15(b). Notice that for a larger amplitude, the 
hysteresis loop will be A' B' C' D' --an important difference between this type of 
hysteresis characteristic and the relay with hysteresis characteristic of Figure 1.12, 
where the hysteresis loop is independent of the amplitude of the input. 

Similar to backlash, the hysteresis characteristic of Figure 1.16, which is typical 
in magnetic material, has a hysteresis loop that is dependent on the amplitude of 
the input. 8 

o lVi.od,eliIllg the hysteresis characteristics of Figures 1.15(b) and 1.16 is quite complex. Various 
modeling approaches are given in [106], [126] and [203]. 
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1 Exercises 

1.1 A mathematical model that describes a wide variety of physical nonlinear 
systems is the nth-order differential equation 

(n) _ (t' (n-l)) y -g ,y,y, ... ,y ,U 

where U and yare scalar variables. \iVith u as input and y as output, find a state 
model. 

1.2 Consider a single-input-single-output system described by the nth-order dif­
ferential equation 

(n) _ (t' (n-1)) (t' (n-2)) . y - gl , y, y, ... , y , u + g2 , y, y, ... , y u 

where g2 is a differentiable function of its arguments. With u as input and y as 
output, find a state model. 
Hint: Take Xn y(n-1) - g2 (t, y, y, ... , y(n-2)) u. 

1.3 Consider a single-input-single-output system described by the nth-order dif­
ferential equation 

(n) _ ( (n-l) (m)) y - 9 y, ... , y ,z, ... , z , m<n 

where z is the input and y is the output. Extend the dynamics of the system by 
adding a series of m integrators at the input side and define u = z(m,) as the input 
to the extended system; see Figure 1.17. Using y, ... ,y(n-1) and z, ... ,z(m-1) as 
state variables, find a state model of the extended system. 

-. - - .mn_~ Given System L1L-
mtegrat-;;~l r---~ 

Figure 1.17: Exercise 1.3. 

1.4 The nonlinear dynamic equations for an m-link robot [171, 185] take the form 

l\1(q)ij + C(q, q)q + +Dq + g(q) = u 

where q is an m-dimensional vector of generalized coordinates representing joint 
positions, u is an m-dimensional control (torque) input, and M(q) is a symmetric 
inertia matrix, which is positive definite for all q E Rm. The term C(q, q)q accounts 
for centrifugal and Corio lis forces. The matrix C has the property that NT - 2C is 
a skew-symmetric matrix for all q, q E Rm, where NT is the total derivative of M(q) 
with respect to t. The term Dq account for viscous damping, where D is a positive 
semidefinite symmetric matrix. The term g(q), which accounts for gravity forces, is 
given by g(q) = [8P(q)/8q]T, where P(q) is the total potential energy of the links 
due to gravity. Choose appropriate state variables and find the state equation. 



1.3. EXERCISES 25 

1.5 The nonlinear dynamic equations for a single-link manipulator with flexible 
joints [185], damping ignored, is given by 

I ih + 111 9 L sin ql + k (ql - q2) 0 

Jih - k(ql - q2) u 

where ql and q2 are angular positions, I and J are moments of inertia, k is a spring 
constant, M is the total mass, L is a distance, and u is a torque input. Choose 
state variables for this system and write down the state equation. 

1.6 The nonlinear dynamic equations for an m-link robot with flexible joints [185] 
take the form 

M(ql)ih + h(ql, (h) + K(ql - q2) 0 

Jih - K(ql - q2) u 

where ql and q2 are m-dimensional vectors of generalized coordinates, 1I1(ql) and 
J are symmetric nonsingular inertia matrices, and u is an m-dimensional control 
input. The term h(q, q) accounts for centrifugal, Coriolis, and gravity forces, and 
K is a diagonal matrix of joint spring constants. Choose state variables for this 
system and write down the state equation. 

1.7 Figure 1.18 shows a feedback connection of a linear time-invariant system rep­
resented by the transfer function G(s) and a nonlinear time-varying element defined 
by z = 'IjJ(t, y). The variables r, u, y, and z are vectors of the same dimension, and 
'l}J(t, y) is a vector-valued function. With r as input and y as output, find a state 
model. 

G(s) = C(sI - A)-l B I--r-
Y-. ... 

Figure 1.18: Exercise 1.7. 

1.8 A synchronous generator connected to an infinite bus can be represented [148] 
by 

M8 P - D8 - rJIEq sino 

TEq -rJ2Eq + rJ3 cos 0 + E pD 
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where 0 is an angle in radians, Eq is voltage, P is mechanical input power, EFD is 
field voltage (input), D is damping coefficient, .M is inertial coefficient, T is time 
constant, and f)l, f)2, and f)3 are constant parameters. 

(a) Using 0, 8, and Eq as state variables, find the state equation. 

(b) Let P = 0.815, EFD = 1.22, f)l = 2.0, f)2 = 2.7, f)3 = 1.7, T = 6.6, M = 0.0147, 
and D / M = 4. Find all equilibrium points. 

(c) Suppose that T is relatively large so that Eq ~ O. Show that assuming Eq to 
be constant reduces the model to a pendulum equation. 

1.9 The circuit shown in Figure 1.19 contains a nonlinear inductor and is driven 
by a time-dependent current source. Suppose that the nonlinear inductor is a 
Josephson junction [39], described by iL = 10 sin keP~, where ePL is the magnetic 
flux of the inductor and 10 and k are constants. 

(a) Using ePL and Vc as state variables, find the state equation. 

(b) Is it easier to choose i Land Vc as state variables? 

+ + 
R vc C vL 

Figure 1.19: Exercises 1.9 and 1.10. 

1.10 The circuit shown in Figure 1.19 contains a nonlinear inductor and is driven 
by a time-dependent current source. Suppose that the nonlinear inductor is de­
scribed by iL = LePL + /kePi, where ePL is the magnetic flux of the inductor and L 
and /k are positive constants. 

(a) Using and Vc as state variables, find the state equation. 

(b) Find all equilibrium points when is = O. 

1.11 A phase-locked loop [64] can be represented by the block diagram of Fig­
ure 1.20. Let {A, B, C} be a minimal realization of the scalar, strictly proper 
transfer function G (s). Assume that all eigenvalues of A have negative real parts, 
G(O) =I 0, and ()i = constant. Let z be the state of the realization {A, B, C}. 
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y 

y 

Figure 1.20: Exercise 1.11. Figure 1.21: Exercise 1.12. 

(a) Show that the closed-loop system can be represented by the state equations 

z = Az + Bsine, e= -Cz 

(b) Find all equilibrium points of the system. 

(c) Show that when G(8) = 1/(78 + 1), the closed-loop model coincides with the 
model of a pendulum equation. 

l.12 Consider the mass-spring system shown in Figure 1.21. Assuming a linear 
spring and nonlinear viscous damping described by CIY+C2ylyl, find a state equation 
that describes the motion of the system. 

l.13 An example of a mechanical system in which friction can be negative in a 
certain region is the structure shown in Figure 1.22 [7]. On a belt moving uniformly 
with velocity Va, there lies a mass m fixed by linear springs, with spring constants 
kl and k2 . The friction force h ( v) exerted by the belt on the mass is a function 
of the relative velocity v Va - y. We assume that h(v) is a smooth function for 
Ivl > O. In addition to this friction, assume that there is a linear viscous friction 
proportional to y. 

(a) Write down the equation of motion of the mass m. 

(b) By restricting our analysis to the region Iyl « Va, we can use a Taylor series to 
approximate h(v) by h(va) - Yh'(va). Using this approximation, simplify the 
model of the system. 

(c) In view of the friction models discussed in Section 1.2.3, describe what kind of 
friction characteristic h (v) would result in a system with negative friction. 

l.14 Figure 1.23 shows a vehicle moving on a road with grade angle e, where V is 
the vehicle's velocity, M is its mass, and F is the tractive force generated by the 
engine. Assume that the friction is due to Coulomb friction, linear viscous friction, 
and a drag force proportional to v2 . Viewing F as the control input and e as a 
disturbance input, find a state model of the system. 
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Figure 1.22: Exercise 1.13. 

Figure 1.23: Exercise 1.14. 

1.15 Consider the inverted pendulum of Figure 1.24 [110]. The pivot of the pen­
dulum is mounted on a cart that can move in a horizontal direction. The cart is 
driven by a motor that exerts a horizontal force F on the cart. The figure shows also 
the forces acting on the pendulum, which are the force mg at the center of gravity, 
a horizontal reaction force H, and a vertical reaction force V at the pivot. Writ­
ing horizontal and vertical Newton's laws at the center of gravity of the pendulum 
yields 

d2 d2 

m dt2 (y + LsinO) = Hand m dt2 (L cos 0) = V - mg 

Taking moments about the center of gravity yields the torque equation 

Ie = V L sin 0 - H L cos 0 

while a horizontal Newton's law for the cart yields 

My =F-H -ky 

Here m is the mass of the pendulum, M is the mass of the cart, L is the distance 
from the center of gravity to the pivot, I is the moment of inertia of the pendulum 
with respect to the center of gravity, k is a friction coefficient, y is the displacement 
of the pivot, 0 is the angular rotation of the pendulum (measured clockwise), and 
9 is the acceleration due to gravity. 

(a) Carrying out the indicated differentiation and eliminating V and H, show that 
the equations of motion reduce to 

IO = mgL sin 0 - mL20 - mLy cos 0 

My = F m (y + LO cos 0 - LiP sin 0) - ky 

(b) Solving the foregoing equations for 0 and y, show that 

[ 0] 1 [ m+]v[ 
y = t::.(O) -mL cos 0 

-mLcosO] [ mgLsinO ] 
I + mL2 F + mLiP sinO - ky 
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v 

Cart 
y 

Figure 1.24: Inverted pendulum of Exercise 1.15. 

where 

(c) Using Xl = 0, X2 = iJ, X3 = y, and X4 = iJ as the state variables and u = F as 
the control input, write down the state equation. 

1.16 Figure 1.25 shows a schematic diagram of a 'Translational Oscillator with 
Rotating Actuator (TORA) system [205]. The system consists of a platform of 
mass M connected to a fixed frame of reference by a linear spring, with spring 
constant k. The platform can only move in the horizontal plane, parallel to the 
spring axis. On the platform, a rotating proof mass is actuated by a DC motor. 
It has mass m and moment of inertial I around its center of mass, located at a 
distance L from its rotational axis. The control torque applied to the proof mass 
is denoted by u. The rotating proof mass creates a force which can be controlled 
to dampen the translational motion of the platform. We will derive a model for 
the system, neglecting friction. Figure 1.25 shows that the proof mass is subject to 
forces Fx and Fy and a torque u. Writing Newton's law at the center of mass and 
taking moments about the center of mass yield the equations 

where 0 is the angular position of the proof mass (measured counter clockwise). 
The platform is subject to the forces Fx and Fy, in the opposite directions, as well 
as the restoring force of the spring. Newton's law for the platform yields 

where Xc is the translational position of the platform. 
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(a) Carrying out the indicated differentiation and eliminating Fx and Fy , show 
that the equations of motion reduce to 

(b) Solving the foregoing equation for (j and Xc, show that 

where 

m+M 
-mLcose 

-mLcose 1 [ u 
I + mL2 mLfP sin e - kxc 

(c) Using Xl e, X2 = fJ, X3 = Xc, and X4 = Xc as the state variables and u as the 
control input, write down the state equation. 

(d) Find all equilibrium points of the system. 

Figure L25: Translational Oscillator with Rotating Actuator (TORA) system. 

1.17 The dynamics of a DC motor [178] can be described by 

dif 
Rfif + Lr;jj: 

Jdw 
dt 

The first equation is for the field circuit with v f' if, R f' and L f being its voltage, 
current, resistance, and inductance. The variables Va, i a , Ra , and La are the corre­
sponding variables for the armature circuit described by the second equation. The 
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third equation is a torque equation for the shaft, with J as the rotor inertia and C3 

as a damping coefficient. The term c1ifw is the back e.m.f. induced in the armature 
circuit, and C2i fi a is the torque produced by the interaction of the armature current 
with the field circuit flux. 

(a) For a separately excited DC motor, the voltages Va and vf are independent 
control inputs. Choose appropriate state variables and find the state equation. 

(b) Specialize the state equation ofpart(a) to the field controlled DC motor, where 
vf is the control input, while Va is held constant. 

(c) Specialize the state equation of part (a) to the armature controlled DC motor, 
where Va is the control input, while vf is held constant. Can you reduce the 
order of the model in this case? 

(d) In a shunt wound DC motor, the field and armature windings are connected 
in parallel and an external resistance Rx is connected in series with the field 
winding to limit the field flux; that is, V Va = vf + Rxif. With V as the 
control input, write down the state equation. 

1.18 Figure 1.26 shows a schematic diagram of a magnetic suspension system, 
where a ball of magnetic material is suspended by means of an electromagnet whose 
current is controlled by feedback from the, optically measured, ball position [211, 
pp. 192-200]. This system has the basic ingredients of systems constructed to 
levitate mass, used in gyroscopes, accelerometers, and fast trains. The equation of 
motion of the ball is 

my = -ky+mg+F(y,i) 

where m is the mass of the ball, y 2: 0 is the vertical (downward) position of the 
ball measured from a reference point (y = 0 when the ball is next to the coil), k is 
a viscous friction coefficient, 9 is the acceleration due to gravity, F(y, i) is the force 
generated by the electromagnet, and i is its electric current. The inductance of the 
electromagnet depends on the position of the ball and can be modeled as 

Lo 
L(y) = L1 + -1 -j­

+ya 

where L 1 , L o, and a are positive constants. This model represents the case that the 
inductance has its highest value when the ball is next to the coil and decreases to 
a constant value as the ball is removed to y = 00. With E(y, i) = ~L(y)i2 as the 
energy stored in the electromagnet, the force F(y, i) is given by 

F( i _ BE _ _ Loi
2 

y, ) - By - 2a(1 + yja)2 

When the electric circuit of the coil is driven by a voltage source with voltage v, 
Kirchhoff's voltage law gives the relationship V = ¢ + Ri, where R is the series 
resistance of the circuit and ¢ = L(y)i is the magnetic flux linkage. 
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Controller 

Q?70 
V Light 

source 

Figure 1.26: Magnetic suspension system of Exercise 1.18. 

(a) Using Xl = y, X2 y, and X3 = i as state variables and u = v as control input, 
find the state equation. 

(b) Suppose it is desired to balance the ball at a certain position 'r > O. Find the 
steady-state values Iss and Vss of i and v, respectively, which are necessary 
to maintain such balance. 

The next three exercises give examples of hydraulic systems [41]. 

l.19 Figure 1.27 shows a hydraulic system where liquid is stored in an open tank. 
The cross-sectional area ofthe tank, A(h), is a function of h, the height ofthe liquid 

level above the bottom of the tank. The liquid volume v is given by v = Joh 
A(A) dA. 

For a liquid of density p, the absolute pressure P is given by p = pgh + Pa, where 
Pa is the atmospheric pressure (assumed constant) and 9 is the acceleration due 
to gravity. The tank receives liquid at a flow rate Wi and loses liquid through a 
valve that obeys the flow-pressure relationship Wo = k;/2S:P. In the current case, 
6.p = P - Pa· Take u = Wi to be the control input and y = h to be the output. 

(a) Using h as the state variable, determine the state model. 

(b) Using P -- Pa as the state variable, determine the state model. 

(c) Find U ss that is needed to maintain the output at a constant value 'r. 

l.20 The hydraulic system shown in Figure 1.28 consists of a constant speed cen­
trifugal pump feeding a tank from which liquid flows through a pipe and a valve that 
obeys the relationship Wo = kJp - Pa. The pump characteristic for the specified 
pump speed is shown in Figure 1.29. Let us denote this relationship by b..p = ¢( Wi) 
and denote its inverse, whenever defined, by Wi = ¢-l(b..p). For the current pump, 
6.p = P - Pa· The cross-sectional area of the tank is uniform; therefore, v = Ah and 
P = Pa pgv / A, where the variables are defined in the previous exercise. 
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Figure 1.27: Exercise 1.19 . Figure 1.28: Exercise 1.20. 

.:lp 

w 

Figure 1.29: Typical centrifugal pump characteristic. 

(a) Using (p - Pa) as the state variable, find the state modeL 

(b) Find all equilibrium points of the system. 

33 

1.21 The valves in the hydraulic system of Figure 1.30 obey the fl6w relationships 
WI = klVPl - P2 and W2 = k2VP2 - Pa. The pump has the characteristic shown 
in Figure 1.29 for (PI - Pa) versus wp. The various components and variables are 
defined in the previous two exercises. 

(a) Using (PI - Pa) and (P2 - Pa) as the state variables, find the state equation. 

(b) Find all equilibrium points of the system. 

1.22 Consider a biochemical reactor with two components-biomass and substrate--­
where the biomass cells consume the substrate [23]; a schematic is shown in Fig­
ure 1.31. Assume that the reactor is perfectly mixed and the volume V is constant. 
Let Xl and X2 be the concentrations (mass/volume) of the biomass cells and sub­
strate, respectively, and Xl! and X2! be the corresponding concentrations in the 
feed stream. Let rl be the rate of biomass cell generation (mass/volume/time), r2 

be the rate of the substrate consumption, and F be the flow rate (volume/time). 
The dynamic model is developed by writing material balances on the biomass and 
substrate; that is, 

rate of biomass accumulation = in by flow - out by flow + generation 
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Pa 

--Pl-

Figure 1.30: The hydraulic system of Exercise 1.21. 

rate of substrate accumulation = in by flow - out by flow - consumption 

The generation rate TI is modeled as TI = /-LXI, where the specific growth coefficient 
/-L is a function of X2. We assume that there is no biomass in the feed stream, so 
Xl! 0, the dilution rate d = F/V is constant, and the yield Y = TdT2 is constant. 

(a) Using Xl and X2 as state variables, find the state model. 

(b) Find all equilibrium points when /-L = /-LmX2 / (km + X2) for some positive 
constants /-Lm and km . Assume that d < /-Lm. 

(c) Find all equilibrium points when /-L = /-LmX2 / (km + X2 + kl x§) for some 
positive constants /-Lm, km, and k l · Assume that d < maxx2~o{/-L(X2)}' 

F 
Xlf----, 
X2f 

Figure 1.31: Biochemical reactor of Exercise 1.22. 



Chapter 2 

Second-Order Systems 

Second-order autonomous systems occupy an important place in the study of non­
linear systems because solution trajectories can be represented by curves in the 
plane. This allows for easy visualization of the qualitative behavior of the system. 
The purpose of this chapter is to use second-order systems to introduce, in an ele­
mentary context, some of the basic ideas of nonlinear systems. In particular, we will 
look at the behavior of a nonlinear system near equilibrium points, the phenomenon 
of nonlinear oscillation, and bifurcation. 

A second-order autonomous system is represented by two scalar differential equa­
tions 

h(Xl,X2) 

12(xl, X2) 

(2.1) 

(2.2) 

Let x(t) = (Xl(t),X2(t)) be the solution l of (2.1)-(2.2) that starts at a certain initial 
state Xo = (XlO' X2o)i that is, x(O) = Xo. The locus in the XI-X2 plane of the solution 
x(t) for all t 2: 0 is a curve that passes through the point Xo. This curve is called 
a trajectory or orbit of (2.1)-(2.2) from Xo. The XI-X2 plane is usually called the 
state plane or phase plane. The right-hand side of (2.1)-(2.2) expresses the tangent 
vector x (t) = (Xl (t), X2 (t)) to the curve. Using the vector notation 

X =f(x) 

where f (x) is the vector (h (x), 12 (x) ), we consider f (x) as a vector field on the 
state plane, which means that to each point x in the plane, we assign a vector f (x). 
For easy visualization, we represent f(x) as a vector based at Xi that is, we assign 
to x the directed line segment from x to x + f(x). For example, if f(x) = (2xr, X2), 
then at x = (1,1), we draw an arrow pointing from (1,1) to (1,1) + (2,1) = (3,2). 
(See Figure 2.1.) Repeating this at every point in a grid covering the plane, we 

1 It is assumed that there is a unique solution. 

35 
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x + f(x) = (3,2) 

Y 
x=(l,l) 

Figure 2.1: Vector field representation. 

obtain a vectoT field diagmm, such as the one shown in Figure 2.2 for the pendulum 
equation without friction: 

Xl X2 

X2 -lOsinxI 

In the figure, the length of the arrow at a given point x is proportional to the 
length of f (x), that is, V ft (x) + f? (x). Sometimes, for convenience, we draw 
arrows of equal length at all points. Since the vector field at a point is tangent to 
the trajectory through that point, we can, in essence, construct trajectories from 
the vector field diagram. Starting at a given initial point xo, we can construct the 
trajectory from Xo by moving along the vector field at Xo. This motion takes us to 
a new point x a , where we continue the trajectory along the vector field at Xa' If the 
process is repeated carefully and the consecutive points are chosen close enough to 
each other, we can obtain a reasonable approximation of the trajectory through Xo. 
In the case of Figure 2.2, a careful implementation of the foregoing process would 
show that the trajectory through (2,0) is a closed curve. 

The family of all trajectories or solution curves is called the phase pOTtmit of 
(2.1)-(2.2). An (approximate) picture of the phase portrait can be constructed 
by plotting trajectories from a large number of initial states spread all over the 
XI-X2 plane. Since numerical subroutines for solving general nonlinear differential 
equations are widely available, we can easily construct the phase portrait by using 
computer simulations. (Some hints are given in Section 2.5.) Note that since 
the time t is suppressed in a trajectory, it is not possible to recover the solution 
(Xl (t), X2 (t)) associated with a given trajectory. Hence, a trajectory gives only the 
q'ualitative, but not quantitative, behavior of the associated solution. For example, 
a closed trajectory shows that there is a periodic solution; that is, the system has 
a sustained oscillation, whereas a shrinking spiral shows a decaying oscillation. In 
the rest of this chapter, we will qualitatively analyze the behavior of second-order 
systems by using their phase portraits. 
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Figure 2.2: Vector field diagram of the pendulum equation without friction. 

2.1 Qualitative Behavior of Linear Systems 

Consider the linear time-invariant system 

x=Ax (2.3) 

where A is a 2 x 2 real matrix. The solution of (2.3) for a given initial state Xo is 
given by 

where Jr is the real Jordan form of A and M is a real nonsingular matrix such that 
M-1 AM = Jr. Depending on the eigenvalues of A, the real Jordan form may take 
one of three forms 

where k is either 0 or 1. The first form corresponds to the case when the eigenval­
ues A1 and A2 are real and distinct, the second form corresponds to the case when 
the eigenvalues are real and equal, and the third form corresponds to the case of 
complex eigenvalues A1,2 = ex ± j (3. In our analysis, we have to distinguish between 
these three cases. Moreover, with real eigenvalues, we have to isolate the case when 
at least one of the eigenvalues is zero. In that situation, the origin is not an isolated 
equilibrium point and the qualitative behavior is quite different from the behavior 
in the other cases. 
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Case 1. Both eigenvalues are real: )\1 I=- A2 I=- o. 

In this case, M [VI, V2], where VI and V2 are the real eigenvectors associated 
with Al and A2. The change of coordinates z = M-1 x transforms the system into 
two decoupled first-order differential equations, 

whose solution, for a given initial state (ZlO' Z20), is given by 

Eliminating t between the two equations, we obtain 

(2.4) 

where c = Z20/(ZlO)A2!Al. The phase portrait of the system is given by the family 
of curves generated from (2.4) by allowing the constant c to take arbitrary values 
in R. The shape of the phase portrait depends on the signs of Al and A2' 

Consider first the case when both eigenvalues are negative. Without loss of 
generality, let A2 < Al < O. Here, both exponential terms eA1 t and eA2t tend to zero 
as t -t 00. Moreover, since A2 < Al < 0, the term eA2t tends to zero faster than 
the term eAl t. Hence, we call A2 the fast eigenvalue and Al the slow eigenvalue. 
For later reference, we call V2 the fast eigenvector and VI the slow eigenvector. The 
trajectory tends to the origin of the ZI-Z2 plane along the curve of (2.4), which now 
has a ratio A2/ Al that is greater than one. The slope of the curve is given by 

Since [(A2/ AI) - 1] is positive, the slope of the curve approaches zero as IZll -t 0 
and approaches 00 as IZll -t 00. Therefore, as the trajectory approaches the Qrigin, 
it becomes tangent to the ZI-axis; as it approaches 00, it becomes parallel to the 
Z2-axis. These observations allow us to sketch the typical family of trajectories 
shown in Figure 2.3. When transformed back into the x-coordinates, the family 
of trajectories will have the typical portrait shown in Figure 2.4(a). Note that in 
the Xl ~x2 plane, the trajectories become tangent to the slow eigenvector VI as they 
approach the origin and parallel to the fast eigenvector 1)2 far from the origin. In 
this situation, the equilibrium point x = 0 is called a stable node. 

When Al and A2 are positive, the phase portrait will retain the character of Fig­
ure 2.4(a), but with the trajectory directions reversed, since the exponential terms 
eA1t and eA2t grow exponentially as t increases. Figure 2.4(b) shows the phase por­
trait for the case A2 > Al > O. The equilibrium point x = 0 is referred to in this 
instance as an unstable node. 
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Figure 2.3: Phase portrait of a stable node in modal coordinates. 

Figure 2.4: Phase portraits for (a) a stable node; (b) an unstable node. 

Suppose now that the eigenvalues have opposite signs. In particular, let A2 < 0 < 
AI. In this case, eA1t -+ 00, while eA2t -+ 0 as t -+ 00. Hence, we call A2 the stable 
eigenvalue and Al the unstable eigenvalue. Correspondingly, V2 and VI are called the 
stable and unstable eigenvectors, respectively. Equation (2.4) will have a negative 
exponent (A2/ AI)' Thus, the family of trajectories in the Zl-Z2 plane will take the 
typical form shown in Figure 2.5(a). Trajectories have hyperbolic shapes. They 
become tangent to the ZI-axis as IZll -+ 00 and tangent to the z2-axis as IZll -+ O. 
The only exception to these hyperbolic shapes are the four trajectories along the 
axes. The two trajectories along the z2-axis are called the stable trajectories since 
they approach the origin as t -+ 00, while the two trajectories along the ZI-axis are 
called the unstable trajectories since they approach infinity as t -+ 00. The phase 
portrait in the XI-X2 plane is shown in Figure 2.5(b). Here the stable trajectories are 
along the stable eigenvector V2 and the unstable trajectories are along the unstable 
eigenvector VI. In this case, the equilibrium point is called a saddle. 
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Figure 2.5: Phase portrait of a saddle point (a) in modal coordinates; (b) in original 
coordinates. 

Case 2. Complex eigenvalues: )..,1,2 = a ± j (3. 

The change of coordinates z = M- 1x transforms the system (2.3) into the form 

The solution of these equations is oscillatory and can be expressed more conveniently 
in the polar coordinates 

r - Jz2 + z2 - 1 2' 

where we have two uncoupled first-order differential equations: 

r = ar and iJ = (3 

The solution for a given initial state (ro, eo) is given by 

r(t) = roecd and e(t) eo + (3t 

which define a logarithmic spiral in the Zl-Z2 plane. Depending on the value of a, 
the trajectory will take one of the three forms shown in Figure 2.6. When a < 0, 
the spiral converges to the origin; when a > 0, it diverges away from the origin. 
When a = 0, the trajectory is a circle of radius roo Figure 2.7 shows the trajectories 
in the X1-~X2 plane. The equilibrium point x = 0 is referred to as a stable focus if 
a < 0, unstable focus if a > 0, and center if a = O. 
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(a) (b) 

Figure 2.6: Typical trajectories in the case of complex eigenvalues. 
(a) a < 0; (b) a> 0; (c) a = O. 
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Figure 2.7: Phase portraits for (a) a stable focus; (b) an unstable focus; (c) a center. 

Case 3. Nonzero multiple eigenvalues: Al = A2 = A =I=- O. 

The change of coordinates z = M-1x transforms the system (2.3) into the form 

whose solution, for a given initial state (ZlO' Z20), is given by 

Eliminating t, we obtain the trajectory equation 

Zl = Z2 [ZlO + ~ In (~)l 
Z20 A Z20 

Figure 2.8 shows the form of the trajectories when k = 0, while Figure 2.9 shows 
their form when k = 1. The phase portrait has some similarity with the portrait 
of a node. Therefore, the equilibrium point x = 0 is usually referred to as a stable 
node if A < 0 and unstable node if A > O. Note, however, that the phase portraits 
of Figures 2.8 and 2.9 do not have the asymptotic slow-fast behavior that we saw 
in Figures 2.3 and 2.4. 

Before we discuss the degenerate case when one or both of the eigenvalues are 
zero, let us summarize our findings about the qualitative behavior of the system 
when the equilibrium point x = 0 is isolated. We have seen that the system can dis­
play six qualitatively different phase portraits, which are associated with different 
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(a) (b) 

Figure 2.8: Phase portraits for the case of nonzero multiple eigenvalues when k = 0: 
(a) >. < 0; (b) >. > O. 

(a) (b) 

Figure 2.9: Phase portraits for the case of nonzero multiple eigenvalues when k = 1: 
(a)>'<O;(b)>.>O. 

types of equilibria: stable node, unstable node, saddle point, stable focus, unstable 
focus, and center. The type of equilibrium point is completely specified by the lo­
cation of the eigenvalues of A. Note that the global (throughout the phase plane) . 
qualitative behavior of the system is determined by the type of equilibrium point. 
This is a characteristic of linear systems. When we study the qualitative behavior 
of nonlinear systems in the next section, we shall see that the type of equilibrium 
point can only determine the qualitative behavior of the trajectories in the vicinity 
of that point. 

Case 4. One or both eigenvalues are zero. 

\\Then one or both eigenvalues of A are zero, the phase portrait is in some sense 
degenerate. Here, the matrix A has a nontrivial null space. Any vector in the 
null space of A is an equilibrium point for the system; that is, the system has an 
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(a) (b) 

Figure 2.10: Phase portraits for (a) Al = 0, A2 < 0; (b) Al = 0, A2 > O. 

equilibrium subspace, rather than an equilibrium point. The dimension of the null 
space could be one or two; if it is two, the matrix A will be the zero matrix. This 
is a trivial case where every point in the plane is an equilibrium point. When the 
dimension of the null space is one, the shape of the Jordan form of A will depend 
on the multiplicity of the zero eigenvalue. When Al = 0 and A2 i= 0, the matrix M 
is given by M = [VI, V2] where VI and V2 are the associated eigenvectors. Note that 
VI spans the null space of A. The change of variables z = M-l x results in 

il = 0, 

whose solution is 

ZI (t) = ZlO, 

The exponential term will grow or decay, depending on the sign of A2' Figure 2.10 
shows the phase portrait in the XI-X2 plane. All trajectories converge to the equi­
librium subspace when A2 < 0, and diverge away from it when A2 > O. 

When both eigenvalues are at the origin, the change of variables z = M- 1x 

results in 

whose solution is 

The term z20t will increase or decrease, depending on the sign of Z20. The ZI-axis is 
the equilibrium subspace. Figure 2.11 shows the phase portrait in the XI-X2 plane; 
the dashed line is the equilibrium subspace. The phase portrait in Figure 2.11 is 
quite different from that in Figure 2.10. Trajectories starting off the equilibrium 
subspace move parallel to it. 

The study of the behavior of linear systems about the equilibrium point x = 0 is 
important because, in many cases, the local behavior of a nonlinear system near an 
equilibrium point can be deduced by linearizing the system about that point and 
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Figure 2.11: Phase portrait when Al = A2 = O. 

studying the behavior of the resultant linear system. How conclusive the lineariza­
tion approach is depends to a great extent on how the various qualitative phase 
portraits of a linear system persist under perturbations. We can gain insight into 
the behavior of a linear system under perturbations by examining the special case 
of linear perturbations. Suppose A has distinct eigenvalues and consider A + .6.A, 
where .6.A is a 2 x 2 real matrix whose elements have arbitrarily small magnitudes. 
From the perturbation theory of matrices, 2 we know that the eigenvalues of a ma­
trix depend continuously on its parameters. This means that, given any positive 
number E, there is a corresponding positive number 0 such that if the magnitude 
of the perturbation in each element of A is less than 0, the eigenvalues of the per­
turbed matrix A +.6.A will lie in open discs of radius E centered at the eigenvalues 
of A. Consequently, any eigenvalue of A that lies in the open right-half plane (pos­
itive real part) or in the open left-half plane (negative real part) will remain in 
its respective half of the plane after arbitrarily small perturbations. On the other 
hand, eigenvalues on the imaginary axis, when perturbed, might go into either the 
right-half or the left-half of the plane, since a disc centered on the imaginary axis 
will extend in both halves no matter how small E is. Consequently, we can conclude 
that if the equilibrium point x = 0 of x = Ax is a node, focus, or saddle point, 
then the equilibrium point x = 0 of x = (A + .6.A)x will be of the same type for 
sufficiently small perturbations. The situation is quite different if the equilibrium 
point is a center. Consider the perturbation of the real Jordan form in the case of 
a center 

[~1 : 1 
where J-l is a perturbation parameter. When J-l is positive, the equilibrium point of 
the perturbed system is an unstable focus; when J-l is negative, it is a stable focus. 

Chapter 7]. 
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This is true no matter how small fJ, is, as long as it is different from zero. Because 
the phase portraits of a stable focus and unstable focus are qualitatively different 
from the phase portrait of a center, we see that a center equilibrium point will 
not persist under perturbations. The node, focus, and saddle equilibrium points 
are said to be structurally stable because they maintain their qualitative behavior 
under infinitesimally small perturbations, 3 while the center equilibrium point is not 
structurally stable. The distinction between the two cases is due to the location of 
the eigenvalues of A, with the eigenvalues on the imaginary axis being vulnerable to 
perturbations. This brings in the definition of a hyperbolic equilibrium point. The 
origin x = 0 is said to be a hyperbolic equilibrium point of x = Ax if A has no 
eigenvalues with zero real part.4 

When A has multiple nonzero real eigenvalues, infinitesimally small perturba­
tions could result in a pair of complex eigenvalues. Hence, a stable (respectively, 
unstable) node would either remain a stable (respectively, unstable) node or become 
a stable (respectively, unstable) focus. 

When A has eigenvalues at zero, one would expect perturbations to move these 
eigenvalues away from zero, resulting in a major change in the phase portrait. It 
turns out, however, that there is an important difference between the case when 
there is only one eigenvalue at zero and the case when both eigenvalues are at 
zero (A =1= 0). In the first case, perturbation of the zero eigenvalue results in a 
real eigenvalue Al = fJ" where fJ, could be positive or negative. Since the other 
eigenvalue A2 is different from zero, its perturbation will keep it away from zero. 
Moreover, since we are talking about arbitrarily small perturbations, IA11 = 1fJ,1 will 
be much smaller than IA21. Thus, we end up with two real distinct eigenvalues, 
which means that the equilibrium point of the perturbed system will be a node or 
a saddle point, depending on the signs of A2 and fJ,. This is already an important 
change in the phase portrait. However, a careful examination of the phase portrait 
gives more insight into the qualitative behavior ofthe system. Since I All « I A21, the 
exponential term e>d will change with t much faster than the exponential term eAl t , 

resulting in the typical phase portraits of a node and a saddle shown in Figure 2.12, 
for the case A2 < O. Comparing these phase portraits with Figure 2.10(a) shows 
some similarity. In particular, similar to Figure 2.10, trajectories starting off the 
eigenvector VI converge to that vector along lines (almost) parallel to the eigenvector 
V2. As they approach the vector VI, they become tangent to it and move along it. 
When fJ, < 0, the motion along VI converges to the origin (stable node), while 
when fJ, > 0 the motion along VI tends to infinity (saddle point). This qualitative 
behavior is characteristic of singularly perturbed systems, which will be studied in 
Chapter 11. 

When both eigenvalues of A are zeros, the effect of perturbations is more dra-

3See [81, Chapter 16) for a rigorous and more general definition of structural stability. 
4This definition of a hyperbolic equilibrium point extends to higher-dimensional systems. It 

also carries over to equilibria of nonlinear systems by applying it to the eigenvalues of the linearized 
system. 
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(a) (b) 

Figure 2.12: Phase portraits of a perturbed system when Al = 0 and A2 < 0: (a) 
p, < 0; (b) p, > O. 

matico Consider the four possible perturbations of the Jordan form 

where p, is a perturbation parameter that could be positive or negative. It can easily 
be seen that the equilibrium points in these four cases are a center, a focus, a node, 
and a saddle point, respectively. In other words, all the possible phase portraits of 
an isolated equilibrium point could result from perturbations. 

2.2 Multiple Equilibria 

The linear system ± = Ax has an isolated equilibrium point at x = 0 if A has no 
zero eigenvalues, that is, if det A =I- O. When det A = 0, the system has a continuum 
of equilibrium points. These are the only possible equilibria patterns that a linear 
system may have. A nonlinear system can have multiple isolated equilibrium points. 
In the following two examples, we explore the qualitative behavior of the tunnel­
diode circuit of Section 1.2.2 and the pendulum equation of Section 1.2.1. Both . 
systems exhibit multiple isolated equilibria. 

Example 2.1 The state model of a tunnel-diode circuit is given by 

Assume that the circuit parameters are5 u = 1.2 V, R = 1.5 HJ = 1.5 x 103 n, 
C = 2 pF = 2 x 10-12 F, and L 5 p,H = 5 x 10-6 H. Measuring time in 

numerical data are taken from [39]. 
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Figure 2.13: Phase portrait of the tunnel-diode circuit of Example 2.1. 

nanoseconds and the currents X2 and h(Xl) in mA, the state model is given by 

Xl 0.5[-h(Xl) + X2] 

X2 0.2( -Xl - 1.5x2 + 1.2) 

Suppose that h(-) is given by 

h(Xl) = 17.76xl -103.79xi + 229.62x~ - 226.31xi + 83.72x~ 

By setting Xl = X2 = 0 and solving for the equilibrium points, we can verify that 
there are three equilibrium points at (0.063,0.758), (0.285,0.61), and (0.884,0.21). 
The phase portrait of the system, generated by a computer program, is shown in 
Figure 2.13. The three equilibrium points are denoted in the portrait by Ql, Q2, 
and Q3, respectively. Examination of the phase portrait shows that, except for 
two special trajectories, which approach Q2, all trajectories eventually approach 
either Ql or Q3. Near the equilibrium points, the trajectories take the form of a 
saddle for Q2 and stable nodes for Ql and Q3. The two special trajectories, which 
approach Q2, are the stable trajectories of the saddle. They form a curve that 
divides the plane into two halves. All trajectories originating from the left side of 
the curve will approach Ql, while all trajectories originating from the right side 
will approach Q3. This special curve is called a separatrix, because it partitions the 
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Figure 2.14: Adjustment of the load line of the tunnel-diode circuit during triggering. 

plane into two regions of different qualitative behavior. 6 In an experimental setup, 
we shall observe one of the two steady-state operating points Q1 or Q3, depending 
on the initial capacitor voltage and inductor current. The equilibrium point at Q2 
is never observed in practice because the ever-present physical noise would cause 
the trajectory to diverge from Q2 even if it were possible to set up the exact initial 
conditions corresponding to Q2. 

The phase portrait in Figure 2.13 tells us the global qualitative behavior of 
the tunnel-diode circuit. The range of Xl and X2 was chosen so that all essential 
qualitative features are displayed. The portrait outside this range does not contain 
any new qualitative features. 

The tunnel-diode circuit with multiple equilibria is referred to as a bistable cir­
cuit, because it has two steady-state operating points. It has been used as a com­
puter memory, where the equilibrium point Q1 is associated with the binary state 
"0" and the equilibrium point Q3 is associated with the binary state "1." Triggering 
from Q1 to Q3 or vice versa is achieved by a triggering signal of sufficient amplitude 
and duration that allows the trajectory to move to the other side of the separatrix. 
For example, if the circuit is initially at Q1, then a positive pulse added to the 
supply voltage u will carry the trajectory to the right side of the separatrix. The 
pulse must be adequate in amplitude to raise the load line beyond the dashed line 
in Figure 2.14 and long enough to allow the trajectory to reach the right side of the 
separatrix. 

Another feature of this circuit can be revealed if we view it as a system with 
input u = E and output y = VR- Suppose we start with a small value of u such that 
the only equilibrium point is Q1. After a transient period, the system settles at Q1. 
Let us now increase u gradually, allowing the circuit to settle at an equilibrium point 

general, the state plane decomposes into a number of regions, within each of which the 
trajectories may show a different type of behavior. The curves separating these regions are called 
separatrices. 
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Figure 2.15: Hysteresis characteristics of the tunnel-diode circuit. 

after each increment of u. For a range of values of u, Q1 will be the only equilibrium 
point. On the input-output characteristic of the system, shown in Figure 2.15, this 
range corresponds to the segment EA. As the input is increased beyond the point 
A, the circuit will have two steady-state operating points at Q1, on the segment 
AB, and Q3, on the segment CD. Since we are increasing u gradually, the initial 
conditions will be near Q1 and the circuit will settle there. Hence, the output will 
be on the segment AB. With further increase of u, we will reach a point where 
the circuit will have only one equilibrium point at Q3' Therefore, after a transient 
period the circuit will settle at Q3. On the input-output characteristic, it will 
appear as a jump from B to C. For higher values of u, the output will remain 
on the segment C F. Suppose now that we start decreasing u gradually. First, 
there will be only one equilibrium point Q3; that is, the output will move along 
the segment FC. Beyond a certain value of u, corresponding to the point C, the 
circuit will have two steady-state operating points at Q1 and Q3, but will settle 
at Q3 because its initial conditions will be closer to it. Hence, the output will be 
on the segment CD. Eventually, as we decrease u beyond the value corresponding 
to D, the circuit will have only one equilibrium point at Q1 and the characteristic 
will exhibit another jump from D to A. Thus, the input-output characteristic of 
the system features a hysteresis behavior. Notice that by drawing the input--output 
characteristic of Figure 2.15, we ignore the dynamics of the system. Such viewpoint 
will be reasonable when the input is slowly varying relative to the dynamics of the 
system so that the transient time between different steady-state operating points 
can be neglected. 7 6 

Example 2.2 Consider the following pendulum equation with friction: 

7This statement can be justified by the singular perturbation theory presented in Chapter 11. 
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Figure 2.16: Phase portrait of the pendulum equation of Example 2.2. 

X2 -10 sinxI - X2 

A computer-generated phase portrait is shown in Figure 2.16. The phase portrait 
is periodic in Xl with period 27r. Consequently, all distinct features of the system's 
qualitative behavior can be captured by drawing the portrait in the vertical strip 
-7r :S Xl :S 7r. As we noted earlier, the equilibrium points (0,0), (27r,0), (-27r, 0), 
etc., correspond to the downward equilibrium position (0,0). Trajectories near 
these equilibrium points have the pattern of a stable focus. On the other hand, 
the equilibrium points at (7r, 0), (-7r, 0), etc., correspond to the upward equilibrium 
position (7r,0). Trajectories near these equilibrium points have the pattern of a 
saddle. The stable trajectories of the saddles at (7r, 0) and (-7r, 0) form separatrices 
which contain a region with the property that all trajectories in its interior approach 
the equilibrium point (0,0). This picture is repeated periodically. The fact that 
trajectories could appro.ach different equilibrium points correspond to the number 
of full swings a trajectory would take before it settles at the downward equilibrium 
position. For example, the trajectories starting at points A and B have the same 
initial position, but different speeds. The trajectory starting at A oscillates with 
decaying amplitude until it settles down at equilibrium. The trajectory starting at 
B, on the other hand, has more initial kinetic energy. It makes a full swing before it 
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starts to oscillate with decaying amplitude. Once again, notice that the "unstable" 
equilibrium position (7T",0) cannot be maintained in practice, because noise would 
cause trajectories to diverge away from that position. 6. 

2.3 Qualitative Behavior Near Equilibrium Points 

Examination of the phase portraits in Examples 2.1 and 2.2 shows that the qual­
itative behavior in the vicinity of each equilibrium point looks just like those we 
saw in Section 2.1 for linear systems. In particular, in Figure 2.13 the trajectories 
near Q1, Q2, and Q3 are similar to those associated with a stable node, saddle 
point, and stable node, respectively. Similarly, in Figure 2.16 the trajectories near 
(0,0) and (7T", 0) are similar to those associated with a stable focus and saddle point, 
respectively. In this section, we will see that we could have seen this behavior near 
the equilibrium points without drawing the phase portrait. It will follow from the 
general property that, except for some special cases, the qualitative behavior of a 
nonlinear system near an equilibrium point can be determined via linearization with 
respect to that point. 

Let P = (p1, P2) be an equilibrium point of the nonlinear system (2.1)-(2.2) and 
suppose that the functions f 1 and 12 are continuously differentiable. Expanding 
the right-hand side of (2.1)-(2.2) into its Taylor series about the point (P1,P2), we 
obtain 

Xl h(P1,P2) + all(X1 - P1) + a12(X2 - P2) + H.O.T. 

X2 12(P1,P2) + a21(X1 P1) + a22(X2 P2) + H.O.T. 

where 

ah(X1, X2) I 
aX 2 Xl=Pl,X2=P2 

a12(x1)x2) I 
aX2 Xl=Pl,X2=P2 

and H.O.T. denotes higher order terms of the expansion, that is, terms of the form 
(x1-pd2, (X2 -P2)2, (Xl -P1) X (X2 -P2), and so on. Since (P1,P2) is an equilibrium 
point, we have 

h(P1,P2) = 12(P1,P2) = 0 

Moreover, since we are interested in the trajectories near (P1, P2), we define 

Y1 = Xl -- P1 and Y2 = X2 - P2 

and rewrite the state equations as 

allYl + a12Y2 + H.O.T. 

a21Y1 + a22Y2 + H.O.T. 
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If we restrict attention to a sufficiently small neighborhood of the equilibrium point 
such that the higher-order terms are negligible, then we may drop these terms and 
approximate the nonlinear state equations by the linear state equations 

ill anYI + al2Y2 

Y2 a21Yl + a22Y2 

Rewriting the equations in a vector form, we obtain 

Y = Ay 

where 

x=p 

The matrix [of lax] is called the Jacobian matrix of f(x), and A is the Jacobian 
matrix evaluated at the equilibrium point p. 

It is reasonable to expect the trajectories of the nonlinear system in a small 
neighborhood of an equilibrium point to be "close" to the trajectories of its lin­
earization about that point. Indeed, it is true that8 if the orig'in of the linearized 
state equation is a stable (respectively, unstable) node with distinct eigenvalues, a 
stable (respectively, unstable) focus, or a saddle point, then, in a small neighborhood 
of the equilibri'um point, the trajectories of the nonlinear state equation will behave 
like a stable (respectively, 'unstable) node, a stable (respectively, unstable) focus, or 
a saddle point. Consequently, we call an equilibrium point of the nonlinear state 
equation (2.1)-(2.2) a stable (respectively, unstable) node, a stable (respectively, 
unstable) focus, or a saddle point if the linearized state equation about the equilib­
rium point has the same behavior. The type of equilibrium points in Examples 2.1 
and 2.2 could have been determined by linearization without the need to construct 
the global phase portrait of the system. 

Example 2.3 The Jacobian matrix of the function f(x) ofthe tunnel-diode circuit 
in Example 2.1 is given by 

where 

of 

ax [ 

-0.5h'(XI) 

-0.2 

0.5 ] 

-0.3 

hI (Xl) = ddh = 17.76 - 207.58xI + 688.86xi - 905.24x{ + 418.6xi 
Xl 

proof of this linearization property can be found in [76]. It is valid under the assumption 
that !I(Xl,X2) and !2(Xl,X2) have continuous first partial derivatives in a neighborhood of the 
equilibrium point (Pl,P2). A related, but different, linearization result will be proved in Chapter 
3 for higher-dimensional systems. (See Theorem 4.7.) 
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Evaluating the Jacobian matrix at the equilibrium points QI = (0.063,0.758), 
Q2 = (0.285,0.61), and Q3 = (0.884,0.21), respectively, yields the three matrices 

[ 
-3.598 
-0.2 

[ 
1.82 
-0.2 

[ 
-1.427 
-0.2 

0.5 1 
-0.3 ' 

Eigenvalues: - 3.57, -0.33 

0.5 1 
-0.3 ' 

Eigenvalues: 1.77, -0.25 

0.5 1 
-0.3 ' 

Eigenvalues: - 1.33, -0.4 

Thus, QI is a stable node, Q2 is a saddle point, and Q3 is a stable node. 6. 

Example 2.4 The Jacobian matrix of the function f(x) of the pendulum equation 
in Example 2.2 is given by 

~~ = [-10~OSXI !1 1 
Evaluating the Jacobian matrix at the equilibrium points (0,0) and (71",0) yields, 
respectively, the two matrices 

AI= [ -~o !1 1 ' Eigenvalues : - 0.5 ± j3.12 

A2 = [ 1
0
0 ~1 1 ' Eigenvalues: - 3.7, 2.7 

Thus, the equilibrium point (0,0) is a stable focus and the equilibrium point (71",0) 
is a saddle point. 6. 

Note that the foregoing linearization property dealt only with cases when the 
linearized state equation has no eigenvalues on the imaginary axis, that is, when 
the origin is a hyperbolic equilibrium point of the linear system. We extend this 
definition to nonlinear systems and say that an equilibrium point is hyperbolic if 
the Jacobian matrix, evaluated at that point, has no eigenvalues on the imaginary 
axis. If the Jacobian matrix has eigenvalues on the imaginary axis, then the qual­
itative behavior of the nonlinear state equation near the equilibrium point could 
be quite distinct from that of the linearized state equation. This should come as 
no surprise ih view of our earlier discussion on the effect of linear perturbations 
on the qualitative behavior of a linear system when the origin is not a hyperbolic 
equilibrium point. The example that follows considers a case when the origin of the 
linearized state equation is a center. 

Example 2.5 The system 

Xl -X2 -/-LXI(XI + X~) 
X2 Xl - /-LX 2 (XI + X~) 
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has an equilibrium point at the origin. The linearized state equation at the origin 
has eigenvalues ±j. Thus, the origin is a center equilibrium point for the linearized 
system. We can determine the qualitative behavior of the nonlinear system by 
representing it in the polar coordinates: 

Xl = l' cos () and X2 = l' sin () 

which yield 
r = - f..lr 3 and iJ = 1 

From these equations, it can be easily seen that the trajectories of the nonlinear 
system will resemble a stable focus when f..l > 0 and an unstable focus when f..l < O. 

L 

The preceding example shows that the qualitative' behavior describing a center 
in the linearized state equation is not preserved in the nonlinear state equation. 

The foregoing discussion excludes the case when the linearized state equation has 
a node with multiple eigenvalues. Exercise 2.5 shows a case where the linearization 
has a stable node, while the trajectories of the nonlinear state equation behave like 
a stable focus. It should be mentioned, however, that a smoother function f (x) 
will not allow this to happen. In particular, if !I(XI,X2) and h(Xl,X2) are analytic 
functions9 in a neighborhood of the equilibrium point, then it is true that lO if the 
origin of the linearized state equation is a stable (respectively, unstable) node, then, 
in a small neighborhood of the equilibrium point, the trajectories of the nonlinear 
state equation will behave like a stable (respectively, unstable) node whether or not 
the eigenvalues of the linearization are distinct. 

Determining the type of equilibrium points via linearization provides useful in­
formation that should be used when we construct a global phase portrait of a 
second-order system, whether we do that graphically or numerically. In fact, the 
first step in constructing a phase portrait should be the calculation of all equilibrium 
points and determining the type of isolated ones via linearization, which will give 
us a clear idea about the expected portrait in the neighborhood of the equilibrium 
points. 

2.4 it Cycles 

Oscillation is one of the most important phenomena that occur in dynamical sys­
tems. A system oscillates when it has a nontrivial periodic solution 

X(t + T) x(t), 'II t ~ 0 

for some T > O. The word "nontrivial" is used to exclude constant solutions corre­
sponding to equilibrium points. A constant solution satisfies the preceding equation, 

is, hand 12 have convergent Taylor series representations. 
[115, Theorem 3.4, page 188J. 
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Figure 2.17: A linear LC circuit for the harmonic oscillator. 

but it is not what we have in mind when we talk of oscillation or periodic solutions. 
Unless otherwise specified, from this point on whenever we refer to a periodic solu­
tion, we will mean a nontrivial one. The image of a periodic solution in the phase 
portrait is a closed trajectory, which is usually called a periodic orbit or a closed 
orbit. 

We have already seen an example of oscillation in Section 2.1: the second-order 
linear system with eigenvalues ±jj3. The origin of that system is a center and the 
trajectories are closed orbits. When the system is transformed into its real Jordan 
form, the solution is given by 

Zl (t) = ro cos(j3t + eo), 

where 

e = t -1 [Z2 (0) 1 o an ( ) 
Zl 0 

Therefore, the system has a sustained oscillation of amplitude ro. It is usually 
referred to as the harmonic oscillator. If we think of the harmonic oscillator as a 
model for the linear LC circuit of Figure 2.17, then we can see that the physical 
mechanism leading to these oscillations is a periodic exchange (without dissipation) 
of the energy stored in the capacitor's electric field with the energy stored in the 
inductor's magnetic field. There are, however, two fundamental problems with 
this linear oscillator. The first problem is one of robustness. We have seen that 
infinitesimally small right-hand side (linear or nonlinear) perturbations will destroy 
the oscillation. That is, the linear oscillator is not structurally stable. In fact, it 
is impossible to build an LC circuit that realizes the harmonic oscillator, for the 
resistance in the electric wires alone will eventually consume whatever energy was 
initially stored in the capacitor and inductor. Even if we succeeded in building the 
linear oscillator, we would face the second problem: the amplitude of oscillation is 
dependent on the initial conditions. 

The two fundamental problems of the linear oscillator can be eliminated in 
nonlinear oscillators. It is possible to build physical nonlinear oscillators such that 

• The nonlinear oscillator is structurally stable. 

@'I The amplitude of oscillation (at steady state) is independent of initial condi­
tions. 
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The negative-resistance oscillator of Section 1.2.4 is an example of such nonlinear 
oscillators. The state equations of the system are given by 

Xl X2 

X2 -Xl - chi (XI)X2 

where the function h satisfies certain properties, stated in Section 1.2.4. The system 
has only one equilibrium point at Xl = X2 = O. The Jacobian matrix at this point 
is given by 

A-- -of I [ 0 - ax x=o - -1 

Since hi (0) < 0, the origin is either an unstable node OF unstable focus, depending 
on the value of ch'(O). In either case, all trajectories starting near the origin would 
diverge away from it and head toward infinity. The repelling feature of the origin is 
due to the negative resistance of the resistive element near the origin, which means 
that the resistive element is "active" and supplies energy. This point can be seen 
analytically by writing an expression for the rate of change of energy. The total 
energy stored in the capacitor and inductor at any time t is given by 

E - 1Cvc2 + lLi2L - 2 2 

Vlfe have seen in Section 1.2.4 that 

and 

Thus, recalling that c = VL/C, we can rewrite the energy expression as 

The rate of change of energy is given by 

E C{ XIXI + [Ch(XI) + x2][ch' (XI)XI + X2]) 

C{ Xlx2 + [ch(XI) + x2][ch' (XI)X2 - Xl - ch' (XI)X2]) 

C[XIX2 - cx1h(XI) - XIX2] 

-cCxlh(Xl) 

The preceding expression confirms that, near the origin, the trajectory gains energy 
since for smallixli the term xlh(Xl) is negative. It also shows that there is a strip 
-a ~ Xl ~ b such that the trajectory gains energy within the strip and loses energy 
outside the strip. The strip boundaries -a and b are roots of h(Xl) = 0, as shown 
in Figure 2.18. As a trajectory moves in and out of the strip, there is an exchange 
of energy with the trajectory gaining energy inside the strip and losing it outside. 
A stationary oscillation will occur if, along a trajectory, the net exchange of energy 
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Figure 2.18: A sketch of h(XI) (solid) and -x1h(XI) (dashed), which shows that E is 
positive for -a :; Xl :; b. 
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Figure 2.19: Phase portraits of the Van der Pol oscillator: (a) c = 0.2; (b) c = 1.0. 

over one cycle is zero. Such a trajectory will be a closed orbit. It turns out that 
the negative-resistance oscillator has an isolated closed orbit, which is illustrated in 
the next example for the Van der Pol oscillator. 

Example 2.6 Figures 2.19(a), 2.19(b), and 2.20(a) show the phase portraits of the 
Van der Pol equation 

X2 

-Xl + c(l - Xi)X2 

(2.5) 

(2.6) 

for three different values of the parameter c: a small value of 0.2, a medium value 
of 1.0, and a large value of 5.0. In all three cases, the phase portraits show that 
there is a unique closed orbit that attracts all trajectories starting off the orbit. For 
c = 0.2, the closed orbit is a smooth orbit that is close to a circle of radius 2. This 
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Figure 2.20: Phase portrait of the Van der Pol oscillator with c = 5.0: (a) in XI-X2 

plane; (b) in Zl-Z2 plane. ' 

is typical for small c (say, c < 0.3). For the medium value of c = 1.0, the circular 
shape of the closed orbit is distorted as shown in Figure 2.19(b). For the large value 
of c = 5.0, the closed orbit is severely distorted as shown in Figure 2.20(a). A more 
revealing phase portrait in this case can be obtained when the state variables are 
chosen as Zl = iL and Z2 = Ve, resulting in the state equations 

1 
-Z2 
c 
-c(Zl - Z2 + ~z5) 

The phase portrait in the Zl-Z2 plane for c = 5.0 is shown in Figure 2.20(b). The 
closed orbit is very close to the curve Zl = Z2 - (1/3)z~, except at the corners, where 
it becomes nearly vertical. The vertical portion of the closed orbit can be viewed as 
if the closed orbit jumps from one branch of the curve to the other as it reaches the 
corner. Oscillations where the jump phenomenon takes place are usually referred to 
as Telaxation oscillations. This phase portrait is typical for large values of c (say, 
c > 3.0). 6. 

The closed orbit we have seen in Example 2.6 is different from what we have 
seen in the harmonic oscillator. In the case of the harmonic oscillator, there is a 
continuum of closed orbits, while in the Van der Pol example, there is only one 
isolated periodic orbit. An isolated periodic orbit is called a limit cycle. The limit 
cycle of the Van der Pol oscillator has the property that all trajectories in the 
vicinity of the limit cycle ultimately tend toward the limit cycle as t -+ 00. A 
limit cycle with this property is classically known as a stable limit cycle. We shall 
also encounter unstable limit cycles, which have the property that all trajectories 
starting from points arbitrarily close to the limit cycle will tend away from it as 
t -+ 00. (See Figure 2.21.) To see an example of an unstable limit cycle, consider 
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(a) (b) 

Figure 2.21: (a) A stable limit cycle; (b) an unstable limit cycle. 

the Van der Pol equation in reverse time; that is, 

Xl -X2 

X2 Xl - c(1 - Xi)X2 

The phase portrait of this system is identical to that of the Van der Pol oscillator, 
except that the arrowheads are reversed. Consequently, the limit cycle is unstable. 

The limit cycle of the Van der Pol oscillator of Example 2.6 takes special forms 
in the limiting cases when E is very small and very large. These special forms can 
be predicted analytically by using asymptotic methods. In Chapter 10, we will use 
the averaging method to derive the special form of the limit cycle as E -+ 0; while in 
Chapter 11, we will use the singular perturbation method to derive the special form 
of the limit cycle as E -+ 00. 

2.5 Numerical Construction of Phase Portraits 

Computer programs for numerical solution of ordinary differential equations are 
widely available. They can be effectively used to construct phase portraits for 
second-order systems. In this section, we give some hints ll that might be useful for 
beginners. 

The first step in constructing the phase portrait is to find all equilibrium points 
and determine the type of isolated ones via linearization. 

Drawing trajectories involves three tasks: 12 

.. Selection of a bounding box in the state plane where trajectories are to be 

llThese hints are taken from [149, Chapter 10], which contains more instructions on how to 
generate informative phase portraits. 

12 A fourth task that we left out is placing arrowheads on the trajectory. For the purpose of this 
textbook, it can be conveniently done manually. 
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drawn. The box takes the form 

G Selection of initial points (conditions) inside the bounding box. 

II Calculation of trajectories. 

Let us talk first about calculating trajectories. To find the trajectory passing 
through a point xu, solve the equation 

± = f(x), x(O) = Xo 

in forward time (with positive t) and in reverse time (with negative t). Solution in 
reverse time is equivalent to solution in forward time of the equation 

± = -f(x), x(O) = Xo ' 

since the change of time variable T = -t reverses the sign of the right-hand side. 
The arrowhead on the forward trajectory is placed heading away from xu, while the 
one on the reverse trajectory is placed heading into xu. Note that solution in reverse 
time is the only way we can get a good portrait in the neighborhood of unstable 
focus, unstable node, or unstable limit cycle. Trajectories are continued until they 
get out of the bounding box. If processing time is a concern, you may want to add 
a stopping criterion when trajectories converge to an equilibrium point. 

The bounding box should be selected so that all essential qualitative features 
are displayed. Since some of these features will not be known a priori, we may have 
to adjust the bounding box interactively. However, our initial choice should make 
use of all prior information. For example, the box should include all equilibrium 
points. Care should be exercised when a trajectory travels out of bounds, for such 
a trajectory is either unbounded or is attracted to a stable limit cycle. 

The simplest approach to select initial points is to place them uniformly on a grid 
throughout the bounding box. However, an evenly spaced set of initial conditions 
rarely yields an evenly spaced set of trajectories. A better approach is to select the 
initial points interactively after plotting the already calculated trajectories. Since 
most computer programs have sophisticated plotting tools, this approach should be 
quite feasible. 

For a saddle point, we can use linearization to generate the stable and unstable 
trajectories. This is useful because, as we saw in Examples 2.1 and 2.2, the stable 
trajectories of a saddle define a separatrix. Let the eigenvalues of the linearization 
be Al > 0 > A2 and the corresponding eigenvectors be Vl and V2. The stable and 
unstable trajectories of the nonlinear saddle will be tangent to the stable eigenvector 
V2 and the unstable eigenvector Vl, respectively, as they approach the equilibrium 
point p. Therefore, the two unstable trajectories can be generated from the initial 
points Xo = P ± exVI, where ex is a small positive number. Similarly, the two stable 
trajectories can be generated from the initial points Xo = P ± exV2. The major parts 
of the unstable trajectories will be generated by solution in forward time, while the 
major parts of the stable ones will be generated by solution in reverse time. 
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2.6 Existence of Periodic Orbits 

Periodic orbits in the plane are special in that they divide the plane into a region 
inside the orbit and a region outside it. This makes it possible to obtain criteria 
for detecting the presence or absence of periodic orbits for second-order systems, 
which have no generalizations to higher order systems. The most celebrated of 
these criteria are the Poincare-Bendixson theorem, the Bendixson criterion, and 
the index method. 

\'fIe consider the second-order autonomous system 

:i: = f(x) (2.7) 

where f(x) is continuously differentiable. Poincare-Bendixson theorem gives a con­
dition for the existence of periodic orbits of (2.7). We will not give the formal 
statement of the theorem,13 but will give a corollary of the theorem which sum­
marizes how the theorem is actually applied. We refer to this corollary as the 
Poincare-Bendixson criterion. 

Lemma 2.1 (Poincare-Bendixson Criterion) Consider the system (2.7) and 
let Jvl be a closed bounded subset of the plane such that 

• M contains no equilibrium points, or contains only one equilibrium point such 
that the Jacobian matrix [8 f / 8x] at this point has eigenvalues with positive 
real parts. ( Hence, the equilibrium point is unstable focus or unstable node.) 

., Every trajectory starting in M stays in M for all future time. 

Then, M contains a periodic orbit of (2.7). 

The intuition behind the criterion is that bounded trajectories in the plane will 
have to approach periodic orbits or equilibrium points as time tends to infinity. If A1 
contains no equilibrium points, then it must contain a periodic orbit. If M contains 
only one equilibrium point that satisfies the stated conditions, then in the vicinity 
of that point all trajectories will be moving away from it. Therefore, we can choose 
a simple closed curve14 around the equilibrium point such that the vector field on 
the curve points outward. 15 By redefining the set M to exclude the region enclosed 
by this curve (see Figure 2.22), we end up with a set that is free of equilibrium 
points, and all trajectories are trapped in it. 

As a tool for investigating whether trajectories are trapped inside a set M, 
consider a simple closed curve defined by the equation V (x) = c, where V (x) is 
continuously differentiable. The vector field f(x) at a point x on the curve points 

13For the statement and proof of the Poincare-Bendixson theorem, see, for example, [135J or 
the second edition of this book. 

14 A simple closed curve divides the plane into a bounded region inside the curve and an un­
bounded region outside it (examples are circles, ellipses, and polygons). 

15See Exercise 4.33. 
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Figure 2.22: Redefinition of the set M to exclude the vicinity of an unstable focus or 
node. 

inward if the inner product of f(x) and the gradient vector \7V(x) is negative; that 
is, 

8V 8V 
f(x) . \7V(x) = -8 (x)JI(x) + -8 (x)h(x) < 0 

Xl X2 

The vector field f(x) points outward if f(x) . \7V(x) > 0, and it is tangent to 
the curve if f(x) . \7V(x) = O. Trajectories can leave a set only if the vector 
field points outward at some point on its boundary. Therefore, for a set of the 
form M = {V(x) :S c}, for some c > 0, trajectories are trapped inside M if 
f (x) . \7V (x) :S 0 on the boundary V (x) = c. For an annular region of the form 
M = {W(x) ~ Cl and V(x) :S C2}, for some CI > 0 and C2 > 0, trajectories are 
trapped inside M if f(x) . \7V(x) :S 0 on V(x) = C2 and f(x) . \7W(x) ~ 0 on 
W(x) = Cl. 

We illustrate the application of the Poincare-Bendixson criterion in the next 
two examples, while the third example is a nontrivial application to the negative­
resistance oscillator of Section 1.2.4. 

~:x:a]J[}pLe 2.7 Consider the harmonic oscillator 

and the annular region JI,{ = { Cl :S V(x) :S C2}, where V(x) = xi + x~ and 
C2 > CI > O. The set !vI is closed, bounded, and free of equilibrium points, since 
the only equilibrium point is at the origin (0,0). Trajectories are trapped inside M 
since f(x) . \7V(x) 0 everywhere. Hence, by the Poincare-Bendixson criterion, 
we conclude that there is a periodic orbit in AI. 6. 
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The preceding example emphasizes the fact that the Poincare-Bendixson criterion 
assures the existence of a periodic orbit, but not its uniqueness. From our earlier 
study of the harmonic oscillator, we know that it has a continuum of periodic orbits 
in M. 

Example 2.8 The system 

Xl Xl + X2 - xI(xi + x~) 
X2 -2XI + X2 - x2(xi + x~) 

has a unique equilibrium point at the origin, and the Jacobian matrix 

a f I _ [ 1 - 3xi - x~ 
ax x=o - -2 - 2XIX2 ~ 1 

has eigenvalues 1 ± jv0,. Let M = {V(x) ::; c}, where V(x) = xi + x~ and c > O. 
It is clear that M is closed, bounded, and contains only one equilibrium point at 
which the Jacobian matrix has eigenvalues with positive real parts. On the surface 
V(x) = c, we have 

av av 
~ h + ~ h 2XI [Xl + x2 - Xl (xi + x~)] + 2xd-2XI + X2 - x2(xi + x~)] 
UXI UX2 

2(xi + x~) - 2(xi + x~)2 2XIX2 

::; 2(xi + x~) - 2(xi + x~)2 + (xi + x~) 
3c - 2c2 

where we used the fact that 12xIX21 ::; xi + x§. By choosing c 2: 1.5, we can 
ensure that all trajectories are trapped inside ]1.1.. Hence, by the Poincare-Bendixson 
criterion, we conclude that there is a periodic orbit in M. D 

Example 2.9 The negative-resistance oscillator of Section 1.2.4 is modeled by the 
second-order differential equation 

v + c:h'(v)iJ + v = 0 

where c: is a positive constant and h satisfies the conditions 

h(O) = 0, h'(O) < 0, lim h(v) = 00, and lim h(v) = -00 
v~oo v~-oo 

To simplify the analysis, we impose the additional requirements 

h(v)=-h(-v), h(v)<OforO<v<a, and h(v»Oforv>a 

These additional requirements are satisfied by the typical function of Figure 1.6(b), 
as well as by the function h( v) = -v + (1/3)v3 of the Van der Pol oscillator. 
Choose the state variables as 

Xl = v and X2 = iJ + c:h( v) 
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to obtain the state model 

(2.8) 

which has a unique equilibrium point at the origin. We start our analysis by show­
ing that every non equilibrium solution rotates around the equilibrium point in the 
clockwise direction. To this end, we divide the state plane into four regions, which 
are determined by the intersection of the two curves 

as shown in Figure 2.23. The figure also shows the general direction of the vector 
field f(x) of (2.8) in the four regions as well as on the boundaries between them. 
It is not difficult to see that a solution starting at point A = (0, p) on the upper 
half of the x2-axis describes an orbit with an arc of the general nature shown in 
Figure 2.24. The point E where the arc intersects the lower half of the x2-axis 
depends on the starting point A. Let us denote E by (0, -a(p)). We will show that 
if p is chosen large enough, then a(p) < p. Consider the function 

V(X) = ~(xi + x~) 

To show that a(p) < p, it is enough to show that V(E) - V(A) < 0, since 

The derivative of V(x) is given by 

V(x) xl:h + X2X2 = XIX2 - Ex1h(Xl) - XIX2 = -Exlh(XI) 

Thus, V is positive for Xl < a and negative for Xl > a. Now, 

6(p) = V(E) - V(A) = j V(x(t)) dt 
AE 

where the right-hand side integral is taken along the arc from A to E. If p is small, 
the whole arc will lie inside the strip ° < Xl < a. Then, 6(p) will be positive. As 
p increases, a piece of the arc will lie outside the strip, that is, the piece BeD in 
Figure 2.24. In this case, we evaluate the integral in different ways depending on 
whether the arc is inside or outside the strip ° < Xl < a. We divide the integral 
into three parts 

where 

51 (p) = j V(x(t)) dt, 
AB 

62(P) = r V(x(t)) dt, 
lBcD 

63(P) = r V(x(t)) dt 
lDE 
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Consider first the term 

Substituting for dXI/ dt from (2.8), we obtain 

where, along the arc AB, X2 is a given function of Xl. Clearly, (h(p) is positive. Note 
that as p increases, X2 - Sh(XI) increases for the arc AB. Hence, OI(P) decreases 
as p -+ 00. Similarly, it can be shown that the third term 03 (p) is positive and 
decreases as p -+ 00. Consider now the second term 

Substituting for dX2/dt from (2.8), we obtain 

where along the arc BCD, Xl is a given function of X2. The integral on the right­
hand side is negative since h(XI) > 0 and dX2 < O. As p increases, the arc ABCDE 
moves to the right and the domain of integration for 02 (p) increases. It follows that 
02(P) decreases as p increases and evidently limp -+oo 02(p) = -00. In summary, we 
have shown that 

.. o(p) > 0, if p < T, for some T > O . 

• o(p) decreases monotonically to -00 as p -+ 00, p ~ T. 

A sketch of the function o(p) is shown in Figure 2.25. It is now clear that by 
choosing p large enough, we can ensure that o(p) is negative; hence, o:(p) < p. 

Observe that, due to symmetry induced by the fact that h(·) is an odd function, 
if (XI(t),X2(t)) is a solution of (2.8), then so is (-XI(t),-X2(t)). Therefore, if we 
know that a path ABCDE exists as in Figure 2.24, then the reflection of that path 
through the origin is another path. Consider A = (O,p) and E = (0, -o:(p)), where 
o:(p) < p. Form a closed curve of the arc ABC DE, its reflection through the origin 
and segments on the x2-axis connecting these arcs, to form a closed curve. (See 
Figure 2.26). Let M be the region enclosed by this closed curve. Every trajectory 
starting in M at t = 0 will remain inside for all t ~ O. This is a consequence 
of the directions of the vector fields on the x2-axis segments and the fact that 
trajectories do not intersect each other due to uniqueness of solutions. Now M is 
closed, bounded, and has a unique equilibrium point at the origin. The Jacobian 
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Figure 2.23: Vector field diagram for 
Example 2.9. 

matrix at the origin 

A- Ofl 
- ox x=o 
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Figure 2.24: The orbit ABCDE of 
Example 2.9. 

has eigenvalues with positive real parts since hI (0) < O. Thus, by the Poincare-­
Bendixson criterion, we conclude that there is a closed orbit in M. 

Using the same analysis, we can go beyond the Poincare-Bendixson criterion and 
show that this closed orbit is unique. Notice that, due to the symmetry property 
alluded to earlier, the system can have a closed orbit if and only if a(p) = p. From 
Figure 2.25, it is clear that there is only one value of p for which the condition is 
satisfied. Hence, there is only one closed orbit. Furthermore, we can show that 
every nonequilibrium solution spirals toward the unique closed orbit. To argue this 
point, let Po > 0 be the unique value of p for which a(p) = p. Consider a point 
(O,p) on the x2-axis with p > Po. As we argued earlier, the trajectory through 
(O,p) intersects the lower half of the x2-axis at a point (0, -a(p)), where a(p) < p. 
Due to symmetry, the trajectory through (0, -a(p)) will meet the upper half of the 
x2-axis at a point (0, cr(p)), where Po :::; cr(p) < p. The upper bound follows from 
the symmetry property, while the lower bound holds since for cr(p) to be less than 
Po, the trajectory must intersect the closed orbit. The map p -+ cr(p) is continuous 
due to continuous dependence of the solution on the initial states. 16 Starting again 
at the point (0, cr(p)), the trajectory comes back to the upper half of the x2-axis at 
(0, cr 2 (p)), where Po :::; cr 2 (p) < cr(p). By induction, we generate a sequence crn(p), 
which satisfies 

fact is shown in Theorem 3.4. 
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8(p) 

p 

Figure 2.25: A sketch of the function 
6(p) of Example 2.9. 

Figure 2.26: The closed curve formed 
in Example 2.9. 
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The sequence (In(p) has a limit PI 2: Po. Note that, by continuity of (J('), the limit 
PI satisfies 

By uniqueness of the closed orbit, it must be that PI = Po. This shows that the 
trajectory of p spirals toward the unique closed orbit as t -7 00. The same thing is 
true for p < Po. L 

The next result, known as the Bendixson criterion, can be used to rule out the 
existence of periodic orbits in some cases. 

Lemma 2.2 (Bendixson Criterion) If, on a simply connected regionI7 D of the 
plane, the expression a fIi aXI + 0121 aX2 is not identically zero and does not change 
sign, then system (2.7) has no periodic orbits lying entirely in D. <> 

Proof: On any orbit of (2.7), we have dX21dxl = 121 h. Therefore, on any closed 
orbit ,""(, we have i 12(xI,x2) dXI h(XllX2) dX2 = 0 

This implies, by Green's theorem, that 

17 A region D is simply connected if, for every simple closed curve C in D, the inner region of 
C is a also a suhset of D. The interior of any circle is simply connected, hut the annular region 
o < Cl ::::: xi x~::::: C2 is not simply connected. Intuitively speaking, simple connectedness is 
equivalent to the absence of "holes." 
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where S is the interior of,. If of I/o X 1 + Oh/OX2 > 0 (or < 0) on D, then we 
cannot find a region SeD such that the last equality holds. Hence, there can be 
no closed orbits entirely in D. 0 

!:0:x:aIlllp.le 2.10 Consider the system 

h(Xl,X2) 

h(Xl, X2) 

and let D be the whole plane. We have 

X2 

aXl + bX2 - XiX2 - xr 

Hence, there can be no periodic orbits if b < O. 

We conclude this section with a useful result that relates the existence of periodic 
orbits and equilibrium points. The result uses the (Poincare) index of an equilibrium 
point. Given the second-order system (2.7), let C be a simple closed curve not 
passing through any equilibrium point of (2.7). Consider the orientation of the 
vector field f(x) at a point p E C. Letting p traverse C in the counterclockwise 
direction, the vector f(x) rotates continuously and, upon returning to the original 
position, must have rotated an angle 27Tk for some integer k, where the angle is 
measured counterclockwise. The integer k is called the index of the closed curve 
C. If C is chosen to encircle a single isolated equilibrium point X, then k is called 
the index of x. It is left to the reader (Exercise 2.25) to verify the next lemma by 
examining the vector fields. 

Lelnma 2.3 

(a) The index of a node, a focus, or a center is + l. 

(b) The index of a (hyper'bolic) saddle is -1. 

(c) The index of a closed orbit is + 1. 

(d) The index of a closed curve not encircling any equilibrium points is O. 

(e) The index of a closed cur"Ue is equal to the sum of the indices of the equilibrium 
points within it. 0 

As a corollary to this lemma, we have the following: 

Corollary 2.1 Inside any periodic orbit " there must be at least one equilibrium 
point. Suppose the equilibrium points inside, are hyperbolic, then if N is the number 
of nodes and foci and S is the number of saddles, it must be that N - S = 1. 0 
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Recall that an equilibrium point is hyperbolic if the Jacobian at that point has no 
eigenvalues on the imaginary axis. If the equilibrium point is not hyperbolic, then 
its index may differ from ±l. (See Exercise 2.26.) 

The index method is usually useful in ruling out the existence of periodic orbits 
in certain regions of the plane. 

Example 2.11 The system 

;h -Xl + XIX2 

X2 Xl + X2 - 2XIX2 

has two equilibrium points at (0,0) and (1,1). The Jacobian matrices at these 
points are 

[ 
-1 0]. 

1 1 ' [:~] (1,1) 

o 
-1 

Hence, (0,0) is a saddle, while (1,1) is a stable focus. The only combination of 
equilibrium points that can be encircled by a periodic orbit is a single focus. Other 
possibilities of periodic orbits, like a periodic orbit encircling both equilibria, are 
ruled out. 6 

2.7 Bifurcation 

The qualitative behavior of a second-order system is determined by the pattern of 
its equilibrium points and periodic orbits, as well as by their stability properties. 
One issue of practical importance is whether the system maintains its qualitative 
behavior under infinitesimally small perturbations. When it does so, the system is 
said to be structurally stable. In this section, we are interested in the complement of 
structural stability. In particular, we are interested in perturbations that will change 
the equilibrium points or periodic orbits of the system or change their stability 
properties. Consider, for example, the system 

Xl {t- xi 
X2 -X2 

which depends on a parameter {t. For {t > 0, the system has two equilibrium points 
at (y1i, 0) and (-y1i, 0). Linearization at (y1i, 0) results in the Jacobian matrix 

[-2~ ~1] 
which shows that (y1i, 0) is a stable node, while linearization at ( -y1i, 0) yields the 
Jacobian matrix 

2y1i 
o 



70 CHAPTER 2. SECOND-ORDER SYSTEMS 

~ ~X2 

Xi Xi 

\ \ ~ 
Figure 2.27: Phase portrait of the saddle-node bifurcation example for fJ, > 0 (left), 
fJ, = 0 (center), and fJ, < 0 (right). 

which shows that (-y7i, 0) is a saddle. As f-L decreases, the saddle and node ap­
proach each other, collide at fJ, = 0, and disappear for fJ, < O. As fJ, crosses zero, we 
witness a dramatic change in the phase portrait of the system. Figure 2.27 shows 
the phase portrait for positive, zero, and negative values of fJ,. While for positive 
fJ" no matter how small it is, all trajectories in {Xl> -y7i} reach steady state at 
the stable node, for negative fJ, all trajectories eventually escape to infinity. Such a 
change in the qualitative behavior of the system is called bifurcation. More gener­
ally, bifurcation is a change in the equilibrium points or periodic orbits, or in their 
stability properties, as a parameter is varied. The parameter is called a bifurcation 
paramete'r, and the values at which changes occur are called bifurcation points. In 
the foregoing example, the bifurcation parameter is fJ" and the bifurcation point is 
fJ,= O. 

The bifurcation we saw in the previous example can be represented by the bi­
furcation diagram shown in Figure 2.28(a). The diagram sketches a measure of the 
amplitude (or norm) of the equilibrium points versus the bifurcation parameter. 
The stable node is represented by a solid line, and the saddle by a dashed line. 
More generally, the ordinate of a bifurcation diagram is a measure of the amplitude 
of equilibrium points or periodic orbits, with solid lines representing stable nodes, 
stable foci, and stable limit cycles and dashed lines representing unstable nodes, 
unstable foci, saddles, and unstable limit cycles. The bifurcation represented in 
Figure 2.28( a) is called saddle-node bifurcation because it results from the collision 
of a saddle and a node. Note that the Jacobian matrix has a zero eigenvalue at 
the bifurcation point. This feature is common to the bifurcations shown in Fig­
ures 2.28(a) through (d), which are all examples of the so called zero-eigenvalue bi­
furcation. Figure 2.28(b) shows a transcritical bifurcation, where equilibrium points 
persist through the bifurcation, but their stability properties change. For example, 
the system 

Xl fJ,XI - xi 
X2 -X2 
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(a) Saddle-node bifurcation (b) Transcritical bifurcation 

-------+------- -------+) - - - - -

(c) Supercritical pitchfork bifurcation (d) Subcritical pitchfork bifurcation 

----,:---'-----1- - - - - - - -

'\..J... --

(e) Supercritical Hopf bifurcation (f) Subcrtitical Hopf bifurcation 

Figure 2.28: Bifurcation diagrams. 

has two equilibrium points at (0,0) and (/-L,O). The Jacobian at (0,0) is 

[~ ~1 1 
which shows that (0,0) is a stable node for /-L < 0 and a saddle for /-L > O. On the 
other hand, the Jacobian at (/-L,O) is 

which shows that (/-L,O) is a saddle for /-L < 0 and a stable node for /-L > O. So, while 
the equilibrium points persist through the bifurcation point /-L 0, (0,0) changes 
from a stable node to a saddle and (/-L,O) changes from a saddle to a stable node. 

Before we proceed to describe the other bifurcations in Figure 2.28, let us note 
an important difference between the foregoing two examples. In the latter example, 
crossing the bifurcation point causes the equilibrium point at the origin to change 
from a stable node to a saddle, but at the sarne time it creates a stable node at 
(/-L, 0), which for small values of /-L will be close to the origin. This could mean 
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that the impact of bifurcation on the performance of the system is not dramatic. 
Suppose, for example, that the nominal system has a negative value of J-L so that 
the origin is a stable node. By sketching the phase portrait, it can be seen that 
all trajectories in the set {Xl > J-L} approach the origin as time tends to infinity. 
Suppose the nominal value of J-L has a small magnitude so that a small perturbation 
can cause J-L to become positive. Then, the origin will be a saddle and there will be a 
stable node at (J-L,O). A sketch of the phase portrait would show that all trajectories 
in the set {Xl> O} approach the stable node (J-L,O) as time tends to infinity. For 
small values of J-L, the steady-state operating point of the system will.be close to 
the origin. So, while the perturbed system does not have the desired steady-state 
behavior, it comes close to it. The situation is quite different in the saddle-node 
bifurcation example. Suppose the nominal system has a positive value of J-L so that 
all trajectories in the set {Xl > - yJJ:} approach the ,stable node (yJJ:, 0) as time 
tends to infinity. If the nominal value of J-L is small and a small perturbation causes 
J-L to become negative, the stable node disappears all together and trajectories will 
have to move away from the desired steady-state operating point, even diverge to 
infinity in this case. Because of the difference in their impact on the steady-state 
behavior, the bifurcation in the transcritical bifurcation example is said to be safe 
or soft, while that in the saddle-node bifurcation example is said to be dangerous 
or hard. 

The classification of bifurcation into safe versus dangerous cases arises also when 
we examine the bifurcation diagrams of Figures 2.28(c) and (d), which represent 
super'cr'itical pitchfor'k and subcr'itical pitchfor'k bifurcations, respectively. The first 
of the two cases is exemplified by the system 

Xl J-LX1 - x{ 
X2 -X2 

For J-L < 0, there is a unique equilibrium point at the origin. By calculating the 
Jacobian, we can see that the origin is a stable node. For J-L > 0, there are three 
equilibrium points at (0,0), (yJJ:,0), and (-yJJ:, 0). Jacobian calculations show 
that (0,0) is a saddle and the other two equilibria are stable nodes. Thus, as J-L 
crosses the bifurcation point J-L = 0, the stable node at the origin bifurcates into 
a saddle and gives birth to two stable nodes at (±yJJ:, 0). The amplitude of the 
newly created stable nodes grows with J-L; hence, it is small for small J-L. Subcritical 
pitchfork bifurcation is exemplified by the system 

Xl J-L X1 + xi 
X2 -X2 

For J-L < 0, there are three equilibrium points: a stable node at (0,0) and two saddles 
at (±..j=/i, 0). For J-L > 0, there is a unique equilibrium point at (0,0), which is a 
saddle. Thus, as J-L crosses the bifurcation point J-L = 0, the stable node at the origin 
collides with the saddles at (±..j=/i,0) and bifurcates into a saddle. Comparing 
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the supercritical and sub critical pitchfork bifurcations, we can easily see that the 
supercritical bifurcation is safe, while the subcritical one is dangerous. In particular, 
if the system has a nominal operating point at the stable node (0,0) for f1 < 0, 
then supercritical pitchfork bifurcation ensures close steady-state operation when 
f1 is perturbed to a small positive value, while in sub critical pitchfork bifurcation 
trajectories move away from the nominal operating point. 

In the simplified examples we used to discuss zero-eigenvalue bifurcations, we 
noticed that in dangerous cases trajectories diverge to infinity. In more complicated 
examples, the system may have other equilibrium points or periodic orbits that are 
not affected by the bifurcation under consideration. Trajectories moving away from 
the bifurcating equilibrium point could be attracted by another equilibrium point 
or period orbit rather than diverge to infinity. This situation is illustrated by the 
next example. 

Example 2.12 Consider the tunnel-diode circuit of Section 1.2.2: 

The diode's v-i characteristic he) is sketched in Figure 1.2 and f1 is a constant 
input. Let us study bifurcation as f1 is varied. The equilibrium points of the system 
are the intersections of the curve X2 = h(XI) with the load line X2 = (f1 - XI)/ R. 
From Figure 2.29(a) and Examples 2.1 and 2.3, we know that for f1 < A, there is a 
stable node on the left branch; for A < f1 < B, there are three equilibrium points, a 
saddle on the middle branch and two stable nodes on the other two branches; and 
for f1 > B, there is a stable node on the right branch. The bifurcation diagram 
is shown in Figure 2.29 (b). There are two saddle-node bifurcations at f1 = A and 
f1 = B. Notice that when a stable node disappears upon collision with a saddle, 
trajectories that move away are attracted by the other stable node which is not 
affected by the bifurcation. b, 

When a stable node loses stability at a bifurcation point, an eigenvalue of the 
Jacobian passes through zero. What about a stable focus losing stability? In this 
case, a pair of conjugate complex eigenvalues could pass through the imaginary 
axis. Figures 2.28(e) and (f) are examples of this situation, where Figures 2.28(e) 
is called supercritical Hopf bifurcation and Figures 2.28(f) is called subcritical Hopf 
bifurcation. IS The supercritical Hopf bifurcation is exemplified by the system 

Xl XI(f1- xi - x~) - X2 

X2 X2(f1- xi - X~) + Xl 

18The names Andronov-Hopf bifurcation and Poincare-Andronov-Hopf bifurcation are also used 
to acknowledge the earlier contributions of Poincare and Andronov. 
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Figure 2.29: Example 2.12: (a) determining equilibrium points; (b) bifurcation diagram. 

which is represented in the polar coordinates 

Xl = rcose and X2 = rsine 

by 
r = f-lr - r3 and iJ = 1 

The system has a unique equilibrium point at the origin and the phase portraits for 
opposite signs of f-l are shown in Figure 2.30. For f-l < 0, the origin is a stable focus 
and all trajectories are attracted to it, while for f-l > 0, the origin is an unstable 
focus, but there is a stable limit cycle that attracts all trajectories, except the zero 
solution. The limit cycle is r = Vii, which shows that the amplitude of oscillation 
grows with f-l and is small for small values of f-l. This is a safe bifurcation because 
when the stable focus disappears due to small perturbation, the system will have a 
steady-state oscillation with a small amplitude. To see how the eigenvalues behave 
during bifurcation, notice that the Jacobian at the origin 

[i ~l 1 
has eigenvalues f-l±j, which cross the imaginary axis from left to right as f-l increases 
from negative to positive values. 

The subcritical Hopf bifurcation is exemplified by the system 

:h Xl [f-l + (xi + X~) - (xi + x~)2J - X2 

X2 X2 [f-l + (xi + x~) - (xi + x~)2J + Xl 

which is represented in polar coordinates by 

r = f-lr + r3 - r 5 and iJ = 1 
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Figure 2.30: Phase portrait of the supercritical Hopf bifurcation example for f.L < 0 
(left) and f.L > 0 (right). 

There is a unique equilibrium point at the origin, which is a stable focus for f.L < 0 
and unstable focus for f.L > O. From the equation 

0= f.L + r2 - r 4 

we can determine the limit cycles of the system. For f.L < 0, there are two limit 
cycles at r2 = (1 ± VI + 4f.L)/2. By sketching r = r(f.L + 7,2 - 'r4) as a function of 
r (see Figure 2.31), it can be seen that the limit cycle at r2 = (1 + VI + 4f.L)/2 is 
stable, while the limit cycle at r2 = (1- VI + 4f.L)/2 is unstable. For small 1f.L1, the 
unstable limit cycle can be approximated by r2 = - f.L. For f.L > 0, there is only one 
stable limit cycle at r2 = (1 + VI + 4f.L)/2. Thus, as f.L increases from negative to 
positive values, the stable focus at the origin merges with the unstable limit cycle 
and bifurcates into an unstable focus, as represented by the bifurcation diagram of 
Figures 2.28(f). Notice that the stable limit cycle is not shown in the bifurcation 
diagram because varying f.L only varies its amplitude. The subcritical Hopf bifur­
cation is dangerous because small perturbation of a nominal stable focus at the 
origin could force trajectories to move away from the origin. Those trajectories are 
attracted by the stable limit cycle. 

All the bifurcations represented in Figure 2.28 occur in the vicinity of an equi­
librium point. Therefore, they are called local bifurcations. There are also global 
bifurcations, which involve large regions of the state plane and cannot be described 
in the vicinity of any equilibrium point. We give only one example of global bifur­
cations. 19 Consider the system 

Xl X2 

X2 f.LX2 + Xl - xi + XIX2 

[187] for other examples. 
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Figure 2.31: A sketch of /-lr + r3 - r 5 for /-l < 0 (left) and /-l > 0 (right). 

There are two equilibrium points at (0,0) and (1,0). By linearization, we can see 
that (0,0) is always a saddle, while (1,0) is an unstable focus for -1 < /-l < L 
Let us limit our analysis to the range -1 < /-l < 1. Figure 2.32 shows the phase 
portrait for four different values of /-l. The phase portraits for /-l = -0.95 and -0.88 
are typical for /-l < /-le ~ -0.8645, while that for /-l = -0.8 is typical for /-l > /-le. 
For /-l < /-le, there is a stable limit cycle that encircles the unstable focus. As /-l 
increases towards /-le, the limit cycle swells and finally touches the saddle at /-l = /-lc, 
creating a trajectory that starts and ends at the saddle; such trajectory is called 
homoclinic orbit. For /-l > /-le, the limit cycle disappears. Note that this bifurcation 
occurs without any changes to the equilibrium points at (0,0) and (1,0). This type 
of global bifurcation is called saddle-connection or homoclinic bifurcation. 

8 Exercises 

2.1 For each of the following systems, find all equilibrium points and determine 
the type of each isolated equilibrium: 

(1) Xl --Xl + 2xr + X2, X2 -Xl - X2 

(2) Xl Xl + XIX2, X2 -X2 + x~ + XIX2 - xr 

(3) Xl [1 Xl 2h(x)] Xl, X2 [2 - h(x)] X2 

Xl X2, X2 -Xl + x2(1 - xi + o.lxi) 

(5) Xl (Xl - x2)(1 - xi - x~), X2 (Xl + x2)(1 - xi - x~) 

(6) Xl -xr + X2, X2 Xl - x~ 

In the third system, h(x) = x2/(1 + Xl)' 
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!-l=-O.8645 !-l=-O.8 

Figure 2.32: Saddle-connection bifurcation. 

2.2 For each of the following systems, find all equilibrium points and determine 
the type of each isolated equilibrium: 

(1) Xl X2, X2 -Xl + 16X~ - X2 

(2) Xl 2XI - XIX2, X2 2xi - X2 

(3) Xl X2, X2 -X2 - 1jJ(XI - X2) 

In the third system, 1jJ(y) = y3 +0.5y if Iyl :S 1 and 1jJ(y) = 2y - 0.5 sgn(y) if Iyl > 1. 

2.3 For each of the systems in Exercise 2.1, construct the phase portrait and 
discuss the qualitative behavior of the system. 
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Figure 2.33: Phase portraits of Exercise 2.4. 

2.4 The phase portraits of the following four systems are shown in Figure 2.33. 

(1) Xl X2, X2 Xl - 2tan-- I (XI +X2) 

(2) Xl 2XI - XIX2, X2 2xi - X2 

(3) Xl X2, X2 -Xl + x2(1 - 3xi -- 2x§) 

Xl -(Xl - xi) + h(x), X2 -(X2 - X§) + h(x) 

In the fourth system, h(x) = 1 -- Xl - X2. Mark the arrowheads and discuss the 
qualitative behavior of each system. 

2.5 The system 

has an equilibrium point at the origin. 
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(a) Linearize the system about the origin and show that the origin is a stable node 
of the linear system. 

(b) Find the phase portrait of the nonlinear system near the origin and show that 
the portrait resembles a stable focus. 
Hint: Transform the equations into polar coordinates. 

(c) Explain the discrepancy between the results of parts (a) and (b). 

2.6 Consider the system 

Xl -Xl + aX2 - bX1X2 + x~ 
X2 -(a + b)Xl + bxi - X1X2 

where a > 0 and b =1= O. 

(a) Find all equilibrium points of the system. 

(b) Determine the type of each isolated equilibrium point, for all values of a > 0 
and b =1= o. 

(c) For each of the following cases, construct the phase portrait and discuss the 
qualitative behavior of the system: 

i. a=b=l. 

ii. a = 1, b = - ~. 

iii. a = 1, b = - 2. 

2.7 Consider the negative resistance oscillator of Section 1.2.4 with 

and c = 1. Construct the phase portrait in the x-coordinates and discuss the 
qualitative behavior of system. 

2.8 Consider the system 

(a) Find the equilibrium points and determine the type of each isolated one. 

(b) Without using a computer program, sketch the phase portrait of the system. 

2.9 For cruise control, the longitudinal motion of a vehicle on a fiat road can 
be modeled, with the use of Newton's second law, by the first-order differential 
equation 
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where m is the vehicle's mass, v is its speed, U is the tractive force generated by the 
engine, K c sgn( v) is the coulomb friction force, K fV is the viscous friction force, and 
Kav2 is the aerodynamic drag. The coefficients K c, Kf and Ka are nonnegative. 
\Vhen a PI controller is used, U = K] J + K p (Vd - v), where Vd is the desired speed, 
J is the state of the integrator j Vd - v, and K] and K p are positive constants. 
VVe are only interested in the region v 2:: o. 

(a) Using Xl = J and X2 = v as the state variables, find the state model of the 
system. 

(b) Let Vd be a positive constant. Find all equilibrium points and determine the 
type of each point. 

(c) Construct the phase portrait and discuss the qualitative behavior of the sys­
tem, for the following numerical data: m = 1500 kg, Kc = 110 N, Kf = 
2.5 N/m/sec, Ka = 1 N/m2 /sec2

, Kr = 15, Kp = 500, and Vd = 30 m/sec. 

(d) Repeat part (c) when KJ is increased to 150. Compare with the behavior in 
part (c). 

(e) Repeat part (c) when saturation is used to limit U to the range 0:::; U :::; 1800 N. 
Compare with the behavior in part (c). 

2.10 Consider the tunnel-diode circuit of Section 1.2.2 with the numerical data 
used in Example 2.1, except for Rand E, which are taken as E = 0.2V and 
R = 0.2Hl. 

(a) Find all equilibrium points and determine the type of each point. 

(b) Construct the phase portrait and discuss the qualitative behavior of the circuit. 

2.11 Repeat the previous problem with E = O.4V and R = 0.2kfl. 

2.12 Consider the Hopfield neural network model of Section 1.2.4 with n = 2, 
VM = 1, and T21 T12 = 1. For i = 1,2, take Ii = 0, Ci = 1, Pi = 1, Tii = 0, and 
gi(U) = (2/1f) tan- l (A1fu/2). 

(a) Find all equilibrium points and determine the type of each point. 

(b) }or A = 5, construct the phase portrait and discuss the qualitative behavior of 
the system. 

2.13 An equivalent circuit of the Wien-Bridge oscillator is shown in Figure 2.34 
[40], where g( V2) is a nonlinear voltage-controlled voltage source. 
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+Vl-

Figure 2.34: Exercise 2.13. 

(a) With Xl = V1 and X2 = V2 as state variables, show that the state model is given 
by 

(b) Let C1 = C2 = R1 = R2 = 1 and g( v) = 3.234v - 2.195v3 + O.666v5
. Construct 

the phase portrait and discuss the qualitative behavior of the system. 

2.14 Consider the mass-spring system with Coulomb friction 

where 'T/ is defined in Section 1.2.3. Use piecewise linear analysis to sketch the 
phase portrait (without numerical data) and discuss the qualitative behavior of the 
system. 

2.15 Consider the system 

where the control input u can take the values ±1. 

(a) Sketch the phase portrait when u = 1. 

(b) Sketch the phase portrait when u = -1. 

(c) By superimposing the two phase portraits, develop a strategy for switching the 
control between ± 1 so that any point in the state plane can be moved to the 
origin in finite time. 
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2.16 A prey--predatory system may be modeled by [202] 

where Xl and X2 are dimensionless variables proportional to the prey and predator 
populations, respectively, and a and b are positive constants. 

(a) Find all equilibrium points and determine the type of each point. 

(b) Construct the phase portrait in the first quadrant (Xl 2: 0, X2 2: 0) when a = 1, 
b = 0.5 and discuss the qualitative behavior of the system. 

2.17 For each of the following systems, use the Poincare-Bendixson's criterion to 
show that the system has a periodic orbit: 

y+y cy(l _ y2 _ y2) 

(2) Xl X2, X2 -Xl + X2 (2 - 3xi - 2x~) 

(3) Xl X2, X2 -Xl + X2 - 2(Xl + 2X2)X~ 

(4) Xl Xl + X2 - xlh(x), X2 -2XI + X2 - x2h(x) 

In the fourth system, hex) = max{lxII, IX21}. 

2.18 (Conservative Systems) Consider the second-order system 

where 9 is continuously differentiable and zg(z) > 0 for z 1= 0 Consider the energy 
function 

VeX) = ~X~ + loXl g(z) dz 

(a) Show that Vex) remains constant during the motion of the system. 

(b) Show that, for sufficiently small Ilx(O) II, every solution is periodic. 

(c) Suppose that zg(z) > 0 for Z E (Xl) and 

loy g(z) dz -+ (Xl as IYI -+ (Xl 

Show that every solution is a periodic solution. 

(d) Suppose that g(z) = -g( -z) and let G(y) = J; g(z) dz. Show that the trajec­
tory through (A,O) is given by 
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( e) Using part (d), show that the period of oscillation of a closed trajectory through 
(A,O) is 

T(A) ~ 2V21A [G(A) d~(Y)11/2 
(f) Discuss how the trajectory equation in part (d) can be used to construct the 

phase portrait of the system. 

2.19 Use the previous exercise to construct the phase portrait and study periodic 
solutions for each of the following systems: 

(1) 9 (x 1) = sin Xl, (2) g(X1) = Xl + xt (3) g(X1) = x~ 

In each case, give the period of oscillation of the periodic orbit through the point 
(1,0). 

2.20 For each of the following systems, show that the system has no limit cycles: 

(1) Xl -Xl + X2, X2 g(X1) + aX2, a#l 

(2) Xl -Xl + X{ + X1X~, X2 -X2 + x~ + XIX2 

(3) Xl 1 - X1X~, X2 Xl 

(4) Xl X1 X 2, X2 X2 

(5) Xl X2 COS(X1), X2 sin Xl 

2.21 Consider the system 

where a, b, and c are positive constants with b > a. Let 

D = X E R'2 I Xl < -a and X2 < --
{ 

r Xl + b} 
Xl + a 

(a) Show that every trajectory starting in D stays in D for all future time. 

(b) Show that there can be no periodic orbits through any point xED. 

2.22 Consider the system 

where a, b, and c are positive constants with c> a. Let D = {x E R2 I X2 2:: O}. 
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(a) Show that every trajectory starting in D stays in D for all future time. 

(b) Show that there can be no periodic orbits through any point xED. 

2.23 ([85]) Consider the system 

where a and b are positive constants, and 

(a) Show, using Bendixson's criterion, that there are no periodic orbits if k < 2b. 

(b) Show, using the Poincare-Bendixson criterion, that there is a periodic orbit if 
k > 2b. 

2.24 Consider a second-order system and suppose that the set M = {xi+x§ :::; a2} 
has the property that every trajectory starting in M stays in 1\11 for all future time. 
Show that IV! contains an equilibrium point. 

2.25 Verify Lemma 2.3 by examining the vector fields. 

2.26 ([70]) For each of the following systems, show that the origin is not hyper­
bolic, find the index of the origin, and verify that it is different from ±1: 

(1) 

(2) 

2.27 For each of the following systems, find and classify bifurcations that occur 
as f-l varies: 

Xl x2, X2 f-l(XI + X2) - X2 - xy - 3xix 2 

(2) Xl -xy + x2, X2 -(1 + f-l2)Xl + 2f-lX2 - f-lxy + 2(X2 - f-lXI)3 

(3) Xl X2, X2 f-l- X2 - xi 2XIX2 

x] X2, X2 -(1 + f-l2)Xl + 2f-lX2 + f-lxy - XiX2 

(5) Xl X2, X2 f-l(XI + X2) - X2 - xy + 3xix2 

(6) Xl X2, X2 f-l(Xl + X2) - X2 - - 2XIX2 
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2.28 The model that follows is used to analyze the interaction between inhibitory 
and excitatory neurons in a biological system [195]. In its simplest form, the model 
describes the interaction of two neurons with Xl as the output of the excitatory 
neuron and X2 as the output of the inhibitory neuron. The evolution of Xl and X2 

is described by 

where T > a is a characteristic time constant and A > a is an amplification gain. 

(a) Using the Poincare-Bendixson criterion, show that the system has a periodic 
orbit when AT > 1. 

(b) Construct the phase portrait for T = 1 and A = 2 and discuss the qualitative 
behavior of the system. 

(c) Repeat part (b) for T = 1 and A = 1/2. 

(d) Find and classify bifurcations that occur as J-l = AT varies. 

2.29 A model that is used to analyze a class of experimental systems known as 
chemical oscillators [187] is given by 

where Xl and X2 are dimensionaless concentrations of certain chemicals and a, b 
are positive constants. 

(a) Using the Poincare-Bendixson criterion, show that the system has a periodic 
orbit when b < 3a/5 - 25/a. 

(b) Construct the phase portrait in the first quadrant for a = 10, b = 2 and discuss 
the qualitative behavior of the system. 

(c) Repeat part (b) for a = 10, b = 4. 

(d) Find and classify bifurcations that occur as b varies, while a is fixed. 

2.30 A biochemical reactor can be represented by the model 

where the state variables and the nonnegative constants d, J-lm, km) Y, and X2j are 
defined in Exercise 1.22. Let J-lm = 0.5, km = 0.1, Y = 0.4, and X2j = 4. 
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(a) Find all equilibrium points for d > 0 and determine the type of each point. 

(b) Study bifurcation as d varies. 

(c) Construct the phase portrait and discuss the qualitative behavior of the system 
when d = 0.4. 

2.31 A biochemical reactor can be represented by the model 

where the state variables and the nonnegative constants d, /-Lml km, kl' Y, and X2j 

are defined in Exercise 1.22. Let /-Lm = 0.5, km = 0.1, kl = 0.5, Y = 0.4, and 
X2j = 4. 

(a) Find all equilibrium points for d> 0 and determine the type of each point. 

(b) Study bifurcation as d varies. 

(c) Construct the phase portrait and discuss the qualitative behavior of the system 
when d = 0.1. 

(d) Repeat part (c) when d = 0.25. 

(e) Repeat part (c) when d = 0.5 



Chapter 3 

Fundamental Properties 

This chapter states some fundamental properties of the solutions of ordinary differ­
ential equations, like existence, uniqueness, continuous dependence on initial con­
ditions, and continuous dependence on parameters. These properties are essential 
for the state equation i:; = f(t, x) to be a useful mathematical model of a physical 
system. In experimenting with a physical system such as the pendulum, we expect 
that starting the experiment from a given initial state at time to, the system will 
move and its state will be defined in the (at least immediate) future time t > to. 
Moreover, with a deterministic system, we expect that if we could repeat the ex­
periment exactly, we would get exactly the same motion and the same state at 
t > to. For the mathematical model to predict the future state of the system from 
its current state at to, the initial-value problem 

i:; = f(t, x), x(to) = Xo (3.1) 

must have a unique solution. This is the question of existence and uniqueness 
that is addressed in Section 3.1. It is shown that existence and uniqueness can 
be ensured by imposing some constraints on the right-hand side function f(t, x). 
The key constraint used in Section 3.1 is the Lipschitz condition, whereby f(t,x) 
satisfies the inequalityl 

Ilf(t,x)-f(t,y)1I ~ Lllx-YII (3.2) 

for all (t, x) and (t, y) in some neighborhood of (to l xo). 
An essential factor in the validity of any mathematical model is the continuous 

dependence of its solutions on the data of the problem. The least we should expect 
from a mathematical model is that arbitrarily small errors in the data will not result 
in large errors in the solutions obtained by the model. The data of the initial-value 
problem (3.1) are the initial state Xo, the initial time to, and the right-hand side 

111 . II denotes any p-norm, as defined in Appendix A. 

87 
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function f(t, x). Continuous dependence on the initial conditions (to, xo) and on 
the parameters of f are studied in Section 3.2. If f is differentiable with respect 
to its parameters, then the solution will be differentiable with respect to these 
parameters. This is shown in Section 3.3 and is used to derive sensitivity equations 
that describe the effect of small parameter variations on the performance of the 
system. The continuity and differentiability results of Sections 3.2 and 3.3 are valid 
only on finite time intervals. Continuity results on the infinite time interval will be 
given later, after stability concepts have been introduced. 2 

The chapter ends with a brief statement of a comparison principle that bounds 
the solution of a scalar differential inequality v S; f(t, v) by the solution of the 
differential equation u = f (t, u). 

3.1 Existence Uniqueness 

In this section, we derive sufficient conditions for the existence and uniqueness of 
the solution of the initial-value problem (3.1). By a solution of (3.1) over an interval 
[to, tl], we mean a continuous function x : [to, tl] --7 Rn such that x(t) is defined 
and x(t) = f(t, x(t)) for all t E [to, h]. If f(t, x) is continuous in t and x, then 
the solution x(t) will be continuously differentiable. We will assume that f(t, x) is 
continuous in x, but only piecewise continuous in t, in which case, a solution x(t) 
could only be piecewise continuously differentiable. The assumption that f(t, x) be 
piecewise continuous in t allows us to include the case when f(t, x) depends on a 
time-varying input that may experience step changes with time. 

A differential equation with a given initial condition might have several solutions. 
For example, the scalar equation 

with x(O) = 0 (3.3) 

has a solution x(t) = (2tj3)3/2. This solution is not unique, since x(t) := 0 is another 
solution. In noting that the right-hand side of (3.3) is continuous in x, it is clear 
that continuity of f(t, x) in its arguments is not sufficient to ensure uniqueness of 
the solution. Extra conditions must be imposed on the function f. The question of 
existence of a solution is less stringent. In fact, continuity of f(t, x) in its arguments 
ensures that there is at least one solution. We will not prove this fact here. 3 Instead, 
we prove an easier theorem that employs the Lipschitz condition to show existence 
and uniqueness. 

Theorem 3.1 (Local Existence and Uniqueness) Let f(t, x) be piecewise con­
tinuous in t and satisfy the Lipschitz condition 

Ilf(t, x) - f(t, y)11 S; Lllx - yll 

in particular, Section 9.4. 
3See [135, Theorem 2.3] for a proof. 
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"i/ x,y E B = {x E Rn Illx - xoll :::; r}, "i/ t E [to, tl]' Then, there exists some 8> 0 
such that the state equation x = f (t, x) with x (to) = Xo has a unique solution over 
[to,to+8]. <> 

Proof: See Appendix C.l. 

The key assumption in Theorem 3.1 is the Lipschitz condition (3.2). A 
function satisfying (3.2) is said to be Lipschitz in x, and the positive constant L 
is called a Lipschitz constant. We also use the words locally Lipschitz and globally 
Lipschitz to indicate the domain over which the Lipschitz condition holds. Let us 
introduce the terminology first for the case when f depends only on x. A 
function f(x) is said to be locally Lipschitz on a domain (open and connected 
set) D c Rn if each point of D has a neighborhood Do such that f satisfies the 
Lipschitz condition (3.2) for all points in Do with some Lipschitz constant Lo. 
We say that f is Lipschitz on a set W if it satisfies (3.2) for all points in W, 
with the same Lipschitz constant L. A locally Lipschitz function on a domain D 
is not necessarily Lipschitz on D, since the Lipschitz condition may not hold 
uniformly (with the same constant L) for all points in D. However, a locally 
Lipschitz function on a domain D is Lipschitz on every compact (closed and 
bounded) subset of D (Exercise 3.19). A function f(x) is said to be globally 
Lipschitz if it is Lipschitz on Rn. The same terminology is extended to a 
function f(t, x), provided the Lipschitz condition holds uniformly in t for all t in 
a given interval of time. For example, f(t, x) is locally Lipschitz in x on [a, b] x 
D c R x Rn if each point xED has a neighborhood Do such that f satisfies 
(3.2) on [a, b] x Do with some Lipschitz constant Lo. We say that f(t, x) is 
locally Lipschitz in x on [to, 00) x D if it is locally Lipschitz in x on [a, b] x D 
for every compact interval [a, b] c [to, 00). A function f(t, x) is Lipschitz in x 
on [a, b] x W if it satisfies (3.2) for all t E [a, b] and all points in W, with the 
same Lipschitz constant L. 

When f : R .....,. R, the Lipschitz condition can be written as 

If(y)-f(x)1 <L 
Iy-xl -

which implies that on a plot of f(x) versus x, a straight line joining any two points 
of f(x) cannot have a slope whose absolute value is greater than L. Therefore, any 
function f (x) that has infinite slope at some point is not locally Lipschitz at that 
point. For example, any discontinuous function is not locally Lipschitz at the point 
of discontinuity. As another example, the function f(x) = x l / 3 , which was used in 
(3.3), is not locally Lipschitz at x = 0 since f'(x) = (1/3)x- 2 / 3 . ,. 00 as x.
......................................................................................................................................................................,. O. On 
the other hand, if Iff (x) I is bounded by a constant k over the interval of interest, 
then f(x) is Lipschitz on the same interval with Lipschitz constant L = k. This 
observation extends to vector-valued functions, as demonstrated by Lemma 3.1. 

Lemma 3.1 Let f : [a, b] x D . ...,. Rm be continuous for some domain D C Rn. 
Suppose that [of lox] exists and is continuous on [a, b] x D. If, for a convex subset 



90 CHAPTER 3. FUNDAMENTAL PROPERTIES 

WeD, there is a constant L 2: 0 such that 

on [a, b] x W, then 
Ilf(t, x) - f(t, y) II ::; Lllx - yll 

for all t E [a,b], x E W, and YEW. o 

Proof: Let 11·llp be the underlying norm for any p E [1,00], and determine q E [1,00] 
from the relationship lip + llq = 1. Fix t E [a, b], x E W, and YEW. Define 
I(S) = (1 - s)x + 8y for all 8 E R such that 1(8) E D. Since WeD is convex, 
1(8) E lV for 0 ::; 8 ::; 1. Take z E Rm such that4 

Ilzllq = 1 and zT[J(t,y) _. f(t,x)] = Ilf(t,y) - f(t,x)llp 

Set 9 ( 8) = Z T f (t, 1 ( s ) ). Since g( 8) is a real-valued function, which is continuously 
differentiable in an open interval that includes [0, 1], we conclude by the mean value 
theorem that there is 81 E (0,1) such that 

g(l) - g(O) = g/(Sl) 

Evaluating 9 at 8 = 0, 8 = 1, and calculating g/(8) by using the chain rule, we 
obtain 

ZT[J(t, y) - f(t, x)] 
of 

zT OX(t,I(8 1 ))(y-x) 

Ilf(t,y)-f(t,x)llp ::; IIzllq II ~~ (t, 'Y(Sl){ lIy - xlb :S Lily - xllp 

where we used the Holder inequality IzT wi ::; IIzllq Ilwllp. o 

The lemma shows how a Lipschitz constant can be calculated using knowledge 
of[of lox]. 

The Lipschitz property of a function is stronger than continuity. It can be 
easily seen that if f (x) is Lipschitz on W, then it is uniformly continuous on W 
(Exercise 3.20). The converse is not true, as seen from the function f(x) = x 1/ 3 , 

which is continuous, but not locally Lipschitz at x = O. The Lipschitz property is 
weaker than continuous differentiability, as stated in the next lemma. 

Lemma 3.2 If f(t, x) and [of lox](t, x) are continuous on [a, b] x D, for some 
domain D C R7l, then f is locally Lipschitz in x on [a, b] x D. 0 

z always exists. (See Exercise 3.21.) 
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Proof: For Xo ED, let r be so small that the ball Do = {x E Rn I Ilx - Xo II :::; r} 
is contained in D. The set Do is convex and compact. By continuity, [of lax] 
is bounded on [a, b] x Do. Let Lo be a bound for Ilof loxll on [a, b] x Do. By 
Lemma 3.1, f is Lipschitz on [a, b] x Do with Lipschitz constant Lo. 0 

It is left to the reader (Exercise 3.22) to extend the proof of Lemma 3.1 to prove 
the next lemma. 

Lemma 3.3 If f(t,x) and [oflox](t,x) are continuous on [a,b] x Rn, then f is 
globally Lipschitz in x on [a, b] x Rn if and only if [of lax] is uniformly bounded on 
[a, b] x Rn. <> 

Example 3.1 The function 

is continuously differentiable on R2. Hence, it is locally Lipschitz on R2. It is not 
globally Lipschitz since [of lax] is not uniformly bounded on R2. On any compact 
subset of R2, f is Lipschitz. Suppose that we are interested in calculating a Lipschitz 
constant over the convex set W = {x E R2 I IXII :::; aI, IX21 :::; a2}. The Jacobian 
matrix is given by 

[~~l = [-~~2X2 1 ~lXl 1 
Using 11.1100 for vectors in R2 and the induced matrix norm for matrices, we have 

All points in W satisfy 

I - 1 + x21 + IXII :::; 1 + a2 + al and IX21 + 11 - xII :::; a2 + 1 + al 

Hence, 

and a Lipschitz constant can be taken as L = 1 + al + az. 

Example 3.2 The function 

f(x) = [ -sat(:: + X2) 1 
is not continuously differentiable on R2. Let us check its Lipschitz property by 
examining f(x) - f(y). Using 11.112 for vectors in R2 and the fact that the saturation 
function sat(·) satisfies 

Isat(7]) - sat(~)1 :::; 177 - ~I 
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we obtain 

Ilf(x) - f(Y)II~ < (X2- Y2)2 + (Xl + X2 YI - Y2)2 

(Xl YI)2 + 2(XI - YI)(X2 Y2) + 2(X2 - Y2)2 

Using the inequality 

we conclude that 

Here we have used a property of positive semidefinite symmetric matrices; that is, 
XTpX:S Amax(P) xTx, for all X ERn, where AmaxO is the maximum eigenvalue of 
the matrix. A more conservative (larger) Lipschitz constant will be obtained if we 
use the more conservative inequality 

resulting in a Lipschitz constant L = J3. 

In these two examples, we have used 11·1100 in one case and 11·112 in the other. Due 
to equivalence of norms, the choice of a norm on Rn does not affect the Lipschitz 
property of a function. It only affects the value of the Lipschitz constant (Exer­
cise 3.5). Example 3.2 illustrates the fact that the Lipschitz condition (3.2) does 
not uniquely define the Lipschitz constant L. If (3.2) is satisfied with some positive 
constant L, it is satisfied with any constant larger than L. This nonuniqueness can 
be removed by defining L to be the smallest constant for which (3.2) is satisfied, 
but we seldom need to do that. 

Theorem 3.1 is a local theorem since it guarantees existence and uniqueness only 
over an interval [to, to + 5], where 5 may be very small. In other words, we have 
no control on 5; hence, we cannot ensure existence and uniqueness over a given 
time interval [to, tl]' However, one may try to extend the interval of existence by 
repeated applications of the local theorem. Starting at a time to, with an initial 
state x(to) = Xo, Theorem 3.1 shows that there is a positive constant 5 (dependent 
on xo) such that the state equation (3.1) has a unique solution over the time interval 
[to, to + 5]. Now, taking to + 5 as a new initial time and x(to + 5) as a new initial 
state, one may try to apply Theorem 3.1 to establish existence ofthe solution beyond 
to + 5. If the conditions of the theorem are satisfied at (to + 5, x(to + 5)), then there 
exists 52 > 0 such that the equation has a unique solution over [to + 5, to + 5 + 52] 
that passes through the point (to +5, x(to +5)). We piece together the solutions over 
[to, to + 5] and [to + 5, to + 5 + 52] to establish the existence of a unique solution over 
[to, to + 5 + 52]. This idea can be repeated to keep extending the solution. However, 
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in general, the interval of existence of the solution cannot be extended indefinitely 
because the conditions of Theorem 3.1 may cease to hold. There is a maximum 
interval [to, T) where the unique solution starting at (to, xo) exists. 5 In general, T 
may be less than tl, in which case as t -* T, the solution leaves any compact set 
over which f is locally Lipschitz in x (Exercise 3.26). 

Example 3.3 Consider the scalar system 

x = _x2
, with x(O) = -1 

The function f(x) = -x2 is locally Lipschitz for all x E R. Hence, it is Lipschitz 
on any compact subset of R. The unique solution 

1 
x(t) = t _ 1 

exists over [0,1). As t -* 1, x(t) leaves any compact set. 

The phrase "finite escape time" is used to describe the phenomenon that a trajectory 
escapes to infinity at a finite time. In Example 3.3, we say that the trajectory has 
a finite escape time at t = L 

In view of the discussion preceding Example 3.3, one may pose the following 
question: When is it guaranteed that the solution can be extended indefinitely? 
One way to answer the question is to require additional conditions which ensure 
that the solution x(t) will always be in a set where f(t,x) is uniformly Lipschitz 
in x. This is done in the next theorem by requiring f to satisfy a global Lipschitz 
condition. The theorem establishes the existence of a unique solution over [to, tIl, 
where tl may be arbitrarily large. 

Theorem 3.2 (Global Existence and Uniqueness) Suppose that f(t, x) is piece­
wise continuous in t and satisfies 

Ilf(t,x) - f(t,y)11 ~ Lllx - yll 

v X,y ERn, 'litE [to,tl]' Then, the state equation x = f(t,x), with x(to) = xo, 
has a unique solution over [to, tl]' <> 

Proof: See Appendix C.L 

Exalnple 3.4 Consider the linear system 

x = A(t)x + g(t) = f(t, x) 

where A(t) and g(t) are piecewise continuous functions of t. Over any finite interval 
of time [to, tl], the elements of A(t) are bounded. Hence, IIA(t)1I ~ a, where IIAII is 
any induced matrix norm. The conditions of Theorem 3.2 are satisfied since 

Ilf(t, x) - f(t, y) II = IIA(t)(x - y) II ~ IIA(t) II Ilx - yll ~ allx - yll 
a proof of this statement, see [81, Section 8.5] or [135, Section 2.3]. 
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for all x, y E Rn and t E [to, tlJ. Therefore, Theorem 3.2 shows that the linear 
system has a unique solution over [to, tlJ. Since tl can be arbitrarily large, we can 
also conclude that if A(t) and g(t) are piecewise continuous V t 2: to, then the system 
has a unique solution V t 2: to. Hence, the system cannot have a finite escape time. 

D. 

For the linear system of Example 3.4, the global Lipschitz condition of Theorem 
3.2 is a reasonable requirement. This may not be the case for nonlinear systems, in 
generaL Vve should distinguish between the local Lipschitz requirement of Theorem 
3.1 and the global Lipschitz requirement of Theorem 3.2. Local Lipschitz property 
of a function is basically a smoothness requirement. It is implied by continuous 
differentiability. Except for discontinuous nonlinearities, which are idealizations 
of physical phenomena, it is reasonable to expect mqdels of physical systems to 
have locally Lipschitz right-hand side functions. Examples of continuous functions 
that are not locally Lipschitz are quite exceptional and rarely arise in practice. 
The global Lipschitz property, on the other hand, is restrictive. Models of many 
physical systems fail to satisfy it. One can easily construct smooth meaningful 
examples that do not have the global Lipschitz property, but do have unique global 
solutions, which is an indication of the conservative nature of Theorem 3.2 . 

.ti}calTI]:>le 3.5 Consider the scalar system 

±=-x3 =f(x) 

The function f(x) does not satisfy a global Lipschitz condition since the Jacobian 
of lox = -3x2 is not globally bounded. Nevertheless, for any initial state x(to) = 
Xo, the equation has the unique solution 

x(t) = sign(xo) 
1 + 2x6(t - to) 

which is well defined for all t 2: to. 

In view of the conservative nature of the global Lipschitz condition, it would be 
useful to have a global existence and uniqueness theorem that requires the function 
f to be only locally Lipschitz. The next theorem achieves that at the expense of 
having to know more about the solution of the system. 

TheoreITI 3.3 Let f (t, x) be piecewise continuous in t and locally Lipschitz in x 
for all t 2:. to and all x in a domain D c Rn. Let W be a compact subset of D, 
Xo E lV, and suppose it is known that every solution of 

± = f(t, x), x(to) = Xo 

lies ent'irely in VV. Then, there is a unique solution that is defined for all t 2: to. <> 
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Proof: Recall the discussion on extending solutions, preceding Example 3.3. By 
Theorem 3.1, there is a unique local solution over [to, to + 6]. Let [to, T) be its max­
imal interval of existence. We want to show that T = 00. Recall (Exercise 3.26) 
the fact that if T is finite, then the solution must leave any compact subset of D. 
Since the solution never leaves the compact set W, we conclude that T = 00. 0 

The trick in applying Theorem 3.3 is in checking the assumption that every 
solution lies in a compact set without actually solving the differential equation. We 
will see in Chapter 4 that Lyapunov's method for studying stability is very valuable 
in that regard. For now, let us illustrate the application of the theorem by a simple 
example. 

Example 3.6 Consider again the system 

x = _x3 = f(x) 

of Example 3.5. The function f(x) is locally Lipschitz on R. If, at any instant 
of time, x(t) is positive, the derivative x(t) will be negative. Similarly, if x(t) is 
negative, the derivative x(t) will be positive. Therefore, starting from any initial 
condition x(O) = a, the solution cannot leave the compact set {x E R I Ixl ::; 
lal}. Thus, without calculating the solution, we conclude by Theorem 3.3 that the 
equation has a unique solution for all t 2:: O. 6 

3.2 Continuous Dependence on Initial Conditions 

and Parameters 

For the solution of the state equation (3.1) to be of any interest, it must depend 
continuously on the initial state Xo, the initial time to, and the right-hand side 
function f(t, x). Continuous dependence on the initial time to is obvious from the 
integral expression 

x ( t) = Xo + it f ( s , x ( s )) ds 
to 

Therefore, we leave it as an exercise (Exercise 3.28) and concentrate our attention 
on continuous dependence on the initial state Xo and the function f· Let y(t) be 
a solution of (3.1) that starts at y(to) = Yo and is defined on the compact time 
interval [to, tl]' The solution depends continuously on Yo if solutions starting at 
near by points are defined on the same time interval and remain close to each other 
in that interval. This statement can be made precise with the c-6 argument: Given 
c > 0, there is 6 > 0 such that for all zo in the ball {x E Rn I Ilx - yoll < 
6}, the equation x = f(t, x) has a unique solution z(t) defined on [to, tIl, with 
z(to) = Zo, and satisfies Ilz(t) - y(t)11 < c for all t E [tOl tIl. Continuous dependence 
on the right-hand side function f is defined similarly, but to state the definition 
precisely, we need a mathematical representation of the perturbation of f. One 
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possible representation is to replace f by a sequence of functions f m, which converge 
uniformly to f as m --;> 00. For each function f m, the solution of i; = f m (t, x) with 
x(to) = Xo is denoted by xm(t). The solution is said to depend continuously on 
the right-hand side function if xm(t) --;> x(t) as m --;> 00. This approach is a 
little bit involved, and will not be pursued here. 6 A more restrictive, but simpler, 
mathematical representation is to assume that f depends continuously on a set of 
constant parameters; that is, f = f(t, x, A), where A E RP. The constant parameters 
could represent physical parameters of the system, and the study of perturbation of 
these parameters accounts for modeling errors or changes in the param~ter values 
due to aging. Let x(t, Ao) be a solution of i; = f(t, x, Ao) defined on [to, h], with 
x(to, Ao) = Xo. The solution is said to depend continuously on A if for any c > 0, 
there is 5 > ° such that for all A in the ball {A E RP I II A - Ao II < 5} 1 the equation 
i; = f(t, x, A) has a unique solution x(t, A) defined on [to, t1], with x(to, A) = xo, 
and satisfies IIx(t, A) - x(t, Ao)11 < c for all t E [to, t1J. ' 

Continuous dependence on initial states and continuous dependence on parame­
ters can be studied simultaneously. We start with a simple result that bypasses the 
issue of existence and uniqueness and concentrates on the closeness of solutions. 

Theorem 3.4 Let f(t, x) be piece'Wise continuous in t and Lipschitz in x on [to, t1J x 
VV 'With a Lipschitz constant L, 'Where W c Rn is an open connected set. Let y(t) 
and z(t) be solutions of 

y = f(t, y), y(to) = Yo 

and 
z = f(t, z) + g(t, z), z(to) = Zo 

s'uch that y(t), z(t) E TV for all t E [to, t1]' Suppose that 

Ilg(t,x)lI:s; /-l, V (t,x) E [to,t1] x W 

for some /-l > 0. Then, 

Ily(t) - z(t)1I :s; lIyo - zoll exp[L(t - to)] + t {exp[L(t - to)] - I} 

'litE [tOl 

Proof: The solutions y(t) and z(t) are given by 

y (t ) Yo + it f ( s, y ( s )) ds 
to 

z(t) Zo + it [1(s, z(s)) + g(s, z(s))] ds 
to 

<> 

[43, Section 1.3J, [75, Section 1.3]' or [135, Section 2.5J for results on continuous dependence 
on parameters using this approach. 
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Subtracting the two equations and taking norms yield 

Ily(t) - z(t)11 ::; Ilyo - zoll + t Ilf(s,y(s)) - f(s,z(s))11 ds Jto 
+ t Ilg(s, z(s)) II ds Jto 

::; ,+ f-L(t - to) + t LIIY(s) - z(s)11 ds Jto 
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where, = Ilyo - Zo II. Application of the Gronwall-Bellman inequality (Lemma A.I) 
to the function Ily(t) - z(t)11 results in 

Ily(t) - z(t)11 ::; ,+ f-L(t - to) + t L[r + f-L(s - to)] exp[L(t -- s)] ds Jto 
Integrating the right-hand side by parts, we obtain 

Ily(t) - z(t)11 ::; ,+ f-L(t - to) -,- f-L(t - to) + ,exp[L(t - to)] 

+ t f-Lexp[L(t - s)] ds 
Jto 

f-L 
,exp[L(t - to)] + L {exp[L(t _. to)]- 1} 

which completes the proof of the theorem. o 

With Theorem 3.4 in hand, we can prove the next theorem on the continuity of 
solutions in terms of initial states and parameters. 

Theorem 3.5 Let f(t, x, >..) be continuous in (t, x, >..) and locally Lipschitz in x 
(uniformly in t and >..) on [to, tl] x D x {II>" - >"011 ::; c}, where D c Rn is an open 
connected set. Let y(t, >"0) be a solution of± = f(t,x, >"0) with y(to, >"0) = Yo ED. 
Suppose y(t, >"0) is defined and belongs to D for all t E [to, tl]' Then, given € > 0, 
there is c5 > 0 such that if 

Ilzo - yoll < c5 and II>" - >"011 < c5 

then there is a 'unique solution z(t, >..) of ± = f(t, x, >..) defined on [to l tIl, with 
z(to, >..) = Zo, and z(t, >..) satisfies 

Ilz(t, >..) - y(t, >"0) II < €, Y t E [to, t l ] 

<> 

Proof: By continuity of y(t, >"0) in t and the compactness of [to, tr], we know that 
y(t, >"0) is bounded on [to, tIl· Define a "tube" U around the solution y(t, >"0) (see 
Figure 3.1) by 
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u 

Figure 3.1: A tube constructed around the solution y(t, AO)' 

U = {(t, x) E [to, tIl x Rn Illx - y(t, Ao)11 :s; c} 

Suppose that U c [to, t l ) x D; if not, replace c by CI < c that is small enough 
to ensure that U c [to, tIl x D and continue the proof with CI. The set U is 
compact; hence, f(t, x, A) is Lipschitz in x on U with a Lipschitz constant, say, L. 
By continuity of f in A, for any a > 0, there is j3 > 0 (with j3 < c) such that 

Ilf(t,x, A) - f(t,x, Ao)11 < a, V (t,x) E U, VilA - Aoll < j3 

Take a < c and Ilzo - yoll < a. By the local existence and uniqueness theorem, 
there is a unique solution z(t, A) on some time interval [to, to + ~). The solution 
starts inside the tube U, and as long as it remains in the tube, it can be extended. 
"T\[e will show that, by choosing a small enough a) the solution remains in U for 
all t E [to, In particular, we let T be the first time the solution leaves the tube 
and show that we can make T > t l . On the time interval [to, T), the conditions of 
Theorem 3.4 are satisfied with J.l = a. Hence, 

IIz(t, A) - y(t, AO) II a 
< aexp[L(t _. to)) + I {exp[L(t - to)) -I} 

< a (1 + ±) exp[L(t -to)) 

Choosing a:S; cLexp[-L(tl - to)]/(l + L) ensures that the solution Z(t,A) cannot 
leave the tube during the interval [to, tIl. Therefore, z(t, A) is defined on [to, tIl and 
satisfies Ilz(t, A) - y(t, AO) II < c. Taking [; = min{ a, j3} completes the proof of the 
theorem. 0 
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3.3 Differentiability of Solutions and Sensitivity 
Equations 
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Suppose that f(t, x, A) is continuous in (t, x, A) and has continuous first partial 
derivatives with respect to x and A for all (t,x,A) E [to,t l ] x Rn x RP. Let AD be a 
nominal value of A, and suppose that the nominal state equation 

± = f(t, x, AD), with x(to) = Xo 

has a unique solution x(t, AD) over [to, tl]' From Theorem 3.5, we know that for all 
A sufficiently close to AD, that is, II A - AD II sufficiently small, the state equation 

± = f(t, x, A), with x(to) = Xo 

has a unique solution x(t, A) over [to, tl] that is close to the nominal solution x(t, AD). 
The continuous differentiability of f with respect to x and A implies the additional 
property that the solution x(t, A) is differentiable with respect to A near AD. To see 
this, write 

x(t, A) = Xo + it f(s, x(s, A), A) ds 
to 

Taking partial derivatives with respect to A yields 

i
t [8f 8f 1 x>.(t, A) = to 8x (s, x(s, A), A) x>. (s, A) + 8A (s, x(s, A), A) ds 

where x>.(t, A) = [8x(t, A)/8A] and [8xo/8A] = 0, since Xo is independent of A. 
Differentiating with respect to t, it can be seen that x>. (t, A) satisfies the differential 
equation 

8 
8t x>. (t, A) = A(t, A)X>. (t, A) + B(t, A), x>.(to, A) = 0 (3.4) 

where 

A(t, A) = 8f(t, x, A) I ' 
8x x=x(t,>.) 

B(t, A) = 8f(t, x, A) I 
8A x=x(t,>.) 

For A sufficiently close to AD, the matrices A(t, A) and B(t, A) are defined on [to, tIl. 
Hence, x>.(t, A) is defined on the same interval. At A = AD, the right-hand side of 
(3.4) depends only on the nominal solution x(t, AD). Let S(t) x>.(t, AD); then S(t) 
is the unique solution of the equation 

S(t) = A(t, Ao)S(t) + B(t, AD), S(to) = 0 (3.5) 

The function S(t) is called the sensitivity function, and (3.5) is called the sensitivity 
equation. Sensitivity functions provide first-order estimates of the effect of param­
eter variations on solutions. They can also be used to approximate the solution 
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when A is sufficiently close to its nominal value AO. For small IIA - AolI, x(t, A) can 
be expanded in a Taylor series about the nominal solution x(t, AO) to obtain 

x(t, A) = x(t, AO) + S(t)(A - AO) + higher-order terms 

Neglecting the higher-order terms, the solution x(t, A) can be approximated by 

x(t, A) ~ x(t, AO) + S(t)(A - AO) (3.6) 

We will not justify this approximation here. It will be justified in Chapter 10 when 
we study the perturbation theory. The significance of (3.6) is in the fact that knowl­
edge of the nominal solution and the sensitivity function suffices to approximate the 
solution for all values of A in a (small) ball centered at AO' 

The procedure for calculating the sensitivity function S(t) is summarized by the 
following steps: 

• Solve the nominal state equation for the nominal solution x(t, AO)' 

• Evaluate the Jacobian matrices 

A( A) = a f(t, x, A) I 
t, 0 ax ' 

x=x(t,>-o),>-=>-o 
B( A) = af(t,x,A)1 

t, 0 aA 
x::;::: X (t,>-o) ,>-:::::>-0 

4& Solve the sensitivity equation (3.5) for S(t). 

In this procedure, we need to solve the nonlinear nominal state equation and the 
linear time-varying sensitivity equation. Except for some trivial cases, we will be 
forced to solve these equations numerically. An alternative approach for calculating 
S( t) is to solve for the nominal solution and the sensitivity function simultaneously. 
This can be done by appending the variational equation (3.4) with the original state 
equation, then setting A = AO to obtain the (n + np) augmented equation 

f(t, x, AO), x(to) Xo 

[a!ct,x,>-)] S + [a!ct,x,>-)] , S(to) = a 
ax >-=>-0 a>- >-=>-0 

(3.7) 

which is solved numerically. Notice that if the original state equation is autonomous, 
that is, f(t, x, A) = f(x, A), then the augmented equation (3.7) will be autonomous 
as well. \iVe illustrate the latter procedure by the next example. 

Example 3.7 Consider the phase-Iocked-Ioop model 

X2 
-csinxl - (a + bcosxdx2 

!I(Xl,X2) 
!2(Xl,X2) 
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and suppose the parameters a, b, and C have the nominal values ao = 1, bo = 0, and 
Co = 1. The nominal system is given by 

Xl X2 

X2 - sinxI - X2 

The Jacobian matrices [of lox] and [of lOA] are given by 

~~ = [ -CCOSXI ~ bX2 sinxI 

o o o of 
OA [Of of of] = [ 

oa ob OC - sinXI 

Evaluate these Jacobian matrices at the nominal parameters a 

C = 1 to obtain 

~~ I nominal = [ 
0 1 ] - COS X I -1 

~{ I nominal 

0 0 0 
-X2 -X2 cos Xl - sinxl 

Let 
X5 X7 

BXl BXl 
8a 8b Be 

s= 
BX2 BX2 BX2 

[ X3 

X4 X6 Xs ] [ 
8a 8b 

ax, ] 

Be nominal 

Then (3.7) is given by 

Xl X2, Xl (0) XlO 

X2 - SinXI - X2, X2(0) X20 

X3 X4, X3(0) 0 
X4 -X3 cos Xl - X4 -- X2, X4(0) 0 
X5 X6, X5(0) 0 
X6 -X5 cos Xl - X6 - X2 cos Xl, X6(0) 0 
X7 XS, X7(0) 0 
Xs -X7 cos Xl - Xs - sin Xl, XS(O) 0 

1, b = 0, and 

The solution of this equation was computed for the initial state XIO = X20 = l. 
Figure 3.2(a) shows X3, X5, and X7, which are the sensitivities of Xl with respect to 
a, b, and c, respectively. Figure 3.2(b) shows the corresponding quantities for X2. 

Inspection of these figures shows that the solution is more sensitive to variations 
in the parameter C than to variations in the parameters a and b. This pattern is 
consistent when we solve for other initial states. D. 
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Figure 3.2: Sensitivity function for Example 3.7. 

Comparison Principle 

Quite often when we study the state equation x = f(t, x) we need to compute 
bounds on the solution x(t) without computing the solution itself. The Gronwall­
Bellman inequality (Lemma A.I) is one tool that can be used toward that goal. An­
other tool is the comparison lemma. It applies to a situation where the derivative of 
a scalar differentiable function v(t) satisfies inequality of the form v(t) ::; f(t, v(t» 
for all t in a certain time intervaL Such inequality is called a differential inequality 
and a function v( t) satisfying the inequality is called a solution of the differential 
inequality. The comparison lemma compares the solution of the differential inequal­
ity v(t) ::; f(t, v(t» with the solution of the differential equation it = f(t, u). The 
lemma applies even when v(t) is not differentiable, but has an upper right-hand 
derivative D+v(t), which satisfies a differential inequality. The upper right-hand 
derivative D+v(t) is defined in Appendix C.2. For our purposes, it is enough to 
know two facts: 

• If v(t) is differentiable at t, then D+v(t) = v(t) . 

• If 
1 
h /v(t + h) - v(t)1 ::; g(t, h), V h E (0, b] 

and 
lim g(t, h) = go(t) 

h-+O+ 

then D+v(t) ::; go(t). 

The limit h --+ 0+ means that h approaches zero from above. 

Lemma 3.4 (Comparison Lemma) Consider the scalar differential equation 

it = f(t, u), u(to) = uo 
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where f(t, u) is continuous in t and locally Lipschitz in u, for all t 2:: 0 and all 
u E J c R. Let [to, T) (T could be infinity) be the maximal interval of existence 
of the solution u(t), and suppose u(t) E J for all t E [to, T). Let v(t) be a con­
tinuous function whose upper right-hand derivative D+v(t) satisfies the differential 
inequality 

D+v(t) ::; f(t, v(t)), v(to) ::; Uo 

with v(t) E J for all t E [to, T). Then, v(t) ::; u(t) for all t E [to, T). o 

Proof: See Appendix C.2. 

Example 3.8 The scalar differential equation 

± = f(x) = -(1 + x 2 )x, x(O) = a 

has a unique solution on [0, t 1), for some h > 0, because f(x) is locally Lipschitz. 
Let v(t) = x 2 (t). The function v(t) is differentiable and its derivative is given by 

Hence, v(t) satisfies the differential inequality 

v(t) ::; -2v(t), v(O) = a2 

Let u( t) be the solution of the differential equation 

it = -2u, u(O) = a2 
=} u(t) = a2e-2t 

Then, by the comparison lemma, the solution x(t) is defined for all t 2:: 0 and 
satisfies 

Example 3.9 The scalar differential equation 

± = f(t, x) = -(1 + x 2 )x + et
, x(O) = a 

has a unique solution on [0, tl) for some h > 0, because f(t, x) is locally Lipschitz 
in x. We want to find an upper bound on Ix(t)1 similar to the one we obtained 
in the previous example. Let us start with v(t) = x 2 (t) as in Example 3.8. The 
derivative of v is given by 

v(t) = 2x(t)±(t) = -2x2 (t) - 2x4(t) + 2x(t)et 
::; -2v(t) + 2Vv(t)et 

We can apply the comparison lemma to this differential inequality, but the resulting 
differential equation will not be easy to solve. Instead, we consider a different choice 
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of v(t). Let v(t) = Ix(t)l. For x(t) =I- 0, the function v(t) is differentiable and its 
derivative is given by 

. _ d ("-.2-· _ x(t)±(t) _ 2 x(t) t 
v(t) - dt V x (t) - Ix(t)1 - -lx(t)/[l + x (t)] + /x(t)/ e 

Since 1 + x2 (t) 2: 1, we have -lx(t)/[l + x2 (t)] :S -Ix(t)/ and v(t) :S -v(t) + et
. On 

the other hand, when x(t) = 0, we have 

Iv(t + h) - v(t) I 
h 

Ix(t:~ ~ k ll+h f(T,X(T)) dTi 

If(t,O) + k l+h [I(T, X(7)) - f(t, x(t))] dTI 

11t
+

h 

:S 11(t, 0)/ + h t 11(T, X(T)) - l(t, x(t))/ dT 

Since 1 (t, x (t)) is a continuous function of t, given any E > 0 there is 6 > 0 such 
that for all IT _. tl < 6, 11(T,x(T)) - l(t,x(t))1 < E. Hence, for all h < 6, 

1 t+h 
hit 11(T,x(T))-I(t,x(t))1 dT<E 

which shows that 

I1t+h 
lim -h 11(T, X(T)) - l(t, x(t))/ dT = 0 

h ..... O+ t 

Thus, D+v(t) :S 11(t, 0)1 = et whenever x(t) = O. Hence, for all t E [0, t1), we have 

D+v(t) :S -v(t) + et
, v(O) = lal 

Letting u(t) be the solution of the linear differential equation 

it = -u + et
, u(O) = la/ 

we conclude by the comparison lemma that 

The upper bound on v(t) is finite for every finite t1 and approaches infinity only as 
tl ---r 00. Therefore, the solution x(t) is defined for all t 2: 0 and satisfies 
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3.5 Exercises 

3.1 For each of the functions f(x) given next, find whether f is (a) continuously 
differentiable; (b) locally Lipschitz; (c) continuous; (d) globally Lipschitz. 

(1) f(x) = x2 + Ixl· 
(3) f(x) = sin(x) sgn(x). 
(5) f(x) = -x + 21xl· 

8 (x - [ -Xl + alx21 1 
()f )- -(a+b)xI+bxi- XIX2 . 

(2) f(x) = x + sgn(x). 
(4) f(x) = -x + asin(x). 
(6) f(x) = tan(x). 

3.2 Let Dr = {x E Rn Illxll < r}. For each of the following systems, represented 
as :i: = f(t,x), find whether (a) f is locally Lipschitz in x on Dr, for sufficiently 
small r; (b) f is locally Lipschitz in x on Dn for any finite r > 0; (c) f is globally 
Lipschitz in x: 

(1) The pendulum equation with friction and constant input torque (Section 1.2.1). 

(2) The tunnel-diode circuit (Example 2.1). 

(3) The mass-spring equation with linear spring, linear viscous damping, Coulomb 
friction, and zero external force (Section 1.2.3). 

(4) The Van der Pol oscillator (Example 2.6). 

(5) The closed-loop equation of a third-order adaptive control system (Section 1.2.5). 

(6) The system:i: = Ax - B'IjJ(Cx) , where A, B, and Care n x n, n x 1, and 1 x n 
matrices, respectively, and 'ljJe) is the dead-zone nonlinearity of Figure 1.lO(c). 

3.3 Show that if h : R -t Rand h : R -t R are locally Lipschitz, then h + h, 
hh and h 0 h are locally Lipschitz. 

3.4 Let f : Rn -t Rn be defined by 

{ 

II.ixIlKx, 
f(x) = 

g(x)Kx 
p, , 

if g(x)IIKxll 2:: f.L > 0 

if g(x)IIKxll < f.L 

where 9 : Rn -t R is locally Lipschitz and nonnegative, and K is a constant matrix. 
Show that f(x) is Lipschitz on any compact subset of Rn. 

3.5 Let II . lin and II . 11,6 be two different p-norms on Rn. Show that f : Rn -t Rm 
is Lipschitz in II . lin if and only if it is Lipschitz in II . 11,6' 
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3.6 Let f(t, x) be piecewise continuous in t, locally Lipschitz in x, and 

IIf(t,x)1I SkI +k21Ixll, V (t,x) E [to, 00) x Rn 

(a) Show that the solution of (3.1) satisfies 

kl 
IIx(t)1I S Ilxoll exp[k2(t - to)] + k2 {exp[k2(t - to)]-l} 

for all t 2: to for which the solution exists. 

(b) Can the solution have a finite escape time? 

3.7 Let 9 : Rn 
---t Rn be continuously differentiable for all x E Rn and define f(x) 

by 
1 

j(x) = 1 + gT(x)g(x)g(x) 

Show that x = j (x), with x (0) = xo, has a unique solution defined for all t 2: o. 

3.8 Show that the state equation 

Xl(O) = a 

X2(0) = b 

has a unique solution defined for all t 2: O. 

3.9 Suppose that the second-order system x = f(x), with a locally Lipschitz f(x), 
has a limit cycle. Show that any solution that starts in the region enclosed by the 
limit cycle cannot have a finite escape time. 

3.10 Derive the sensitivity equations for the tunnel-diode circuit of Example 2.1 
as Land C vary from their nominal values. 

3.11 Derive the sensitivity equations for the Van der Pol oscillator of Example 2.6 
as E varies from its nominal value. Use the state equation in the x-coordinates. 

3.12 Repeat the previous exercise by using the state equation in the z-coordinates. 

3.13 Derive the sensitivity equations for the system 

X2 = bxi - CX2 

as the parameters a, b, C vary from their nominal values ao = 1, bo = 0, and Co = 1. 
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3.14 Consider the system 

where A and 7 are positive constants. 

(a) Derive the sensitivity equations as A and 7 vary from their nominal values Ao 
and 70. 

(b) Show that r = V xI + x~ satisfies the differential inequality 

r < - .!.r+2V2 
- 7 

(c) Using the comparison lemma, show that the solution of the state equation 
satisfies the inequality 

3.15 Using the comparison lemma, show that the solution of the state equation 

satisfies the inequality 

3.16 Using the comparison lemma, find an upper bound on the solution of the 
scalar equation 

x(O) = 2 

3.17 Consider the initial-value problem (3.1) and let D c Rn be a domain that 
contains x = O. Suppose x(t), the solution of (3.1), belongs to D for all t 2: to and 
Ilf(t, x)112 :::; Lllxll2 on [to, (0) x D. Show that 

(a) 

I ~t [xT(t)x(t)] I :::; 2Lllx(t)ll~ 

(b) 
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3.18 Let y(i) be a nonnegative scalar function that satisfies the inequality 

y(i) :::; k1e-a(t-to) + t e-a(t-T) [k2y( T) + k3] dT 
Jto 

where kl' k2' and k3 are nonnegative constants and 0: is a positive constant that 
satisfies 0: > k2 . Using the Gronwall-Bellman inequality, show that 

y(i) :::; k1e-(a-k2 )(t-to) + 0::3 [1 - e-(a-k2 )(t-tO)] 

Hint: Take z(i) = y(i)ea(t-to) and find the inequality satisfied by z. 

3.19 Let f : Rn --l- Rn be locally Lipschitz in a domain D eRn. Let SeD be a 
compact set. Show that there is a positive constant L'such that for all x, yES, 

Ilf(x) - f(y)11 :::; Lllx - yll 
Hint: The set S can be covered by a finite number of neighborhoods; that is, 

Consider the following two cases separately: 

.. x, yES n N(ai' ri) for some i . 

• x, y tt S n N(ai' ri) for any i; in this case, Ilx - yll 2: mini rio 

In the second case, use the fact that f(x) is uniformly bounded on S. 

3.20 Show that if f : Rn ---+ Rn is Lipschitz on W eRn, then f(x) is uniformly 
continuous on W. 

3.21 For any x ERn - {O} and any p E [1,00), define y E Rn by 

p-l 

. -~ si n(xP ) 
Yz - IIxll~-1 g i 

Show that yT x = IIxlip and IIYllq = 1, where q E (1,00] is determined from lip + 
II q = 1. For p = 00, find a vector y such that yT x = IIxli oo and Ilylll = 1. 

3.22 Prove Lemma 3.3. 

3.23 Let f(x) be a continuously differentiable function that maps a convex domain 
D C gn into Rn. Suppose D contains the origin x = 0 and f(O) = O. Show that 

r1 of 
f(x) = Jo ax (o-x) do- x, V xED 

Hint: Set g(o-) = f(o-x) for 0 :::; 0- :::; 1 and use the fact that g(I)-g(O) = fol g'(o-) do-. 
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3.24 Let V : R x Rn -+ R be continuously differentiable. Suppose that V(t, 0) = 0 
for all t ;::: 0 and 

where Cl and C4 are positive constants and D c Rn is a convex domain that contains 
the origin x = O. 

(a) Show that V(t, x) :S !c411x112 for all xED. 
Hint: Use the representation V(t,x) = Jol ~~(t,O"x) dO" x. 

(b) Show that the constants Cl and C4 must satisfy 2Cl :S C4. 

(c) Show that W(t,x) = JV(t,x) satisfies the Lipschitz condition 

3.25 Let f(t, x) be piecewise continuous in t and locally Lipschitz in x on [to, tIl x 
D, for some domain D c Rn. Let W be a compact subset of D. Let x(t) be the 
solution of x = f(t, x) starting at x(to) = Xo E W. Suppose that x(t) is defined 
and x(t) E W for all t E [to, T), T < tl. 

(a) Show that x(t) is uniformly continuous on [to, T). 

(b) Show that x (T) is defined and belongs to Wand x (t) is a solution on [to, Tl. 

(c) Show that there is 0 > 0 such that the solution can be extended to [to, T + 0]. 

3.26 Let f(t, x) be piecewise continuous in t and locally Lipschitz in x on [to, tIl x 
D, for some domain D eRn. Let y(t) be a solution of (3.1) on a maximal open 
interval [to, T) C [to, tIl with T < 00. Let W be any compact subset of D. Show 
that there is some t E [to, T) with y(t) tI. W. 
Hint: Use the previous exercise. 

3.27 ([43]) Let Xl : R -+ Rn and X2 : R -+ Rn be differentiable functions such 
that 

Ilxl (a) - x2(a) II :S 'Y, Ilxi(t) - f( (t, Xi(t)) II :S /-Li, for i = 1,2 

for a :S t :S b. If f satisfies the Lipschitz condition (3.2), show that 

3.28 Show, under the assumptions of Theorem 3.5, that the solution of (3.1) de­
pends continuously on the initial time to. 
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3.29 Let f(t, x) and its partial derivatives with respect to x be continuous in 
(t, x) for all (t, x) E [to, tIl x gn. Let x(t, fJ) be the solution of (3.1) that starts at 
x(to) fJ and suppose x(t, fJ) is defined on [to, tll. Show that x(t, fJ) is continuously 
differentiable with respect to fJ and find the variational equation satisfied by (ox/OfJ]. 
Hint: Put y = x - fJ to transform (3.1) into 

iJ = f(t, Y + fJ), y(to) = 0 

with fJ as a parameter. 

3.30 Let f(t, x) and its partial derivative with respect to x be continuous in (t, x) 
for all (t,x) E R x Rn. Let x(t,a,fJ) be the solution of (3.1) that starts at x(a) = fJ 
and suppose that x(t, a, fJ) is defined on [a, tIl. Show that x(t, a, fJ) is continuously 
differentiable with respect to a and fJ and let xa(t) and x'f/(t) denote [ox/oaJ and 
[ox/OfJ]' respectively. Show that xa(t) and x'f/(t) satisfy the identity 

3.31 ([43)) Let f : R x R ---7 R be a continuous function. Suppose that f(t, x) 
is locally Lipschitz and nondecreasing in x for each fixed value of t. Let x(t) be a 
solution of x = f(t, x) on an interval [a, bJ. If a continuous function y(t) satisfies 
the integral inequality 

y(t) :::; x(a) + it f(s,y(s)) ds 

for a :::; t :::; b, show that y(t) :::; x(t) throughout this interval. 



Chapter 4 

Lyapunov Stability 

Stability theory plays a central role in systems theory and engineering. There are 
different kinds of stability problems that arise in the study of dynamical systems. 
This chapter is concerned mainly with stability of equilibrium points. In later 
chapters, we shall see other kinds of stability, such as input-output stability and 
stability of periodic orbits. Stability of equilibrium points is usually characterized 
in the sense of Lyapunov, a Russian mathematician and engineer who laid the 
foundation of the theory, which now carries his name. An equilibrium point is stable 
if all solutions starting at nearby points stay nearby; otherwise, it is unstable. It is 
asymptotically stable if all solutions starting at nearby points not only stay nearby, 
but also tend to the equilibrium point as time approaches infinity. These notions 
are made precise in Section 4.1, where the basic theorems of Lyapunov's method for 
autonomous systems are given. An extension of the basic theory, due to LaSalle, is 
given in Section 4.2. For a linear time-invariant system x(t) = Ax(t), the stability 
of the equilibrium point x = 0 can be completely characterized by the location 
of the eigenvalues of A. This is discussed in Section 4.3. In the same section, it 
is shown when and how the stability of an equilibrium point can be determined 
by linearization about that point. In Section 4.4, we introduce class IC and class 
IC£ functions, which are used extensively in the rest of the chapter, and indeed 
the rest of the book. In Sections 4.5 and 4.6, we extend Lyapunov's method to 
nonautonomous systems. In Section 4.5, we define the concepts of uniform stability, 
uniform asymptotic stability, and exponential stability for nonautonomous systems, 
and give Lyapunov's method for testing them. In Section 4.6, we study linear time­
varying systems and linearization. 

Lyapunov stability theorems give sufficient conditions for stability, asymptotic 
stability, and so on. They do not say whether the given conditions are also nec­
essary. There are theorems which establish, at least conceptually, that for many 
of Lyapunov stability theorems, the given conditions are indeed necessary. Such 
theorems are usually called converse theorems. We present three converse theorems 
in Section 4.7. Moreover, we use the converse theorem for exponential stability to 

111 
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show that an equilibrium point of a nonlinear system is exponentially stable if and 
only if the linearization of the system about that point has an exponentially stable 
equilibrium at the origin. 

Lyapunov stability analysis can be used to show boundedness of the solution, 
even when the system has no equilibrium points. This is shown in Section 4.8 
where the notions of uniform boundedness and ultimate boundedness are intro­
duced. Finally, in Section 4.9, we introduce the notion of input-to-state stability, 
which provides a natural extension of Lyapunov stability to systems with inputs. 

1 Autonomous Systems 

Consider the autonomous system 

x = f(x) ( 4.1) 

where f : D -+ Rn is a locally Lipschitz map from a domain D c Rn into Rn. 
Suppose xED is an equilibrium point of (4.1); that is, f(x) = O. Our goal is to 
characterize and study the stability of X. For convenience, we state all definitions 
and theorems for the case when the equilibrium point is at the origin of Rn; that 
is, x = O. There is no loss of generality in doing so because any equilibrium point 
can be shifted to the origin via a change of variables. Suppose x =1= 0 and consider 
the change of variables y = x-x. The derivative of y is given by 

iJ = x = f(x) = f(y + x) ~ g(y), where g(O) = 0 

In the new variable y, the system has equilibrium at the origin. Therefore, without 
loss of generality, we will always assume that f(x) satisfies f(O) = 0 and study the 
stability of the origin x = O. 

Definition 4.1 The equilibrium point x = 0 of (4.1) is 

G» stable if, for each E > 0, there is 6 = 6 (E) > 0 such that 

IIx(O)11 < 6 =} IIx(t)II < E, 'II t 2: 0 

.. 'unstable if it is not stable. 

" asymptotically stable if it is stable and 6 can be chosen such that 

IIx(O)II < 6 =} lim x(t) = 0 
t--->oo 

The E-O requirement for stability takes a challenge-answer form. To demonstrate 
that the origin is stable, then, for any value of E that a challenger may care to desig­
nate, we must produce a value of 6, possibly dependent on E, such that a trajectory 
starting in a 6 neighborhood of the origin will never leave the E neighborhood. The 
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three types of stability properties can be illustrated by the pendulum example of 
Section 1.2.1. The pendulum equation 

Xl X2 

X2 - a sin Xl bX2 

has two equilibrium points at (Xl = 0, X2 = 0) and (Xl = 1[', X2 = 0). Neglecting 
friction, by setting b = 0, we have seen in Chapter 2 (Figure 2.2) that trajecto­
ries in the neighborhood of the first equilibrium are closed orbits. Therefore, by 
starting sufficiently close to the equilibrium point, trajectories can be guaranteed 
to stay within any specified ball centered at the equilibrium point. Hence, the c--6 
requirement for stability is satisfied. The equilibrium point, however, is not asymp­
totically stable since trajectories starting off the equilibrium point do not tend to it 
eventually. Instead, they remain in their closed orbits. When friction is taken into 
consideration (b > 0), the equilibrium point at the origin becomes a stable focus. 
Inspection of the phase portrait of a stable focus shows that the c-6 requirement 
for stability is satisfied. In addition, trajectories starting close to the equilibrium 
point tend to it as t tends to 00. The second equilibrium point at Xl = 1[' is a saddle 
point. Clearly the c-6 requirement cannot be satisfied since, for any c > 0, there is 
always a trajectory that will leave the ball {x E Rn Illx - xii::; c} even when x(O) 
is arbitrarily close to the equilibrium point x. 

Implicit in Definition 4.1 is a requirement that solutions of (4.1) be defined for 
all t 2:: 0. 1 Such global existence of the solution is not guaranteed by the local 
Lipschitz property of f. It will be shown, however, that the additional conditions 
needed in Lyapunov's theorem will ensure global existence of the solution. This will 
come as an application of Theorem 3.3. 

Having defined stability and asymptotic stability of equilibrium points, our task 
now is to find ways to determine stability. The approach we used in the pendulum 
example relied on our knowledge of the phase portrait of the pendulum equation. 
Trying to generalize that approach amounts to actually finding all solutions of (4.1), 
which may be difficult or even impossible. However, the conclusions we reached 
about the stable equilibrium point of the pendulum can also be reached by using 
energy concepts. Let us define the energy of the pendulum E(x) as the sum of 
its potential and kinetic energies, with the reference of the potential energy chosen 
such that E(O) = 0; that is, 

(Xl 
E(x) = Jo a sin y dy + ~x~ = a(l - cos Xl) + ~x~ 

When friction is neglected (b = 0), the system is conservative; that is, there is no 
dissipation of energy. Hence, E = constant during the motion of the system or, in 

1 It is possible to change the definition to alleviate the implication of global existence of the 
solution. In [154], stability is defined on the maximal interval of existence [0, tl), without assuming 
that tl = 00. 
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other words, dE/dt = 0 along the trajectories of the system. Since E(x) = c forms 
a closed contour around x = 0 for small c, we can again arrive at the conclusion 
that x = 0 is a stable equilibrium point. When friction is accounted for (b > 0), 
energy will dissipate during the motion of the system, that is, dE / dt ::; 0 along the 
trajectories of the system. Due to friction, E cannot remain constant indefinitely 
while the system is in motion. Hence, it keeps decreasing until it eventually reaches 
zero, showing that the trajectory tends to x = 0 as t tends to 00. Thus, by examining 
the derivative of E along the trajectories of the system, it is possible to determine 
the stability of the equilibrium point. In 1892, Lyapunov showed that certain other 
functions could be used instead of energy to determine stability of an equilibrium 
point. Let V : D ---t R be a continuously differentiable function defined in a domain 
D c Rn that contains the origin. The derivative of V along the trajectories of (4.1), 
denoted by V (x), is given by 

V(x) 

8V 8V 8V 
8Xl ' 8X2 ' ..., 8xn 

[ 

JJJr(x))) 1 z(x  

fn(x) 

av f(x) 
ax 

The derivative of V along the trajectories of a system is dependent on the system's 
equation. Hence, V (x) will be different for different systems. If ¢( t; x) is the solution 
of (4.1) that starts at initial state x at time t = 0, then 

. d I V(x) = -d V(¢(t; x)) 
t t=O 

Therefore, if V(x) is negative, V will decrease along the solution of (4.1). We are 
now ready to state Lyapunov's stability theorem. 

Theorem 4.1 Let x = 0 be an equilibrium point for (4.1) and D c Rn be a domain 
contain'ing x = O. Let V : D ---t R be a continuously differentiable function such 
that 

V(O) = 0 and V(x) > 0 in D - {O} 

V(x) ::; 0 in D 

Then, x = 0 is stable. M or'eover, if 

V (x) < 0 in D - {O} 

then :r; = 0 is asymptotically stable. 

(4.2) 

(4.3) 

( 4.4) 

o 
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D 

Figure 4.1: Geometric representation of sets in the proof of Theorem 4.1. 

Proof: Given c: > 0, choose r E (0, c:] such that 

Br = {x E Rn Illxll ::; r} cD 

Let a = minllxll=r V(x). Then, a> 0 by (4.2). Take {3 E (0, a) and let 

0,/3 = {x E Br I V(x) ::; {3} 
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Then, 0,/3 is in the interior of Br.2 (See Figure 4.1.) The set 0,/3 has the property 
that any trajectory starting in 0,/3 at t = 0 stays in 0,/3 for all t 2: o. This follows 
from (4.3) since 

V(x(t)) ::; 0 =? V(x(t))::; V(x(O)) ::; (3, V t 2: 0 

Because 0,/3 is a compact set,3 we conclude from Theorem 3.3 that (4.1) has a 
unique solution defined for all t 2: 0 whenever x(O) E 0,/3. As V(x) is continuous 
and V(O) = 0, there is 6 > 0 such that 

Ilxll ::; 6 =? V(x) < (3 

Then, 

and 
x(O) E Bo =? x(O) E 0,/3 =? x(t) E 0,/3 =? x(t) E Br 

Therefore, 
Ilx(O)11 < 6 =? Ilx(t)11 < r ::; c:, V t 2: 0 

2This fact can be shown by contradiction. Suppose n(3 is not in the interior of B r , then there 
is a point p E n(3 that lies on the boundary of B r · At this point, V(p) 2: a > (3, but for all 
x E n(3, V(x) ::; (3, which is a contradiction. 

3n(3 is closed by definition and bounded, since it is contained in B r . 
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Figure 4.2: Level surfaces of a Lyapunov function. 

which shows that the equilibrium point x = 0 is stable. Now, assume that (4.4) 
holds as welL To show asymptotic stability, we need to show that x(t) -+ 0 as 
t -+ 00; that is, for every a > 0, there is T > 0 such that Ilx(t)11 < a, for all t > T. 
By repetition of previous arguments, we know that for every a > 0, we can choose 
b > 0 such that rtb C Ea. Therefore, it is sufficient to show that V(x(t)) -+ 0 
as t -+ 00. Since V(x(t)) is monotonically decreasing and bounded from below by 
zero, 

V(x(t)) -+ c 2 0 as t -+ 00 

To show that c = 0, we use a contradiction argument. Suppose c > O. By continuity 
of V(x), there is d> 0 such that Ed C o,c, The limit V(x(t)) -+ c> 0 implies that 
the trajectory x(t) lies outside the ball Ed for all t 2 O. Let -, = maxd:5llx":5r V(x), 
which exists because the continuous function V (x) has a maximum over the compact 
set {d :::; Ilxll :::; r }.4 By (4.4), -, < O. It follows that 

V(x(t)) = V(x(O)) + it V(x(r)) dr:::; V(x(O)) -It 

Since the right-hand side will eventually become negative, the inequality contradicts 
the assumption that c > O. 0 

A continuously differentiable function V(x) satisfying (4.2) and (4.3) is called 
a Lyapunov function. The surface V (x) = c, for some c > 0, is called a Lyapunov 
surface or a level surface. Using Lyapunov surfaces, we notice that Figure 4.2 makes 
the theorem intuitively clear. It shows Lyapunov surfaces for increasing values of 
c. The condition Ii :::; 0 implies that when a trajectory crosses a Lyapunov surface 
V(x) = c, it moves inside the set nc = {x E Rn I V(x) :::; c} and can never come 
out again. When Ii < 0, the trajectory moves from one Lyapunov surface to an 
inner Lyapunov surface with a smaller c. As c decreases, the Lyapunov surface 
V (x) = c shrinks to the origin, showing that the trajectory approaches the origin as 

Theorem 4-20J. 
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time progresses. If we only know that V ::; 0, we cannot be sure that the trajectory 
will approach the origin,5 but we can conclude that the origin is stable since the 
trajectory can be contained inside any ball Be by requiring the initial state x(O) to 
lie inside a Lyapunov surface contained in that ball. 

A function V(x) satisfying condition (4.2)-that is, V(O) = 0 and V(x) > 0 for 
x =1= O-is said to be positive definite. If it satisfies the weaker condition V (x) ;:::: 0 
for x =1= 0, it is said to be positive semidefinite. A function V(x) is said to be negative 
definite or negative semidefinite if -V (x) is positive definite or positive semidefi­
nite, respectively. If V (x) does not have a definite sign as per one of these four cases, 
it is said to be indefinite. With this terminology, we can rephrase Lyapunov's the­
orem to say that the origin is stable if there is a continuously differentiable positive 
definite function V (x) so that V (x) is negative semidefinite, and it is asymptotically 
stable if V (x) is negative definite. 

A class of scalar functions for which sign definiteness can be easily checked is 
the class of functions of the quadratic form 

n n 

V(x) = xTpx = LLPijXiXj 

i=l j=l 

where P is a real symmetric matrix. In this case, V (x) is positive definite (positive 
semidefinite) if and only if all the eigenvalues of P are positive (nonnegative), which 
is true if and only if all the leading principal minors of P are positive (all princi­
pal minors of Pare nonnegative).6 If V(x) = xT Px is positive definite (positive 
semidefinite), we say that the matrix P is positive definite (positive semidefinite) 
and write P > 0 (P ;:::: 0). 

Example 4.1 Consider 

V(x) axi + 2XIX3 + ax~ + 4X2X3 + ax§ 

[Xl X2 X3] U ~ ~][~:] x
T 

Px 

The leading principal minors of P are a, a2 , and a(a2 -5). Therefore, V(x) is positive 
definite if a > J5. For negative definiteness, the leading principal minors of - P 
should be positive; that is, the leading principal minors of P should have alternating 
signs, with the odd-numbered minors being negative and the even-numbered minors 
being positive. Consequently, V(x) is negative definite if a < -J5. By calculating 
all principal minors, it can be seen that V (x) is positive semidefinite if a ;:::: J5 and 
negative semidefinite if a ::; -J5. For a E (-J5, J5), V(x) is indefinite. D 

Lyapunov's theorem can be applied without solving the differential equation 
(4.1). On the other hand, there is no systematic method for finding Lyapunov 

5See, however, LaSalle's theorem in Section 4.2 
6This is a well-known fact in matrix theory. Its proof can be found in [21] or [63]. 
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g(x) 

Figure 4.3: A possible nonlinearity in Example 4.2. 

functions. In some cases, there are natural Lyapunov function candidates like energy 
functions in electrical or mechanical systems. In other cases, it is basically a matter 
of trial and error. The situation, however, is not as bad as it might seem. As we 
go over various examples and applications throughout the book, some ideas and 
approaches for searching for Lyapunov functions will be delineated. 

Example 4.2 Consider the first-order differential equation 

x = -g(x) 

where g(x) is locally Lipschitz on (-a,a) and satisfies 

g(O) = 0; xg(x) > 0, '\I x =1= 0 and x E (-a,a) 

A sketch of a possible g(x) is shown in Figure 4.3. The system has an isolated 
equilibrium point at the origin. It is not difficult in this simple example to see that 
the origin is asymptotically stable, because solutions starting on either side of the 
origin will have to move toward the origin due to the sign of the derivative x. To 
arrive at the same conclusion using Lyapunov's theorem, consider the function 

V(x) = fox g(y) dy 

Over the domain D = (-a, a), V(x) is continuously differentiable, V(O) = 0, and 
V(x) > 0 for all x =1= O. Thus, V(x) is a valid Lyapunov function candidate. To 
see whether or not V(x) is indeed a Lyapunov function, we calculate its derivative 
along the trajectories of the system. 

. oV 2 
V(x) = ox [-g(x)] = -g (x) < 0, '\I xED - {O} 

Hence, by Theorem 4.1 we conclude that the origin is asymptotically stable. D 

Example 4.3 Consider the pendulum equation without friction, namely, 

Xl x2 

X2 - asinxI 
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and let us study the stability of the equilibrium point at the origin. A natural 
Lyapunov function candidate is the energy function 

V ( x) = a (1 - cos X I) + ~ x~ 

Clearly, V(O) = 0 and V(x) is positive definite over the domain -27f < Xl < 27f. 
The derivative of V (x) along the trajectories of the system is given by 

V(x) = aXI sinxI + X2X2 = aX2 sinxI - aX2 sinxI = 0 

Thus, conditions (4.2) and (4.3) of Theorem 4.1 are satisfied, and we conclude that 
the origin is stable. Since V (x) == 0, we can also conclude that the origin is not 
asymptotically stable; for trajectories starting on a Lyapunov surface V(x) = c 

remain on the same surface for all future time. L 

Example 4.4 Consider again the pendulum equation, but this time with friction, 
namely, 

Xl x2 

X2 - a sinxI - bX2 

Again, let us try V(x) = a(l- cos Xl) + (1/2)x~ as a Lyapunov function candidate. 

V(x) = aXI sinxI + X2X2 - bx~ 

The derivative V (x) is negative semidefinite. It is not negative definite because 
V(x) = 0 for X2 = 0 irrespective of the value of Xl; that is, V(x) = 0 along the 
xl-axis. Therefore, we can only conclude that the origin is stable. However, using 
the phase portrait of the pendulum equation, we have seen that when b > 0, the 
origin is asymptotically stable. The energy Lyapunov function fails to show this 
fact. We will see later in Section 4.2 that LaSalle's theorem will enable us to arrive 
at a different conclusion. For now, let us look for a Lyapunov function V (x) that 
would have a negative definite V (x). Starting from the energy Lyapunov function, 
let us replace the term (1/2)x~ by the more general quadratic form (1/2)xT Px for 
some 2 x 2 positive definite matrix P: 

V(x) ~xT Px + a(l- cos Xl) 

~ [Xl X2] [pn P12] [ Xl ] + a(l - cos Xl) 
Pl2 P22 X2 

For the quadratic form (1/2)xT Px to be positive definite, the elements of the matrix 
P must satisfy 

Pl1 > 0, Pl1P22 - Pi2 > 0 

The derivative V (x) is given by 

V(x) (Pl1XI + Pl2X2 + a sin Xl) x2 + (PI2XI + P22X2) (-a SinxI - bX2) 

a(l - P22)X2 sinxI - apl2xI SinxI + (Pl1 - P12 b) xlx2 + (P12 P22b) x~ 
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Now we want to choose PH, P12, and P22 such that V(x) is negative definite. Since 
the cross product terms X2 sin Xl and XIX2 are sign indefinite, we will cancel them 
by taking P22 = 1 and PH = bP12' With these choices, Pl2 must satisfy 0 < Pl2 < b 
for V(x) to be positive definite. Let us take Pl2 = b/2. Then, V(x) is given by 

. I' 1 2 V(x) = - 2abxl smxI - 2bx2 

The term Xl sinxI > 0 for all 0 < IXII < 7r. Taking D = {x E R2 I IXII < 7r}, we 
see that V (x) is positive definite and V (x) is negative definite over D. Thus, by 
Theorem 4.1, we conclude that the origin is asymptotically stable. D. 

This example emphasizes an important feature of Lyapunov's stability theorem; 
namely, the theorem's conditions are only sufficient. Failure of a Lyapunov function 
candidate to satisfy the conditions for stability or asymptotic stability does not 
mean that the equilibrium is not stable or asymptotkally stable. It only means 
that such stability property cannot be established by using this Lyapunov function 
candidate. Whether the equilibrium point is stable (asymptotically stable) or not 
can be determined only by further investigation. 

In searehing for a Lyapunov function in Example 4.4, we approached the problem 
in a backward manner. We investigated an expression for the derivative V(x) and 
went back to choose the parameters of V(x) so as to make V(x) negative definite. 
This is a useful idea in searching for a Lyapunov function. A procedure that exploits 
this idea is known as the variable gmdient method. To describe the procedure, let 
V(x) be a scalar function of x and g(x) VV = (8V/8x)T. The derivative V(x) 
along the trajectories of (4.1) is given by 

. 8V T 
V(x) = 8x f(x) 9 (x)f(x) 

The idea now is to try to choose g(x) such that it would be the gradient of a positive 
definite function V (x) and, at the same time, V (x) would be negative definite. It 
is not difficult (Exercise 4.5) to verify that g( x) is the gradient of a scalar function 
if and only if the Jacobian matrix l8g/8x] is symmetric; that is, 

8gi 8gj .. 
-8 =-8 ' 'lj1,,]=l, ... ,n 

Xj Xi 

Under this constraint, we start by choosing g(x) such that gT(x)f(x) is negative 
definite. The function V(x) is then computed from the integral 

V(x) ~ 1x 

gT(y) dy ~ 1x 

t,9i(y) dYi 

The integration is taken over any path joining the origin to x. 7 Usually, this is done 
along the axes; that is) 

V(x) 

line integral of a gradient vector is independent of the path. (See [10, Theorem 10-37J.) 
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By leaving some parameters of g(x) undetermined, one would try to choose them to 
ensure that V (x) is positive definite. The variable gradient method can be used to 
arrive at the Lyapunov function of Example 4.4. Instead of repeating the example, 
we illustrate the method on a slightly more general system. 

Example 4.5 Consider the second-order system 

Xl X2 

X2 -h(XI) - aX2 

where a > 0, h(·) is locally Lipschitz, h(O) = 0, and yh(y) > ° for all y i- 0, Y E 
( -b, c) for some positive constants band c. The pendulum equation is a special 
case of this system. To apply the variable gradient method, we want to choose a 
second-order vector 9 (x) that satisfies 

and 

V(x) = fox gT(y) dy > 0, for x i- ° 
Let us try 

(x) = [ a(x)xI + (3(x)x2 ] 
9 ,(X)XI + 8(X)X2 

where the scalar functions a(·), (3(,), ,(.), and 8(·) are to be determined. To satisfy 
the symmetry requirement, we must have 

The derivative V (x) is given by 

To cancel the cross-product terms, we choose 

so that 
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To simplify our choices, let us take 6(x) = 6 = constant, I(X) = I = constant, 
and j3(x) = j3 = constant. Then, a(x) depends only on Xl, and the symmetry 
requirement is satisfied by choosing j3 = [. The expression for g(x) reduces to 

g(x) 

By integration, we obtain 

V(x) 

where 

alxl + 6h(Xl) + IX2 
IXI + 6X2 

p=[a; 1] 
Choosing 6 > 0 and 0 < I < a6 ensures that V (x) is positive definite and V (x) is 
negative definite. For example, taking I = ak6 for 0 < k < 1 yields the Lyapunov 
function 

ka 1 (Xl 
1 x+6 Jo h(y) dy 

which satisfies conditions (4.2) and (4.4) of Theorem 4.1 over the domain D = {x E 

R2 I -- b < Xl < c}. Therefore, the origin is asymptotically stable. l::" 

\iVhen the origin x = 0 is asymptotically stable, we are often interested in 
determining how far from the origin the trajectory can be and still converge to the 
origin as t approaches 00. This gives rise to the definition of the region of attraction 
(also called region of asymptotic stability, domain of attraction, or basin). Let ¢(t; x) 
be the solution of (4.1) that starts at initial state x at time t = O. Then, the region 
of attraction is defined as the set of all points x such that ¢( t; x) is defined for all 
t 2:: 0 and limt->oo ¢(t; x) = O. Finding the exact region of attraction analytically 
might be difficult or even impossible. However, Lyapunov functions can be used 
to estimate the region of attraction, that is, to find sets contained in the region 
of attraction. From the proof of Theorem 4.1, we see that if there is a Lyapunov 
function that satisfies the conditions of asymptotic stability over a domain D and, 
if nc = {x E Rn I V (x) ::; c} is bounded and contained in D, then every trajectory 
starting in nc remains in nc and approaches the origin as t ------7 00. Thus, nc is an 
estimate of the region of attraction. The estimate, however, may be conservative; 
that is, it may be much smaller than the actual region of attraction. In Section 8.2, 
we will solve examples on estimating the region of attraction and see some ideas 
to enlarge the estimates. Here, we want to pursue another question: Under what 
conditions will the region of attraction be the whole space Rn ? It will be the case if 
we can show that for any initial state x, the trajectory ¢(t; x) approaches the origin 
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Figure 4.4: Lyapunov surfaces for V(x) = xr/(1 + xi) + x~. 

as t -7 00, no matter how large Ilxll is. If an asymptotically stable equilibrium 
point at the origin has this property, it is said to be globally asymptotically stable. 
Recalling again the proof of Theorem 4.1, we can see that global asymptotic stability 
can be established if any point x E Rn can be included in the interior of a bounded 
set nco It is obvious that for this condition to hold, the conditions of the theorem 
must hold globally, that is, D = Rn; but, is that enough? It turns out that we need 
more conditions to ensure that any point in Rn can be included in a bounded set 
nco The problem is that for large c, the set nc need not be bounded. Consider, for 

. example, the function 
xi 2 V(x) = --2 + x2 

1 + Xl 

Figure 4.4 shows the surfaces V(x) = c for various positive values of C. For small 
c, the surface V(x) = c is closed; hence, nc is bounded since it is contained in a 
closed ball Br for some r > O. This is a consequence of the continuity and positive 
definiteness of V (x). As c increases, a value is reached after which the surface 
V(x) = c is open and nc is unbounded. For nc to be in the interior of a ball Bn c 

must satisfy c < infllxll2:r V(x). If 

l = lim inf V(x) < (Xl 

r--+CX) IlxlI2:r 

then nc will be bounded if c < l. In the preceding example, 

. . [xi 2] . xi l = hm mm ---2 + x2 = hm --2 = 1 
r->CX) Ilxll=r 1 + Xl IXll->CX) 1 + Xl 

Thus, nc is bounded only for c < 1. An extra condition that ensures that nc is 
bounded for all values of c > 0 is 

V(x) -7 (Xl as Ilxll -7 (Xl 

A function satisfying this condition is said to be radially unbounded. 
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Theorem 4.2 Let x = 0 be an equilibrium point for (4.1). Let V : Rn -+ R be a 
continuously differentiable function such that 

V (0) = 0 and V (x) > 0, V x -I- 0 

Ilxll -+ 00 =} V(x) -+ 00 

V(x) < 0, V x -I- 0 

then x = 0 is globally asymptotically stable. 

(4.5) 

(4.6) 

(4.7) 

<> 

Proof: Given any point p ERn, let c = V(p). Condition (4.6) implies that for any 
c> 0, there is r > 0 such that V(x) > c whenever IIxll > r. Thus, nc c B,., which 
implies that nc is bounded. The rest of the proof is sirp.ilar to that of Theorem 4.1. 

o 

Theorem 4.2 is known as Barbashin-Krasovskii theorem. Exercise 4.8 gives a 
counterexample to show that the radial unboundedness condition of the theorem is 
indeed needed. 

~)<:aIltlple 4.6 Consider again the system of Example 4.5, but this time, assume 
that the condition yh(y) > 0 holds for all y -I- O. The Lyapunov function 

ka 1 (Xl 
1 x+O Jo h(y) dy 

is positive definite for all x E R2 and radially unbounded. The derivative 

V(x) = -ao(l - k)x~ - aokx1h(Xl) 

is negative definite for all x E R2 since 0 < k < 1. Therefore, the origin is globally 
asymptotically stable. ,6. 

If the origin x = 0 is a globally asymptotically stable equilibrium point of a 
system, then it must be the unique equilibrium point of the system. For if there 
were another equilibrium point X, the trajectory starting at x would remain at x for 
all t 2:: 0; hence, it would not approach the origin, which contradicts the claim that 
the origin is globally asymptotically stable. Therefore, global asymptotic stability 
is not studied for multiple equilibria systems like the pendulum equation. 

Theorems 4.1 and 4.2 are concerned with establishing the stability or asymptotic 
stability of an equilibrium point. There are also instability theorems for establishing 
that an equilibrium point is unstable. The most powerful of these theorems is 
Chetaev's theorem, which will be stated as Theorem 4.3. Before we state the 
theorem, let us introduce some terminology that will be used in the theorem's 
statement. Let V : D -+ R be a continuously differentiable function on a domain 
D c Rn that contains the origin x = O. Suppose V(O) = 0 and there is a point Xo 
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Figure 4.5: The set U for V(x) = !(xi - x~). 

arbitrarily close to the origin such that V(xo) > O. Choose r > 0 such that the ball 
Br = {x ERn Illxll :; r} is contained in D, and let 

U = {x E Br I V (x) > O} (4.8) 

The set U is a nonempty set contained in B r . Its boundary is the surface V (x) = 0 
and the sphere Ilxll = r. Since V(O) = 0, the origin lies on the boundary of U inside 
B r . Notice that U may contain more than one component. For example, Figure 4.5 
shows the set U for V(x) = (xi x~)/2. The set U can be always constructed 
provided that V(O) = 0 and V(xo) > 0 for some Xo arbitrarily close to the origin. 

Theorem 4.3 Let x = 0 be an equilibrium point for (4.1). Let V : D -+ R be a 
continuously differentiable function such that V(O) = 0 and V(xo) > 0 for some Xo 
with arbitrarily smalllixoli. Define a set U as in (4.8) and suppose that V(x) > 0 
in U. Then, x = 0 is unstable. 0 

Proof: The point Xo is in the interior of U and V(xo) = a > O. The trajectory 
x(t) starting at x(O) = Xo must leave the set U. To see this point, notice that as 
long as x (t) is inside U, V (x (t)) 2 a, since V (x) > 0 in U. Let 

1= min{V(x) I x E U and V(x) 2 a} 

which exists since the continuous function V (x) has a minimum over the compact 
set {x E U and V(x) 2 a} = {x E Br and V(x) 2 a}.8 Then, I > 0 and 

V(x(t)) = V(xo) + it V(x(s)) ds 2 a + it I ds = a + It 

This inequality shows that x(t) cannot stay forever in U because V(x) is bounded 
on U. Now, x(t) cannot leave U through the surface V(x) = 0 since V(x(t)) 2 a. 
Hence, it must leave U through the sphere Ilxll = r. Because this can happen for 
an arbitrarily small Ilxo II, the origin is unstable. 0 

There are other instability theorems that were proved before Chetaev's theorem, 
but they are corollaries of the theorem. (See Exercises 4.11 and 4.12.) 

[10, Theorem 4-20]. 
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Example 4.7 Consider the second-order system 

Xl Xl+gl(X) 

X2 -X2+g2(X) 

where gl (.) and g2 (.) are locally Lipschitz functions that satisfy the inequalities 

in a neighborhood D of the origin. These inequalities imply that gl (0) == g2(0) = O. 
Hence, the origin is an equilibrium point. Consider the function 

V(X) = ~(xi - x~) 

On the line X2 = 0, V(x) > 0 at points arbitrarily close to the origin. The set U is 
shown in Figure 4.5. The derivative of V(x) along the trajectories of the system is 
given by 

V(X) = xi + x§ + xlgl(X) - x2g2(X) 

The magnitude of the term Xlgl (x) - x2g2 (x) satisfies the inequality 

2 

IXlgl(X) X2g2(X)1 s L IXil·lgi(X)1 s 2kllxlI~ 
i=l 

Hence, 
If (x) ~ IIxlI§ - 2kllxII~ = IIxlI§(l - 2kllxlI2) 

Choosing r such that Br C D and r < 1/(2k), it is seen that all the conditions of 
Theorem 4.3 are satisfied. Therefore, the origin is unstable. D. 

2 Invariance Principle 

In our study of the pendulum equation with friction (Example 4.4), we saw that 
the energy Lyapunov function fails to satisfy the asymptotic stability condition of 
Theorem 4.1 because V(x) = -bx~ is only negative semidefinite. Notice, however, 
that \f(x) is negative everywhere, except on the line X2 = 0, where V(x) = O. For 
the system to maintain the V (x) = 0 condition, the trajectory of the system must 
be confined to the line X2 O. Unless Xl = 0, this is impossible because from the 
pendulum equation 

Hence, on the segment -'if < Xl < 'if of the X2 = 0 line, the system can maintain 
the V(x) = 0 condition only at the origin x = O. Therefore, V(x(t)) must decrease 
toward 0 and, consequently, x(t) --+ 0 as t --+ 00, which is consistent with the fact 
that, due to friction, energy cannot remain constant while the system is in motion. 
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The foregoing argument shows, formally, that if in a domain about the origin we 
can find a Lyapunov function whose derivative along the trajectories of the system is 
negative semidefinite, and if we can establish that no trajectory can stay identically 
at points where V(x) = 0, except at the origin, then the origin is asymptotically 
stable. This idea follows from LaSalle's invariance principle, which is the subject of 
this section. To state and prove LaSalle's invariance theorem, we need to introduce 
a few definitions. Let x(t) be a solution of (4.1). A point p is said to be a positive 
limit point of x(t) if there is a sequence {tn }, with tn ~ 00 as n ~ 00, such that 
x(tn ) ~ p as n ~ 00. The set of all positive limit points of x(t) is called the positive 
limit set of x(t). A set M is said to be an invariant set with respect to (4.1) if 

x(O) EM=} x(t) E M, 'II t E R 

That is, if a solution belongs to M at some time instant, then it belongs to M for 
all future and past time. A set M is said to be a positively invariant set if 

x(O) EM=} x(t) E 11;[, 'II t 2: 0 

VVe also say that x(t) approaches a set M as t approaches infinity, if for each c > 0 
there is T > 0 such that 

dist(x(t), M) < c, 'II t > T 

where dist(p, M) denotes the distance from a point p to a set M, that is, the smallest 
distance from p to any point in M. More precisely, 

dist(p, M) = inf lip - xii 
xEM 

These few concepts can be illustrated by examining an asymptotically stable equi­
librium point and a stable limit cycle in the plane. The asymptotically stable 
equilibrium is the positive limit set of every solution starting sufficiently near the 
equilibrium point. The stable limit cycle is the positive limit set of every solution 
starting sufficiently near the limit cycle. The solution approaches the limit cycle 
as t ~ 00. Notice, however, that the solution does not approach any specific point 
on the limit cycle. In other words, the statement x(t) approaches M as t ~ 00 

does not imply that limt--->CXl x(t) exists. The equilibrium point and the limit cycle 
are invariant sets, since any solution starting in either set remains in the set for 
all t E R. The set nc = {x E Rn I V(x) ~ c} with V(x) ~ 0 for all x E nc is 
a positively invariant set since, as we saw in the proof of Theorem 4.1, a solution 
starting in Dc remains in nc for all t 2: o. 

A fundamental property of limit sets is stated in the next lemma, whose proof 
is given in Appendix C.3. 

Lemma 4.1 If a solution x (t) of (4.1) is bounded and belongs to D for t 2: 0, then 
its positive limit set L+ is a nonempty, compact, invariant set. Moreover, x(t) 
appTOaches L + as t ~ 00. <> 
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We are now ready to state LaSalle's theorem. 

Theorem 4.4 Let QeD be a compact set that is positively invariant with respect 
to (4.1). Let V: D ~ R be a continuously differentiable function such that V(x) :::; 0 
in Q. Let E be the set of all points in Q where V(x) = O. Let M be the largest 
invariant set in E. Then every solution starting in Q approaches M as t ~ 00. <> 

Proof: Let :r(t) be a solution of (4.1) starting in n. Since V(x) :::; 0 in n, V(x(t)) 
is a decreasing function of t. Since V(x) is continuous on the compact set D, it is 
bounded from below on Q. Therefore, V(x(t)) has a limit a as t ~ 00. Note also 
that the positive limit set L + is in D because D is a closed set. For any pEL +, there 
is a sequence tn with tn ~ 00 and x(tn ) ~ p as n ~ 00. By continuity of V(x), 
V(p) limn-too V(x(tn )) = a. Hence, V(x) = a on L+. Since (by Lemma 4.1) L+ 
is an invariant set, V (x) = 0 on L +. Thus, 

Since x(t) is bounded, x(t) approaches L+ as t ~ 00 (by Lemma 4.1). Hence, x(t) 
approaches IV! as t ~ 00. 0 

Unlike Lyapunov's theorem, Theorem 4.4 does not require the function V(x) to 
be positive definite. Note also that the construction of the set D does not have to be 
tied in with the construction of the function V(x). However, in many applications 
the construction of V(x) will itself guarantee the existence of a set D. In particular, 
if Q c = {x E Rn I V(x) :::; c} is bounded and V(x) :::; 0 in Qc, then we can take 
Q = Qc. When V(x) is positive definite, Dc is bounded for sufficiently small c> O. 
This is not necessarily true when V (x) is not positive definite. For example, if 
V (x) = (Xl- ) the set Dc is not bounded no matter how small c is. If V (x) is 
radially unbounded-that is, V(x) ~ 00 as IIxll ~ oo-the set Q c is bounded for 
all values of c. This is true whether or not V (x) is positive definite. 

When our interest is in showing that x(t) ~ 0 as t ~ 00, we need to establish 
that the largest invariant set in E is the origin. This is done by showing that 
no solution can stay identically in E, other than the trivial solution x(t) == O. 
Specializing Theorem 4.4 to this case and taking V (.x) to be positive definite, we 
obtain the following two corollaries that extend Theorems 4.1 and 4.2.9 

Corollary 4.1 Let x = 0 be an equilibrium point for (4.1). Let V : D ~ R be a 
continuously dijj'e1"entiable positive definite function on a domain D containing the 
origin :r = 0, such that V(x) :::; 0 in D. Let S = {x E D I V(x) = O} and suppose 
that no solution can stay identically in S, other than the trivial solution x(t) == O. 
Then, the origin is asymptotically stable. <> 

CJoJrollariE3s 4.1 and 4.2 are known as the theorems of Barbashin and Krasovskii; who proved 
them before the introduction of LaSalle's invariance principle. 
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Corollary 4.2 Let x = 0 be an equilibrium point for (4.1). Let V : Rn --+ R be a 
continuously differentiable, radially unbounded, positive definite function such that 
V(x) :S 0 for all x ERn. Let S = {x E Rn I V(x) = O} and suppose that no 
solution can stay identically in S, other than the trivial solution x(t) == O. Then, 
the origin is globally asymptotically stable. <> 

When V(x) is negative definite, S = {O}. Then, Corollaries 4.1 and 4.2 coincide 
with Theorems 4.1 and 4.2, respectively. 

Example 4.8 Consider the system 

Xl X2 

X2 -hI (Xl) - h2(x2) 

where hI (-) and h2 (-) are locally Lipschitz and satisfy 

hi(O) = 0, yhi(y) > 0, V y i= 0 and y E (-a, a) 

The system has an isolated equilibrium point at the origin. Depending upon the 
functions hI (-) and h2 (-), it might have other equilibrium points. The system can 
be viewed as a generalized pendulum with h2(x2) as the friction term. Therefore, 
a Lyapunov function candidate may be taken as the energy-like function 

Let D = {x E R2 I - a < Xi < a}; V(x) is positive definite in D and 

V(x) = h l (XI)X2 + x2[-h l (XI) - h2(x2)] = -x2h2(x2) :S 0 

is negative semidefinite. To find S = {x E D I V (x) = O}, note that 

V(x) = 0 =? x2h2(x2) = 0 =? X2 = 0, since - a < X2 < a 

Hence, S = {x E D I X2 = O}. Let x(t) be a solution that belongs identically to S: 

Therefore, the only solution that can stay identically in S is the trivial solution 
x(t) == O. Thus, the origin is asymptotically stable. 6. 

Example 4.9 Consider again the system of Example 4.8, but this time let a 00 

and assume that hI (.) satisfies the additional condition: 

faY hI (z) dz --+ 00 as Iyl --+ 00 
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The Lyapunov function V(x) JoXl h1(y) dy + (1/2)x~ is radially unbounded. 
Similar to the previous example, it can be shown that V (x) :s; 0 in R2, and the set 

s = {x E R2 I V (x) = o} = {x E R2 I X2 = o} 

contains no solutions other than the trivial solution. Hence, the origin is globally 
asymptotically stable. D 

Not only does LaSalle's theorem relax the negative definiteness requirement 
of Lyapunov's theorem, but it also extends Lyapunov's theorem in three different 
directions. First, it gives an estimate of the region of attraction, which is not 
necessarily of the form nc = {x E Rrt I V (x) :s; c}. The set ft of Theorem 4.4 
can be any compact positively invariant set. We will use this feature in Section 8.2 
to obtain less conservative estimates of the region of attraction. Second, LaSalle's 
theorem can be used in cases where the system has an equilibrium set, rather than 
an isolated equilibrium point. This will be illustrated by an application to a simple 
adaptive control example from Section 1.2.6. Third, the function V(x) does not 
have to be positive definite. The utility of this feature will be illustrated by an 
application to the neural network example of Section 1.2.5. 

Example 4.10 Consider the first-order system 

if = ay+u 

together with the adaptive control law 

u = -ky, 

Taking Xl = Y and X2 = k, the closed-loop system is represented by 

;i:} -(X2 - a)xl 

X2 /'xt 

The line Xl = 0 is an equilibrium set. We want to show that the trajectories 
approach this equilibrium set as t --t 00, which means that the adaptive controller 
regulates y to zero. Consider the Lyapunov function candidate 

V(x) I 2 1 2 
"2 Xl + 2/, (X2 - b) 

where b > a. The derivative of V along the trajectories of the system is given by 

Hence, V(x) :s; o. Since V(x) is radially unbounded, the set ftc = {x E R2 I V(x) :s; 
c} is a compact, positively invariant set. Thus, taking ft = ftc, all the conditions 
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of Theorem 4.4 are satisfied. The set E is given by E {x E nc I Xl = O}. 
Because any point on the line Xl = 0 is an equilibrium point, E is an invariant set. 
Therefore, in this example, M = E. From Theorem 4.4, we conclude that every 
trajectory starting in nc approaches E as t -+ 00; that is, Xl(t) -+ 0 as t -+ 00. 

Moreover, since V(x) is radially unbounded, the conclusion is global; that is, it 
holds for all initial conditions x(O) because for any x(O), the constant c can be 
chosen large enough that x(O) E nco D 

Note that the Lyapunov function in Example 4.10 is dependent on a constant 
b, which is required to satisfy b > a. Since in the adaptive control problem the 
constant a is not known, we may not know the constant b explicitly, but we know 
that it always exists. This highlights another feature of Lyapunov's method, which 
we have not seen before; namely, in some situations, we may be able to assert the 
existence of a Lyapunov function that satisfies the conditions of a certain theorem 
even though we may not explicitly know that function. In Example 4.10, we can 
determine the Lyapunov function explicitly if we know some bound on a. For 
example, if we know that lal :::; a, where the bound a is known, we can choose 
b> a. 

Exalnple 4.11 The neural network of Section 1.2.5 is represented by 

for i = 1,2, ... , n, where the state variables Xi are the voltages at the amplifier 
outputs. They can only take values in the set 

The functions gi : R -+ (-V M) V M) are sigmoid functions, 

Ii are constant current inputs, Ri > 0, and Ci > O. Assume that the symmetry 
condition Tij = Tji is satisfied. The system may have several equilibrium points in 
H. We assume that all equilibrium points in H are isolated. Due to the symmetry 
property Tij = T ji , the vector whose ith component is 

[~ 'D·x· - ~g:-l(x.) + L] L..,; ~J JR. ~ ~ ~ 
j ~ 

is a gradient vector of a scalar function. By integration, similar to what we have 
done in the variable gradient method, it can be shown that this scalar function is 
given by 
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This function is continuously differentiable, but (typically) not positive definite. We 
rewrite the state equations as 

Let us now apply Theorem 4.4 with V (x) as a candidate function. The derivative 
of V (x) along the trajectories of the system is given by 

Moreover, 

V(x) = 0 =} 8V = 0 =} Xi = 0, Vi 
8Xi 

Hence, V(x) = 0 only at equilibrium points. To apply Theorem 4.4, we need to 
construct a set O. Let 

where c: > 0 is arbitrarily small. The set O(c:) is closed and bounded, and V(x) S; 0 
in O(c:). It remains to show that O(c:) is a positively invariant set; that is, every 
trajectory starting in O(c:) stays for all future time in S1(c:). To simplify the task, 
we assume a specific form for the sigmoid function gi (. ). Let 

Then, 

Since Xi and Ii are bounded, E can be chosen small enough to ensure that 
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Hence, 

~t (xn = 2XiXi < 0, for VM - C :S IXil < VM , 'II i 

Consequently, trajectories starting in O(c) will stay in O(c) for all future time. In 
fact, trajectories starting in H - O(c) will converge to O(c), implying that all equi­
librium points lie in the compact set O(c). Hence, there can be only a finite number 
of isolated equilibrium points. In O(c), E = M = the set of equilibrium points 
inside O(c). By Theorem 4.4, we know that every trajectory in O(c) approaches M 
as t --+ 00. Since M consists of isolated equilibrium points, it can be shown (Exer­
cise 4.20) that a trajectory approaching M must approach one of these equilibria. 
Hence, the system will not oscillate. f::, 

4.3 Linear Systems and Linearization 

The linear time-invariant system 
X =Ax (4.9) 

has an equilibrium point at the origin. The equilibrium point is isolated if and 
only if det(A) =f. O. If det(A) = 0, the matrix A has a nontrivial null space. Every 
point in the null space of A is an equilibrium point for the system (4.9). In other 
words, if det(A) = 0, the system has an equilibrium subspace. Notice that a linear 
system cannot have multiple isolated equilibrium points. For, if Xl and X2 are two 
equilibrium points for (4.9), then by linearity, every point on the line connecting 
Xl and X2 is an equilibrium point for the system. Stability properties of the origin 
can be characterized by the locations of the eigenvalues of the matrix A. Recall 
from linear system theorylO that the solution of (4.9) for a given initial state x(O) 
is given by 

x(t) = exp(At)x(O) (4.10) 

and that for any matrix A there is a nonsingular matrix P (possibly complex) that 
transforms A into its Jordan form; that is, 

p- l AP = J = block diag[J1 , h,.·., Jr ] 

where J i is a Jordan block associated with the eigenvalue )..i of A. A Jordan block 
of order one takes the form J i = )..i, while a Jordan block of order m > 1 takes the 
form 

)..i 1 0 0 
0 )..i 1 0 0 

J i = 
0 

1 
0 0 )..i 

mXm 

for example, [9], [35], [81], [94], or [158]. 
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Therefore, 
7' mi 

exp(At) = Pexp(Jt)p-l = I: I: tk- 1 expP.'it)Rik (4.11) 
i=l k=l 

where Tni is the order of the Jordan block Ji . If an n x n matrix A has a repeated 
eigenvalue Ai of algebraic multiplicity qi,l1 then the Jordan blocks associated with Ai 
have order one if and only if rank( A - AJ) = n - qi. The next theorem characterizes 
the stability properties of the origin. 

Theorem 4.5 The equilibrium point x = 0 of:i; = Ax is stable if ana only if all 
eigenvalues of A satisfy ReAi :; 0 and for every eigenvalue with ReAi = 0 and 
algebmic m'ultiplicity qi 2 2, rank(A - A,J) = n -- qi, where n is the dimension of 
x. The equilibTi'um point x = 0 is (globally) asymptotically stable if and only if all 
eigenvalues of A satisfy ReAi < O. <> 

Proof: From (4.10), we can see that the origin is stable if and only if exp(At) is 
a bounded function of t for all t 2 o. If one of the eigenvalues of A is in the open 
right-half complex plane, the corresponding exponential term exp(Ait) in (4.11) will 
grow unbounded as t ---7 00. Therefore, we must restrict the eigenvalues to be in the 
closed left-half complex plane. However, those eigenvalues on the imaginary axis 
(if any) could give rise to unbounded terms if the order of an associated Jordan 
block is higher than one, due to the term tk - 1 in (4.11). Therefore, we must re­
strict eigenvalues on the imaginary axis to have Jordan blocks of order one, which 
is equivalent to the rank condition rank(A - Ail) = n _. qi. Thus, we conclude that 
the condition for stability is a necessary one. It is clear that the condition is also 
sufficient to ensure that exp(At) is bounded. For asymptotic stability of the origin, 
exp(At) must approach 0 as t ---7 00. From (4.11), this is the case if and only if 
ReAi < 0, V i. Since x:(t) depends linearly on the initial state x(O), asymptotic 
stability of the origin is global. 0 

The proof shows, mathematically, why repeated eigenvalues on the imaginary 
axis must satisfy the rank condition rank( A -- AJ) = n qi. The next example may 
shed some light on the physical meaning of this requirement. 

J2,;}[mn]:>le 4.12 Figure 4.6 shows a series connection and a parallel connection of 
two identical systems. Each system is represented by the state model 

[ -~ 
y [ 1 

where u and yare the input and output, respectively. Let As and Ap be the matrices 
of the series and parallel connections, when modeled in the form (4.9) (no driving 

.t;Q1J.JvctientJv. qi is the multiplicity of Ai as a zero of det(AI - A). 
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---1 H ~ 

(a) (b) 

Figure 4.6: (a) Series connection; (b) parallel connection. 

inputs). Then 

Ap = [ 

0 1 0 

n [ -~ 
1 0 

n -1 0 0 
and As = 

0 0 
0 0 0 0 0 
0 0 -1 0 -1 

The matrices Ap and As have the same eigenvalues on the imaginary axis, ±j 
with algebraic multiplicity qi = 2, where j = J=I. It can be easily checked that 
rank(Ap-jI) = 2 = n-qi, while rank(As-jI) = 3 =1= n-qi' Thus, by Theorem 4.5, 
the origin of the parallel connection is stable, while the origin of the series connection 
is unstable. To physically see the difference between the two cases, notice that in 
the parallel connection, nonzero initial conditions produce sinusoidal oscillations 
of frequency 1 rad/sec, which are bounded functions of time. The sum of these 
sinusoidal signals remains bounded. On the other hand, nonzero initial conditions 
in the first component of the series connection produce a sinusoidal oscillation of 
frequency 1 rad/sec, which acts as a driving input for the second component. Since 
the second component has an undamped natural frequency of 1 rad/sec, the driving 
input causes "resonance" and the response grows unbounded. D 

When all eigenvalues of A satisfy ReAi < 0, A is called a Hurwitz matrix or 
a stability matrix. The origin of (4.9) is asymptotically stable if and only if A 
is Hurwitz. Asymptotic stability of the origin can be also investigated by using 
Lyapunov's method. Consider a quadratic Lyapunov function candidate 

where P is a real symmetric positive definite matrix. The derivative of V along the 
trajectories of the linear system (4.9) is given by 

V(x) = xT Pi; + i;T Px = xT(PA + ATp)x = -xTQx 

where Q is a symmetric matrix defined by 

(4.12) 
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If Q is positive definite, we can concJude by Theorem 4.1 that the origin is asymp­
totically stable; that is, ReAi < 0 for all eigenvalues of A. Here we follow the usual 
procedure of Lyapunov's method, where we choose V(x) to be positive definite and 
then check the negative definiteness of 11 (x). In the case of linear systems, we can 
reverse the order of these two steps. Suppose we start by choosing Q as a real 
symmetric positive definite matrix, and then solve (4.12) for P. If (4.12) has a pos­
itive definite solution, then we can again conclude that the origin is asymptotically 
stable. Equation (4.12) is called the Lyapunov equation. The next theorem charac­
terizes asymptotic stability of the origin in terms of the solution of th~ Lyapunov 
equation. 

Theorem 4.6 A matrix A is Hurwitz; that is, ReAi < 0 for all eigenvalues of A, if 
and only if for any given positive definite symmetric matrix Q there exists a positive 
definite symmetric matrix P that satisfies the Lyapuno'13 equation (4.12). Moreover, 
if A is Hurwitz) then P is the unique solution of (4.12). <> 

Proof: Sufficiency follows from Theorem 4.1 with the Lyapunov function V (x) = 
x T Px, as we have already shown. To prove necessity, assume that all eigenvalues 
of A satisfy ReAi < 0 and consider the matrix P, defined by 

P = 1= exp(AT t)Q exp(At) dt (4.13) 

The integrand is a sum of terms of the form t k - 1 exp(Ait), where ReAi < O. There­
fore, the integral exists. The matrix P is symmetric and positive definite. The fact 
that it is positive definite can be shown as follows: Supposing it is not so, there is 
a vector x =1= 0 such that xT Px = O. However, 

xT Px = 0 :::} 1= x T exp(AT t)Q exp(At)x dt = 0 

:::} exp(At)x == 0, \;f t?: 0 :::} x = 0 

since exp(At) is nonsingular for all t. This contradiction shows that P is positive 
definite. Now, substituting (4.13) in the left-hand side of (4.12) yields 

PA + AT P = 1= exp(AT t)Q exp(At)A dt + 1= AT exp(AT t)Q exp(At) dt 

(DO d J
o 

dt exp(ATt)Qexp(At) dt = exp(ATt)Qexp(At)/: = -Q 

which shows that P is indeed a solution of (4.12). To show that it is the unique 
solution, suppose there is another solution F =1= P. Then, 

(P - F)A + AT (P - F) = 0 

Premultiplying by exp(ATt) and postmultiplying by exp(At), we obtain 

0= exp(ATt)[(P - F)A + AT(P - F)] exp(At) = ~t {exP(ATt)(P - F) exp(At)} 
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Hence, 
exp(AT t)(P - p) exp(At) == a constant V t 

In particular, since exp( AO) = I, we have 

(P - P) = exp(AT t)(P - p) exp(At) -+ 0 as t -+ 00 

Therefore, P = P. 
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D 

The positive definiteness requirement on Q can be relaxed. It is left to the reader 
(Exercise 4.22) to verify that Q can be taken as a positive semidefinite matrix of 
the form Q = CTC, where the pair (A, C) is observable. 

Equation (4.12) is a linear algebraic equation that can be solved by rearranging 
it in the form M x = y, where x and yare defined by stacking the elements of P 
and Q in vectors, as will be illustrated in the next example. There are numerically 
efficient methods for solving such equations. 12 

Example 4.13 Let 

A = [0 -1], Q = [1 0], and P = [pn P12] 
1 -1 0 1 P12 P22 

where, due to symmetry, P12 = P21. The Lyapunov equation (4.12) can be rewritten 
as 

[ - ~ - ~ ~] [~~~] [-~ ] 
o -2 -2 P22 -1 

The unique solution of this equation is given by 

[ pn] [ 1. 5 ] [ P12 -0.5:::} P = 
P22 1.0 

1.5 
-0.5 

-0.5] 
1.0 

The matrix P is positive definite since its leading principal minors (1.5 and 1.25) 
are positive. Hence, all eigenvalues of A are in the open left-half complex plane. 

D. 

The Lyapunov equation can be used to test whether or not a matrix A is Hurwitz, 
as an alternative to calculating the eigenvalues of A. One starts by choosing a 
positive definite matrix Q (for example, Q = 1) and solves the Lyapunov equation 
(4.12) for P. If the equation has a positive definite solution, we conclude that A 
is Hurwitz; otherwise, it is not so. However, there is no computational advantage 

12Consult [67] on numerical methods for solving linear algebraic equations. The Lyapunov 
equation can also be solved by viewing it as a special case of the Sylvester equation P A + B P + C = 
0, which is treated in [67]. Almost all commercial software programs for control systems include 
commands for solving the Lyapunov equation. 
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in solving the Lyapunov equation over calculating the eigenvalues of A.I3 Besides, 
the eigenvalues provide more direct information about the response of the linear 
system. The interest in the Lyapunov equation is not in its use as a stability test 
for linear systems; 14 rather, it is in the fact that it provides a procedure for finding 
a Lyapunov function for any linear system x = Ax when A is Hurwitz. The mere 
existence of a Lyapunov function will allow us to draw conclusions about the system 
when the right-hand side Ax is perturbed, whether such perturbation is a linear 
perturbation in the coefficients of A or a nonlinear perturbation. This advantage 
will unfold as we continue our study of Lyapunov's method. 

Let us go back to the nonlinear system 

x= f(x) (4.14) 

where f : D ---t Rn is a continuously differentiable maR from a domain D c Rn into 
Rn. Suppose the origin x = 0 is in D and is an equilibrium point for the system; 
that is, f(O) = o. By the mean value theorem, 

where Zi is a point on the line segment connecting x to the origin. The foregoing 
equality is valid for any point xED such that the line segment connecting x to the 
origin lies entirely in D. Since f(O) 0, we can write 

Hence, 
f(x) = Ax + g(x) 

where 

A = aaf (0) 
x 

and 

The function gi (x) satisfies 

By continuity of [a f / ax], we see that 

Ilg(x)11 ---t 0 as Ilxll ---t 0 
Ilxll 

typical procedure for solving the Lyapunov equation, the Bartels-Stewart algorithm [67], 
starts by transforming A into its real Schur form, which gives the eigenvalues of A. Hence, the 
computational effort for solving the Lyapunov equation is more than calculating the eigenvalues 
of A. Other algorithms for solving the Lyapunov equation take an amount of computations 
comparable to the Bartels-Stewart algorithm. 

14It might be of interest, however, to know that one can use the Lyapunov equation to derive 
the classical Routh-Hurwitz criterion. (See [35, pp. 417-419J.) 
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This suggests that in a small neighborhood of the origin we can approximate the 
nonlinear system (4.14) by its linearization about the origin 

x = Ax, where A = ~~(O) 
The next theorem spells out conditions under which we can draw conclusions about 
the stability of the origin as an equilibrium point for the nonlinear system by in­
vestigating its stability as an equilibrium point for the linear system. The theorem 
is known as Lyapunov's indirect method. 

Theorem 4.7 Let x = 0 be an equilibrium point for the nonlinear system 

x f(x) 

where f : D -7 Rn is continuously differentiable and D is a neighborhood of the 
origin. Let 

Then, 

1. The origin is asymptotically stable if ReAi < 0 for all eigenvalues of A. 

2. The origin is unstable if ReAi > 0 for one or more of the eigenvalues of A. 

<> 

Proof: To prove the first part, let A be a Hurwitz matrix. Then, by Theorem 4.6, 
we know that for any positive definite symmetric matrix Q, the solutIon P of the 
Lyapunovequation (4.12) is positive definite. We use V(x) = xT Px as a Lyapunov 
function candidate for the nonlinear system. The derivative of V(x) along the 
trajectories of the system is given by 

V(x) xTpf(x) + fT(x)Px 

xT P[Ax + g(x)] + [xT AT + gT(x)]Px 

xT(PA + AT P)x + 2xT Pg(x) 

-xTQx + 2xTpg(x) 

The first term on the right-hand side is negative definite, while the second term is 
(in general) indefinite. The function 9 (x) satisfies 

Therefore, for any r > 0, there exists r > 0 such that 
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~ 

Hence, 

But 
XTQX Amin(Q)llxll~ 

where Amin(') denotes the minimum eigenvalue of a matrix. Note that Amin(Q) is 
real and positive since Q is symmetric and positive definite. Thus, 

Choosing r < (1/2)Amin(Q)/IIPlb ensures that V(x) is negative definite. By Theo­
rem 4.1, we conclude that the origin is asymptotically stable. To prove the second 
part of the theorem, let us consider first the special case when A has no eigenvalues 
on the imaginary axis. If the eigenvalues of A cluster into a group of eigenvalues 
in the open right-half plane and a group of eigenvalues in the open left-half plane, 
then there is a nonsingular matrix T such that15 

where Al and are Hurwitz matrices. Let 

where the partition of z is compatible with the dimensions of Al and A2 . The 
change of variables z = Tx transforms the system 

x = Ax + g(x) 

into the form 

.2'1 -A1z1+g1(Z) 

.2'2 A2z2 + g2(Z) 

where the functions gi(Z) have the property that for any r > 0, there exists T > 0 
such that 

IIgi(z)1I2 < rl/z/b V //Z//2 :s; T, i = 1,2 

The origin z = 0 is an equilibrium point for the system in the z-coordinates. Clearly, 
any conclusion we arrive at concerning the stability properties of z = 0 carries over 
to the equilibrium point x = 0 in the x-coordinates, since T is nonsingular. 16 To 
show that the origin is unstable, we apply Theorem 4.3. The construction of a 

are several methods for finding the matrix T, one of which is to transform the matrix 
A into its real Jordan form (671. 

"(:'See Exercise 4.26 for a general discussion of stability preserving maps. 
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function V(z) will be done basically as in Example 4.7, except for working with 
vectors, instead of scalars. Let Ql and Q2 be positive definite symmetric matrices 
of the dimensions of Al and A2, respectively. Since Al and A2 are Hurwitz, we 
know from Theorem 4.6 that the Lyapunov equations 

have unique positive definite solutions PI and P2. Let 

In the subspace Z2 = 0, V(z) > 0 at points arbitrarily close to the origin. Let 

In U, 

where 

U = {z E Rn I II Z 112 ::; r and V (z) > O} 

V(z) -zi(P1A 1 + Ai P1 )ZI + 2zi P1g1 (Z) 

- z[ (P2A2 + Ar P2)Z2 - 2z[ P2g2(Z) 

TQ TQ T [ P1g1(Z) 1 ZI l ZI + Z2 2Z2 + 2z -P2g2(Z) 

2: Amin(Qr)lIzrll~ + Amin(Q2)lIz211~ 

- 211z112 IIPII1~lIgl(Z)II~ + IIP211~lIg2(Z)II~ 
> (0: - 2v'2(3'Y)lIzll~ 

0: = min{Amin(Ql), Amin(Q2)} and (3 = max{IIPI 112) IIP211d 

Thus, choosing 'Y < 0:/(2.../2(3) ensures that V(z) > 0 in U. Therefore, by Theo­
rem 4.3, the origin is unstable. Notice that we could have applied Theorem 4.3 in 
the original coordinates by defining the matrices 

which satisfy the equation 

The matrix Q is positive definite, and V(x) = x T Px is positive for points arbitrarily 
close to the origin x = O. Let us consider now the general case when A may have 
eigenvalues on the imaginary axis, in addition to eigenvalues in the open right-half 
complex plane. We can reduce this case to the special case we have just studied 
by a simple trick of shifting the imaginary axis. Suppose A has m eigenvalues with 
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ReAi > 6 > o. Then, the matrix [A - (6/2) I] has m eigenvalues in the open right­
half plane, but no eigenvalues on the imaginary axis. By previous arguments, there 
exist matrices P = pT and Q = QT > 0 such that 

where V(x) = xT Px is positive for points arbitrarily close to the origin. The 
derivative of V (x) along the trajectories of the system is given by 

V(x) xT(PA + AT P)x + 2xT Pg(x) 

xT [p (A - ~I) + (A -~Ir p] x+8xT px + 2xT pg(x) 

xTQx + 6V(x) + 2xT Pg(x) 

In the set 
{x E Rn I IIxl12 :::; rand V(x) > o} 

where r is chosen such that IIg(x)1I2 :::; I'IIXl12 for IIxll2 < r, V(x) satisfies 

V(x) 2: Amin(Q)lIxll~ - 2I1PII2I1xIl2I1g(x)1I2 2: (Amin(Q) - 21'1IP1I2) IIxll~ 

which is positive for I' < (1/2)Amin(Q)/IIPII2. Applying Theorem 4.3 concludes the 
~~ 0 

Theorem 4.7 provides us with a simple procedure for determining the stability 
of an equilibrium point at the origin. We calculate the Jacobian matrix 

A afl 
ax x=o 

and test its eigenvalues. If ReAi < 0 for all i or ReAi > 0 for some i, we conclude that 
the origin is asymptotically stable or unstable, respectively. Moreover, the proof 
of the theorem shows that when ReAi < 0 for all i, we can also find a Lyapunov 
function for the system that will work locally in some neighborhood of the origin. 
The Lyapunov function is the quadratic form V(x) = xT Px, where P is the solution 
of the Lyapunov equation (4.12) for any positive definite symmetric matrix Q. Note 
that Theorem 4.7 does not say anything about the case when ReAi :::; 0 for all i, 
with ReAi 0 for some i. In this case, linearization fails to determine the stability 
of the equilibrium point. 17 

Example 4.14 Consider the scalar system 

Section S.l for further investigation of the critical case when linearization fails. 
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Linearizing the system about the origin x = 0 yields 

A = a f I = 3ax2j = 0 ax x=o x=o 

There is one eigenvalue that lies on the imaginary axis. Hence, linearization fails 
to determine the stability of the origin. This failure is genuine in the sense that the 
origin could be asymptotically stable, stable, or unstable, depending on the value 
of the parameter a. If a < 0, the origin is asymptotically stable as can be seen from 
the Lyapunov function V(x) = x4, whose derivative V(x) = 4ax6 < 0 for x =I O. 
If a = 0, the system is linear and the origin is stable according to Theorem 4.5. 
If a > 0, the origin is unstable as can be seen from Theorem 4.3 and the function 
V(x) = x4, whose derivative V(x) = 4ax6 > 0 for x =I O. D 

Example 4.15 The pendulum equation 

Xl X2 

X2 -asinxl-bx2 

has two equilibrium points at (Xl = 0, x2 = 0) and (Xl = 71", X2 = 0). Let us 
investigate stability of both points by using linearization. The Jacobian matrix is 
given by 

af 
ax [~ ~~~} [-aC:SXl ~b} 

To determine the stability of the origin, we evaluate the Jacobian at X = 0: 

A 

The eigenvalues of A are 

For all a, b > 0, the eigenvalues satisfy ReAi < O. Consequently, the equilibrium 
point at the origin is asymptotically stable. In the absence of friction (b = 0), both 
eigenvalues are on the imaginary axis. Thus, we cannot determine the stability of 
the origin through linearization. VVe have seen in Example 4.3 that, in this case, the 
origin is a stable equilibrium point as determined by an energy Lyapunov function. 
To determine the stability of the equilibrium point at (Xl = 1f, X2 = 0), we evaluate 
the Jacobian at that point. This is equivalent to performing a change of variables 
Zl = Xl - 1f, Z2 = X2 to shift the equilibrium point to the origin, and evaluating 
the Jacobian [af/az] at z = 0: 
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The eigenvalues of A are 

!b± !Jb2 +4a 

For all a > 0 and b ::::: 0, there is one eigenvalue in the open right-half plane. Hence, 
the equilibrium point at (Xl = Jr, X2 = 0) is unstable. 6, 

4.4 Comparison nctions 

As we move from autonomous to nonautonomous systems, one degree of difficulty 
will arise from the fact that the solution of the nonautonomous system ± = f (t, x), 
starting at x(to) = Xo, depends on both t and to. To cope with this new situation, 
we will refine the definitions of stability and asymptotic ,stability so that they hold 
uniformly in the initial time to. While we can refine Definition 4.1 to achieve the 
required uniformity, it turns out that there are more transparent definitions which 
use special comparison functions, known as class /C and class /C£ functions. 

Definition 4.2 A continuous function 0; : [0, a) -+ [0,(0) is said to belong to class 
/C if it is str'icily increasing and 0;(0) = O. It is said to belong to class /Coo if a = 00 

and o;(r) -+ 00 as r -+ 00. 

Definition 4.3 A contirl/Uous function (3 : [0, a) x [0,(0) -+ [0,(0) is said to belong 
to class /C£ if; for each fixed s, the mapping (3(r, s) belongs to class /C with respect 
to r and, for each fixed r, the mapping (3 (r, s) is decreasing with respect to 
sand (3(r, s) 0 as s -+ 00. 

Example 4.16 

• 0; (r) = tan -1 (r) is strictly increasing since 0;' (r) = 1/ (1 + r2) > O. It 
belongs to class /C, but not to class /Coo since limr .
 oo o;(r) = Jr /2 < 00. 

.. 0; (r) = r C
, for any positive real number c, is strictly increasing since 0;' (r )= 

cr·c
-

l > O. Moreover, limr ...... oo o;(r) = 00; thus, it belongs to class /Coo . 

• o;(r) = min{r, r2} is continuous, strictly increasing, and limr->oo o;(r) = 00. 

Hence, it belongs to class /Coo' Notice that 0; (r) is not continuously 
differentiable at r = 1. Continuous differentiability is not required for a 
class /C function . 

.. (3( r, s) = r / (ksr + 1), for any positive real number k, is strictly increasing 
in r since 

0(3 or 
and strictly decreasing in s since 

0(3 
os 

1 > 0 
(ksr + 1)2 

-kr2 

----:-::0-<0 
(ksr + 1)2 
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Moreover, (3(r, s) -+ ° as s -+ 00. Therefore, it belongs to class ICC. 

e (3(r, s) = rCe- s
, for any positive real number c, belongs to class ICC. 6 

The next lemma states some useful properties of class IC and class ICL functions, 
which will be needed later on. The proof of the lemma is left as an exercise for the 
reader (Exercise 4.34). 

Lemma 4.2 Let 0:1 and 0:2 be class IC functions on [0, a), 0:3 and 0:4 be class IC oo 

functions, and (3 be a class ICL function. Denote the inverse of O:i by o:i1
. Then, 

• 0:11 is defined on [O,O:l(a)) and belongs to class IC. 

e 0:3"1 is defined on [0,(0) and belongs to class IC oo • 

• 0:1 0 0:2 belongs to class IC. 

• 0:3 0 0:4 belongs to class IC oo . 

• CJ(r, s) = 0:1 ((3(0:2 (r), s)) belongs to class ICL. <> 

Class IC and class ICL functions enter into Lyapunov analysis through the next 
two lemmas. 

Lemma 4.3 Let V : D -+ R be a continuous positive definite function defined on a 
domain D c R n that contains the origin. Let Br C D for some r > 0. Then, there 
exist class IC functions 0:1 and 0:2, defined on [0, r], such that 

for all x E B r . If D = Rn, the functions 0:1 and 0:2 will be defined on [0,(0) 
and the foregoing inequality will hold for all x E Rn. Moreover, if V(x) is radially 
unbounded" then 0:1 and 0:2 can be chosen to belong to class ICoo · <> 

Proof: See Appendix C.4. 

For a quadratic positive definite function V(x) = xT Px, Lemma 4.3 follows from 
the inequalities 

Lemma 4.4 Consider the scalar autonomous differential equation 

iJ = -o:(y), y(to) = Yo 

whe're 0: is a locally Lipschitz class IC function defined on [0, a). For all ° :S Yo < a, 
this equation has a unique solution y (t) defined for all t 2:: to . Moreover, 

where CJ is a class ICL function defined on [0, a) x [0,(0). <> 
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Proof: See Appendix C.5. 

We can see that the claim of this lemma is true by examining specific examples, 
where a closed-form solution of the scalar equation can be found. For example, if 
iJ = -ky, k > 0, then the solution is 

y(t) = Yo exp[-k(t - to)] =} o-(r, s) = r exp( -ks) 

As another example, if iJ = -lcy2, Ie > 0, then the solution is 

Yo r 
y(t) = =} dr, s) = --

kyo(t to) + 1 krs 1 

To see how class IC and class ICC functions enter into Lyapunov analysis, let us 
see how they could have been used in the proof of Theorem 4.1. In the proof, we 
wanted to choose (3 and 0 such that Bo C rlfJ C B r . Using the fact that a positive 
definite function V (x) satisfies 

we can choose (3:::; O:l(r) and 0 :::; 0:;-1((3). This is so because 

and 

Ilxll :::; 0 =} V(x):::; 0:2(0) :::; (3 

In the same proof, we wanted to show that when V(x) is negative definite, the 
solution x(t) tends to zero as t tends to infinity. Using Lemma 4.3 we see that 
there is a class IC function 0:3 such that V(x(:::; -0:3(llxll). Hence, V satisfies the 
differential inequality 

v :::; -0:3 (0:;-1 (V)) 

The comparison lemma (Lemma 3.4) shows that V(x(t)) is bounded by the solution 
of the scalar differential equation 

Lemma 4.2 shows that 0:300:;-1 is a class IC function and Lemma 4.4 shows that the 
solution of the scalar equation is y(t) = (3(y(O), t), where (3 is a class ICC function. 
Consequently, V(x(t)) satisfies the inequality V(x(t)) :::; (3(V(x(O)), t), which shows 
that V(x(t)) tends to zero as t tends to infinity. In fact, we can go beyond the proof 
of Theorem 4.1 to provide estimates of II x (t) II that are not provided in that proof. 
The inequality V(x(t)) :::; V(x(O)) implies that 
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Hence, Ilx(t)1I :::; aI1(az(\lx(0)11)), where all 0 az is a class IC function. Similarly, 
the inequality V(x(t)) :::; ,6(V(x(O)), t) implies that 

al(\\x(t)\\) :::; V(x(t)) :::; ,6(V(x(O)), t) :::; ,6(az(\\x(O)\\), t) 

Therefore, IIx(t)\\ ::s; a I
1(;3(az(\\x(0)\\),t)), where al- I (,6(az(r),t)) is a class ICC 

function. 

4.5 Nonautonomous Systems 

Consider the nonautonomous system 

± = f(t,x) (4.15) 

where f : [0,(0) x D ---7 Rn is piecewise continuous in t and locally Lipschitz in x 
on [0, (0) x D, and D c Rn is a domain that contains the origin x = O. The origin 
is an equilibrium point for (4.15) at t = 0 if 

f(t,O) = 0, 'lit 2: 0 

An equilibrium point at the origin could be a translation of a nonzero equilibrium 
point or, more generally, a translation of a nonzero solution of the system. To see 
the latter point, suppose y( r) is a solution of the system 

dy 
dr =g(r,y) 

defined for all r 2: a. The change of variables 

x=y-y(r); t=r-a 

transforms the system into the form 

± = g(r, y) - y(r) = g(t + a, x + y(t + a)) - y(t + a) ~f f(t, x) 

Since 
y(t+a)=g(t+a,y(t+a)), Vt2:0 

the origin x 0 is an equilibrium point of the transformed system at t = O. 
Therefore, by examining the stability behavior of the origin as an equilibrium point 
for the transformed system, we determine the stability behavior of the solution y( r) 
of the original system. Notice that if y(r) is not constant, the transformed system 
will be nonautonomous even when the original system is autonomous, that is, even 
when g(r, y) = g(y). This is why studying the stability behavior of solutions in the 
sense of Lyapunov can be done only in the context of studying the stability behavior 
of the equilibria of nonautonomous systems. 
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The notions of stability and asymptotic stability of equilibrium points of nonau­
tonomous systems are basically the same as those introduced in Definition 4.1 for 
autonomous systems. The new element here is that, while the solution of an au­
tonomous system depends only on (t - to), the solution of a nonautonomous system 
may depend on both t and to. Therefore, the stability behavior of the equilibrium 
point will, in general, be dependent on to. The origin x = ° is a stable equilibrium 
point for (4.15) if, for each € > 0, and any to ~ ° there is <5 = <5(c:, to) > ° such that 

Ilx(to)11 < <5::::;, IIx(t)1I < €, 'if t ~ to 

The constant <5 is, in general, dependent on the initial time to. The existence of <5 

for every to does not necessarily guarantee that there is one constant <5, dependent 
only on €, that would work for all to, as illustrated bY,the next example. 

Example 4.17 The linear first-order system 

i; = (6t sin t - 2t)x 

has the solution 

x(t) x(to)exp [1:(6rsmr 2r) dr] 

x(to) exp [6 sin t - 6t cos t - t2 
- 6 sin to + 6to cos to + t6l 

For any to, the term -t2 will eventually dominate, which shows that the exponential 
term is bounded for all t ~ to by a constant c( to) dependent on to. Hence, 

Ix(t)1 < Ix(to)lc(to), 'if t ~ to 

For any € > 0, the choice <5 = €/c(to) shows that the origin is stable. Now, suppose 
to takes on the successive values to = 2n1f, for n = 0,1,2, ... , and x(t) is evaluated 
1f seconds later in each case. Then, 

x(to + 1f) = x(to) exp [(4n + 1)(6 - 1f)1f] 

which implies that, for x(to) =J. 0, 

x(to+1f) 
---'----'- ---+ 00 as n ---+ 00 

x(to) 

Thus, given € > 0, there is no <5 independent of to that would satisfy the stability 
requirement uniformly in to. D 

Nonuniformity with respect to to could also appear in studying asymptotic sta­
bility of the origin, as the next example shows. 
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Example 4.18 The linear first-order system 

X=-
x

l+t 

has the solution 

(it -1) 1 + to 
x(t) = x(to) exp -- dT = x(to)--

to 1 + T 1 + t 

Since \ x (t) \ :S \ x (to) \ , \;f t :::: to, the origin is clearly stable. Actually, given any 
c > 0, we can choose <5 independent of to. It is also clear that 

x ( t) ---+ 0 as t ---+ 00 

Consequently, according to Definition 4.1, the origin is asymptotically stable. No­
tice, however, that the convergence of x(t) to the origin is not uniform with respect 
to the initial time to. Recall that convergence of x(t) to the origin is equivalent to 
saying that, given any c > 0, there is T = T(c, to) > 0 such that Ix(t)\ < c for all 
t :::: to + T. Although this is true for every to, the constant T cannot be chosen 
independent of to. 1::, 

As a consequence, we need to refine Definition 4.1 to emphasize the dependence 
of the stability behavior of the origin on the initial time to. "\iVe are interested in a 
refinement that defines stability and asymptotic stability of the origin as uniform 
properties with respect to the initial time. 18 

Definition 4.4 The equilibrium point x = 0 of (4.15) is 

• stable if, for each c > 0, there is <5 = <5 (c, to) > 0 such that 

\\x(to)\\ < <5 :::} \\x(t)\\ < c, \;f t :::: to :::: 0 (4.16) 

4'1) uniformly stable if, for each c > 0, there is 6 = <5(c) > 0, independent of to, 
such that (4.16) is satisfied. 

• unstable if 'it is not stable. 

• asymptotically stable if it is stable and there is a positive constant c = c(to) 
such that x(t) ---+ 0 as t ---+ 00, for all \\x(to) \I < c. 

[72] or [95) for other refinements of Definition 4.1. It is worthwhile to note that, for 
autonomous systems, the definition of global uniform asymptotic stability given here is equivalent 
to global asymptotic stability as defined in Section 4.1. In particular, 6(c:) can be always chosen 
such that limc--+oo 6(c:) = 00. This is shown in the proof of Theorem 4.17. Lemma C.2 shows 
that, when the origin of an autonomous system is globally asymptotically stable, its solution xCt) 
satisfies IIx(t)11 ::; {3(!\x(to) II, 0) for all x(to), where {3(r,O) is a class JCoo function. The function 
6(c:) can be taken as 6(c:) = {3-1(e:,0). 
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.. 'uniformly asymptotically stable if it is uniformly stable and there is a positive 
constant c, independent of to, such that for all Ilx(to)11 < c, x(t) ---7 0 as 
t ---7 00, 'un'iformly in to; that is, for each rJ > 0, there is T = T(rJ) > 0 such 
that 

Ilx(t)11 < rJ, \j t 2: to + T(rJ), \j Ilx(to)11 < c ( 4.17) 

.. globally 'uniformly asymptotically stable if it 'is uniformly stable, <5 (E) can be 
chosen to satisfy limc->oo <5(E) = 00, and, for each pa'ir of positive numbers rJ 
and c, there is T = T(rJ, c) > 0 such that 

Ilx(t)11 < rJ, \j t 2: to + T(rJ, c), \j Ilx(to)11 < c ( 4.18) 

The next lemma gives equivalent, more transparent, definitions of uniform sta­
bility and uniform asymptotic stability by using class J( and class J(£ functions. 

Lemma 4.5 The equilibrium point x = 0 of (4.15) is 

.. uniformly stable if and only if there eX'ist a class J( function 0: and a positive 
constant c, independent of to, such that 

Ilx(t)11 :S o:(llx(to)II), \j t 2: to 2: 0, \j Ilx(to)11 < c (4.19) 

• 'uniformly asymptotically stable if and only if there exist a class J(£ function 
{3 and a positive constant c, independent of to, such that 

Ilx(t)11 :S (3(llx(to)ll,t to), \j t 2: to 2: 0, \j Ilx(to)11 < c (4.20) 

.. globally uniformly asymptotically stable if and only if inequality (4.20) is sat-
'isfied for any initial state x (to). <) 

Proof: See Appendix C.6. 

As a consequence of Lemma 4.5, we see that in the case of autonomous systems 
stability and asymptotic stability per Definition 4.1 imply the existence of class J( 

and class J(£ functions that satisfy inequalities (4.19) and (4.20). This is the case 
because, for autonomous systems, stability and asymptotic stability of the origin 
are uniform with respect to the initial time to. 

A special case of uniform asymptotic stability arises when the class J(£ function 
(3 in (4.20) takes the form (3(r,s) = kre- AS . This case is very important and will 
be designated as a distinct stability property of equilibrium points. 

Definition 4.5 The equilibrium point x = 0 of (4.15) is exponentially stable if there 
exist positive constants c, k, and A such that 

Ilx(t) II :S kllx(to) , \j Ilx(to) II < c (4.21) 

and globally exponent'ially stable if (4.21) is satisfied for any initial state x(to). 
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Lyapunov theory for autonomous systems can be extended to nonautonomous 
systems. For each of Theorems 4.1 through 4.4, one can state various extensions to 
nonautonomous systems. We will not document all these extensions here. 19 Instead, 
we concentrate on uniform stability and uniform asymptotic stability. These are 
the ,cases we encounter in most nonautonomous applications of Lyapunov's method. 

Theorem 4.8 Let x 0 be an equilibrium point for (4.15) and D c Rn be a 
domain containing x = O. Let V : [0,00) x D ~ R be a continuously differentiable 
function such that 

WI(x) ::; V(t,x) ::; W 2 (x) (4.22) 

aV aV at + ax f(t,x)::; 0 (4.23) 

V t :2: 0 and V xED, where WI (x) and W 2 (x) are continuous positive definite 
functions on D. Then, x = 0 is uniformly stable. 0 

Proof: The derivative of V along the trajectories of (4.15) is given by 

. aV aV 
V(t,x) = at + ax f(t,x) ::; 0 

Choose r > 0 and c > 0 such that Br C D and c < minllxll=r TiVI(x). Then, 
{x E Br I WI (x) ::; c} is in the interior of B r. Define a time-dependent set nt,e by 

nt,e = {x E Br I V(t,x) ::; c} 

The set nt,e contains {x E Br I W2 (x) ::; c} since 

On the other hand, nt,e is a subset of {x E Br I WI (x) ::; c} since 

Thus, 

for all t :2: O. These five nested sets are sketched in Figure 4.7. The. setup of 
Figure 4.7 is similar to that of Figure 4.1, except that the surface V (t, x) = c is now 
dependent on t, and that is why it is surrounded by the time-independent surfaces 
WI (x) = c and liV2 (x) = c. 

Since V(t, x) ::; 0 on D, for any to :2: 0 and any Xo E nto,e, the solution starting 
at (to, xo) stays in nt,e for all t :2: to. Therefore, any solution starting in {x E 

'~V'LLJUHUV theory for non autonomous systems is well documented in the literature. Good 
references on the subject include [72] and [154], while good introductions can be found in [201] 
and [135]. 
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Figure 4.7: Geometric representation of sets in the proof of Theorem 4.8. 

Br I W 2 (x) :::; c} stays in o't,c, and consequently in {x E Br I WI(x) :::; c}, for all 
future. time. Hence, the solution is bounded and defined for all t 2:: to. Moreover, 
since V :::; 0, . 

V(t,x(t)):::; V(to,x(to)), V t 2:: to 

By Lemma 4.3, there exist class lC functions QI and Q2, defined on [0, r], such that 

Combining the preceding two inequalities, we see that 

Ilx(t)ll:::; Q1I(V(t,x(t))):::; Q1I(V(to,x(to))):::; QII(Q2(llx(to)II)) 

Since QI
I 

0 Q2 is a class lC function (by Lemma 4.2), the inequality I\x(t)11 < 
QII(Q2(llx(to)II)) shows that the origin is uniformly stable. 0 

Theorem 4.9 Suppose the assumptions of Theorem 4.8 are satisfied with inequality 
(4.23) strengthened to 

aV aV 
at + ax f(t, x) :::; -W3(X) ( 4.24) 

V t 2:: 0 and V xED, where W3 (x) is a continuous positive definite function on D. 
Then, x = 0 is uniformly asymptotically stable. Moreover, if rand c are chosen 
s'uch that Br = {I\xll :::; r} C D and c < minllxll=r WI(x), then every trajectory 
starting in {x E Br I W 2 (x) :::; c} satisfies 

Ilx(t) II :::; ;6(llx(to) I\, t - to), V t 2:: to 2:: 0 

for some class lCL function;6. Finally, if D = Rn and WI (x) is radially unbounded, 
then x = 0 is globally uniformly asymptotically stable. <> 
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Proof: Continuing with the proof of Theorem 4.8, we know that trajectories start­
ing in {x E Br I W2 (x) ::; c} stay in {x E Br I liVl (x) ::; c} for all t 2: to. By 
Lemma 4.3, there exists a class JC function a3, defined on [0, rJ, such that 

. av av 
V(t,x) = 7ft + ax f(t,x)::; -W3(X)::; -a3(i\x\i) 

Using the inequality 

we see that V satisfies the differential inequality 

. I def 
V::; -a3(a2 (V)) = -a(V) 

where a = a3 0 a 21 is a class JC function defined on [0, r). (See Lemma 4.2.) 
Assume, without loss of generality,20 that a is locally Lipschitz. Let y(t) satisfy the 
autonomous first-order differential equation 

if = -a(y), y(to) = V(to, x(to)) 2: ° 
By (the comparison) Lemma 3.4, 

V (t, x (t)) ::; y (t ), \;f t ? to 

By Lemma 4.4, there exists a class JC£ function CJ(r, s) defined on [0, r] x [0,00) 
such that 

V(t, x(t)) ::; CJ(V(to, x(to)), t - to), \;f V(to, x(to)) E [0, c] 

Therefore, any solution starting in {x E Br \ W 2 (x) ::; c} satisfies the inequality 

\lx(t)\\ ::; all(V(t,x(t))) ::; all (CJ(V(to,x(to)),t - to)) 

::; all (CJ(a2(\\x(to)\i), t - to)) ~f ,6(\\x(to)\\, t - to) 

Lemma 4.2 shows that (3 is a class JC£ function. Thus, inequality (4.20) is satis­
fied, which implies that x = ° is uniformly asymptotically stable. If D = Rn, the 
functions all a2, and a3 are defined on [0,00). Hence, a, and consequently (3, are 
independent of c. As WI (x) is radially unbounded, c can be chosen arbitrarily large 
to include any initial state in {W2 (x) ::; c}. Thus, (4.20) holds for any initial state, 
showing that the origin is globally uniformly asymptotically stable. 0 

a is not locally Lipschitz, we can choose a locally Lipschitz class JC function (3 such that 
a(r) 2: (3(r) over the domain of interest. Then, Ii ::; -(3(V), and we can continue the proof with 
(3 instead of a. For example, suppose a(r) = vIT. The function vIT is a class lC fUnction, but not 
locally Lipschitz at r = O. Define (3 as (3(r) = r, for r < 1 and (3(T) = vIT' for T 2: L The function 
(3 is class JC and locally Lipschitz. Moreover, aCT) 2: (3(T) for all r 2: O. 
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A function V (t, X) is said to be positive semidefinite if V (t, X) 2: O. It is said 
to be positive definite if V(t,x) 2: WI(x) for some positive definite function WI(x), 
radially unbounded if WI (x) is so, and decrescent if V (t, x) ::; Wz (x). A function 
V (t, x) is said to be negative definite (semidefinite) if -V (t, x) is positive definite 
(sem'idefinite). Therefore, Theorems 4.8 and 4.9 say that the origin is uniformly 
stable if there is a continuously differentiable, positive definite, decrescent function 
V (t, x), whose derivative along the trajectories of the system is negative semidefinite. 
It is uniformly asymptotically stable if the derivative is negative definite, and globally 
un'ifor-mly asymptotically stable if the conditions for uniform asymptotic stability 
hold globally with a radially unbounded V (t, x). 

Theorem 4.10 Let x = 0 be an equilibrium point for (4.15) and D c Rn be a 
domain containing x = O. Let V : [0, ex)) x D -'r R be a continuously differentiable 
function such that ' 

kIll x II a ::; V (t, x) ::; k211 x II a 

av av 
at + ax f(t, x) ::; -k31lxlla 

( 4.25) 

( 4.26) 

'i t 2: 0 and 'i XED, where kl' k2' k3, and a are positive constants. Then, x = 0 
is exponentially stable. If the assumptions hold globally, then x = 0 is globally 
exponentially stable. 0 

Proof: With the help of Figure 4.7, it can be seen that trajectories starting in 
{kzllxll a ::; c}, for sufficiently small c, remain bounded for all t 2: to. Inequalities 
(4.25) and (4.26) show that V satisfies the differential inequality 

Ii < _ k3 V 
- k2 

By (the comparison) Lemma 3.4, 

V (t, x( t)) ::; V (to, x (to) )e-(k31 k2)(t-tO) 

Hence, 

Ilx(t) II ::; [
V(t, x(t)) lIla ::; [V(to, x(to) )e-(k3/k2 )(t-tO) lIla 

kl kl 

~2 X 0 e ~ = ~ Ilx(to)lle-(k3Ik2 a)(t-to) 
[
k II (t ) Iia -(k3/k0)(t-tO) lIla (k ) I/a 

kl kl 

Thus, the origin is exponentially stable. If all the assumptions hold globally, c can 
be chosen arbitrarily large and the foregoing inequality holds for all x (to) E Rn. 0 

Example 4.19 Consider the scalar system 

i; = -[1 + g(t)]x3 
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where g(t) is continuous and g(t) 2: 0 for all t 2: O. Using the Lyapunov function 
candidate V(x) = x2/2, we obtain 

V(t, x) = -[1 + g(t)]x4 
:::; -x\ V x E R, 'lit 2: 0 

The assumptions of Theorem 4.9 are satisfied globally with WI (x) = W2(x) = V(x) 
and W3(x) = x4. Hence, the origin is globally uniformly asymptotically stable. 6. 

Example 4.20 Consider the system 

Xl -xl - g(t)X2 

X2 xl - x2 

where 9 ( t) is continuously differentiable and satisfies 

o :::; 9 (t) :::; k and 9 (t) :::; 9 (t) , V t 2: 0 

Taking V(t, x) = xr+ [l+g(t)]x~ as a Lyapunov function candidate, it can be easily 
seen that 

xi + x~ :::; V(t, x) :::; xi + (1 + k)x~, V x E R2 

Hence, V(t, x) is positive definite, decrescent, and radially unbounded. The deriva­
tive of V along the trajectories of the system is given by 

V(t, x) = -2xi + 2XIX2 - [2 + 2g(t) - g(t)]x~ 

U sing the inequality 

2 + 2g(t) - g(t) 2: 2 + 2g(t) - g(t) 2: 2 

we obtain 

[ 
~l ]T [ 2 -1] [ Xl ] ~f -xTQx 
X2 -1 2 X2 

where Q is positive definite; therefore, V (t, x) is negative definite. Thus, all the 
assumptions of Theorem 4.9 are satisfied globally with positive definite quadratic 
functions liVl , liV2 , and W3. Recalling that a positive definite quadratic function 
xT Px satisfies 

Amin(P)XTX:::; xTpx:::; Amax(P)xTx 

we see that the conditions of Theorem 4.10 are satisfied globally with a = 2. Hence, 
the origin is globally exponentially stable. 6. 

Example 4.21 The linear time-varying system 

i; = A(t)x ( 4.27) 
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has an equilibrium point at x = O. Let A(t) be continuous for all t ~ O. Suppose 
there is a continuously differentiable, symmetric, bounded, positive definite matrix 
P(t); that is, 

o < clI :::; P(t) :::; c2I, V t ~ 0 

which satisfies the matrix differential equation 

-p(t) = P(t)A(t) + AT(t)P(t) + Q(t) 

where Q(t) is continuous, symmetric, and positive definite; that is, 

Q(t) ~ c31 > 0, V t ~ 0 

The Lyapunov function candidate 

V(t,x) = xTp(t)x 

satisfies 
cI\lxll~ :::; V(t, x) :::; c211xll~ 

and its derivative along the trajectories of the system (4.27) is given by 

V(t, x) xT p(t)x + xT P(t)i; + i;T P(t)x 

(4.28) 

xT[p(t) + P(t)A(t) + AT(t)P(t)]x = -xTQ(t)x :::; -c31Ixll~ 

Thus, all the assumptions of Theorem 4.10 are satisfied globally with a = 2, and 
we conclude that the origin is globally exponentially stable. 6 

4.6 Linear Time-Varying Systems and Linearization 

The stability behavior of the origin as an equilibrium point for the linear time-
varying system 

i;(t) = A(t)x (4.29) 

can be completely characterized in terms of the state transition matrix of the system. 
From linear system theory,21 we know that the solution of (4.29) is given by 

x(t) = <I>(t, to)x(to) 

where <I>(t, to) is the state transition matrix. The next theorem characterizes uniform 
asymptotic stability in terms of <I>(t, to). 

Theorem 4.11 The equilibrium point x = 0 of (4.29) is (globally) uniformly asymp­
totically stable 'if and only if the state transition matrix satisfies the ineq'uality 

for some positive constants k and A. 

for example, [9], [35], [94], or [158]. 

(4.30) 

<> 
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Proof: Due to the linear dependence of x(t) on x(to), if the origin is uniformly 
asymptotically stable, it is globally so. Sufficiency of (4.30) is obvious since 

I\x(t)11 :; 1I~(t, to)1\ Ilx(to)11 :; kllx(to)l\e- A(t-to) 

To prove necessity, suppose the origin is uniformly asymptotically stable. Then, 
there is a class K£ function (3 such that 

Ilx(t)1\ :; (3(l\x(to)l\, t - to), V t 2: to, V x(to) ERn 

From the definition of an induced matrix norm (Appendix A), we have 

11~(t, to) II = max 11~(t, to)xll :; max (3(l\xl\, t - to) = (3(1, t - to) 
IIx\\=l IIx\l=l 

Since 
(3(1,8) -70 as 8 -7 00 

there exists T > 0 such that (3( 1, T) :; 1 Ie. For any t 2: to, let N be the smallest 
positive integer such that t :; to + NT. Divide the interval [to, to + (N - 1 )T] into 
(N -1) equal subintervals of width T each. Using the transition property of ~(t, to), 
we can write 

~(t, to) = <I>(t, to + (N - 1)T)~(to + (N - 1)T, to + (N 2)T)··· ~(to + T, to) 

Hence, 

k=N-l 

11~(t, to)1I :; 11~(t, to + (N -1)T)11 II 11~(to + kT, to + (k - l)T)!! 
k=l 

k=N-1
1 

:; (3(1,0) II - = e(3(1,0)e- N 

e 
k=l 

:; e(3(1,0)e-(t-to)/T = ke-A(t-to) 

where k = e(3(1, 0) and)" = liT. o 

Theorem 4.11 shows that, for linear systems, uniform asymptotic stability of 
the origin is equivalent to exponential stability. Although inequality (4.30) charac­
terizes uniform asymptotic stability of the origin without the need to search for a 
Lyapunov function, it is not as useful as the eigenvalue criterion we have for linear 
time-invariant systems, because knowledge of the state transition matrix ~(t, to) 
requires solving the state equation (4.29). Note that, for linear time-varying sys­
tems, uniform asymptotic stability cannot be characterized by the location of the 
eigenvalues of the matrix A 22 as the following example shows. 

are special cases where uniform asymptotic stability of the origin as an equilibrium point 
for (4.29) is equivalent to an eigenvalue condition. One case is periodic systems. (See Exercise 4.40 
and Example 10.8.) Another case is slowly-varying systems. (See Example 9.9.) 
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Example 4.22 Consider a second-order linear system with 

A(t) = [ -1 + 1.5 cos
2 

t 1 - 1.5 sin t cos t 1 
-1 - 1.5 sin t cos t -1 + 1.5 sin2 t 

For each t, the eigenvalues of A(t) are given by -0.25 ± 0.25v'7f Thus, the eigen­
values are independent of t and lie in the open left-half plane. Yet, the origin is 
unstable. It can be verified that 

<1>(t, 0) 
[ 

eO.5t cos t 

_eO.5t sin t 

e-
t 

sin t ] 

e- t cos t 

which shows that there are initial states x(O), arbitrarily close to the origin, for 
which the solution is unbounded and escapes to infinity. D,. 

Although Theorem 4.11 may not be very helpful as a stability test, we will see 
that it guarantees the existence of a Lyapunov function for the linear system (4.29). 
We saw in Example 4.21 that if we can find a positive definite, bounded matrix 
P(t) that satisfies the differential equation (4.28) for some positive definite Q(t), 
then V(t, x) = xT P(t)x is a Lyapunov function for the system. If the matrix Q(t) 
is chosen to be bounded in addition to being positive definite, that is, 

and if A(t) is continuous and bounded, then it can be shown that when the ori­
gin is exponentially stable, there is a solution of (4.28) that possesses the desired 
properties. 

Theorem 4.12 Let x = 0 be the exponentially stable equilibrium point of (4.29). 
Suppose A(t) is continuous and bo'unded. Let Q(t) be a continuous, bounded, positive 
definite, symmetric matrix. Then, there is a continuously differentiable, bounded, 
positive definite, symmet7~ic matrix P(t) that satisfies (4.28). Hence, V(t, x) = 
x T P(t)x is a Lyapunov function for the system that satisfies the conditions of The­
orem 4.10. 0 

Proof: Let 

and ¢(T;t,X) be the solution of (4.29) that starts at (t,x). Due to linearity, 
¢(T; t, x) = <1>(T, t)x. In view of the definition of P(t), we have 
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The use of (4.30) yields 

xT P(t)x :s 100 

C4\\<1>(T, t)\\~ \\X\\~dT 

:s 100 

k2e-2>'(r-t) dT c411xll~ 

On the other hand, since 
IIA(t)1I2 :S L, 'r/ t 2: 0 

the solution cfy( T; t, x) satisfies the lower bound23 

\\cfy( T; t, x) \\~ 2: \\x\l~e-2L(r-t) 

Hence, 

xT P(t)x 2: 100 

c31Icfy(T;t,X)\\~ dT 

2: 100 

e-2L(r-t) dT c31\xl\~ 

Thus, 
clllx\\~ :S xT P(t)x :S c2\\x\l~ 

159 

c211xll~ 

which shows that P(t) is positive definite and bounded. The definition of P(t) 
shows that it is symmetric and continuously differentiable. The fact that P(t) 
satisfies (4.28) can be shown by differentiating P(t) and using the property 

a 
at <1>(T, t) = -<1>(T, t)A(t) 

In particular, 

100 a 
P(t) t <1>T(T,t)Q(T) at <1>(T, t) dT 

+ 100 

[~i<1>T(T,t)l Q(T)<1>(T,t) dT - Q(t) 

-100 

<1>T (T, t)Q( T)<1>( T, t) dT A(t) 

-AT(t) 100 

<1>T(T,t)Q(T)<1>(T,t) dT - Q(t) 

-P(t)A(t) - AT(t)P(t) - Q(t) 

The fact that V(t, x) = xT P(t)x is a Lyapunov function is shown in Example 4.2l. 
o 

Exercise 3.17. 
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When the linear system (4.29) is time invariant, that is, when A is constant, the 
Lyapunov function V(t, x) of Theorem 4.12 can be chosen to be independent of t. 
Recall that, for linear time-invariant systems, 

<p( T, t) = exp[( T - t)A] 

which satisfies (4.30) when A is Hurwitz. Choosing Q to be a positive definite, 
symmetric (constant) matrix, the matrix P (t) is given by 

P = 100 

exp[(T - t)AT]Qexp[(T - t)A] dT = 100 

exp[AT s]Q exp[As] ds 

which is independent of t. Comparing this expression for P with (4.13) shows that 
P is the unique solution of the Lyapunov equation (4.i2). Thus, the Lyapunov 
function of Theorem 4.12 reduces to the one we used in Section 4.3. 

The existence of Lyapunov functions for linear systems per Theorem 4.12 will 
now be used to prove a linearization result that extends Theorem 4.7 to the nonau­
tonomous case. Consider the nonlinear non autonomous system 

x=f(t,x) (4.31) 

where f : [0, (Xl) x D ---t Rn is continuously differentiable and D = {x E Rn I IIxl12 < 
r}. Suppose the origin x = 0 is an equilibrium point for the system at t = 0; that 
is, f(t,O) = 0 for all t 2': O. Furthermore, suppose the Jacobian matrix [of lax] is 
bounded and Lipschitz on D, uniformly in t; thus, 

for all 1 :s; i :s; n. By the mean value theorem, 

where Zi is a point on the line segment connecting x to the origin. Since f(t, 0) = 0, 
we can write h(t, x) as 

Hence, 

f(t, x) = A(t)x + g(t, x) 

where 
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The function g( t, x) satisfies 

where L = --jnL1 . Therefore, in a small neighborhood of the origin, we may ap­
proximate the nonlinear system (4.31) by its linearization about the origin. The 
next theorem states Lyapunov's indirect method for showing exponential stability 
of the origin in the nonautonomous case. 

Theorem 4.13 Let x = 0 be an equilibrium point for the nonlinear system 

x=f(t,x) 

where f : [0,00) x D -7 Rn is continuously differentiable, D = {x E Rn I IIxl12 < r}, 
and the Jacobian matrix [of / ox] is bounded and Lipschitz on D, uniformly in t. 
Let 

of I A(t) = ox (t, x) x=o 

Then, the origin is an exponentially stable equilibrium point for the nonlinear system 
if it is an exponentially stable equilibrium point for the linear system 

x = A(t)x 

o 

Proof: Since the linear system has an exponentially stable equilibrium point at 
the origin and A( t) is continuous and bounded, Theorem 4.12 ensures the existence 
of a continuously differentiable, bounded, positive definite symmetric matrix P( t) 
that satisfies (4.28), where Q(t) is continuous, positive definite, and symmetric. We 
use V(t, x) = xT P(t)x as a Lyapunov function candidate for the nonlinear system. 
The derivative of V(t, x) along the trajectories of the system is given by 

V(t, x) xT P(t)f(t, x) + fT (t, x)P(t)x + xT F(t)x 

xT[P(t)A(t) + AT (t)P(t) + F(t)]x + 2xT P(t)g(t, x) 

_xT Q(t)x + 2xT P(t)g(t, x) 

::; -c31Ixll~ + 2C2Lllxll~ 
::; -(C3 - 2C2Lp)llxll~, V IIxl12 < p 

Choosing p < min{r, C3/(2c2L)} ensures that V(t, x) is negative definite in IIxl12 < p. 
Therefore, all the conditions of Theorem 4.10 are satisfied in IIxl12 < p, and we 
conclude that the origin is exponentially stable. 0 
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4.7 Converse Theorems 

Theorems 4.9 and 4.10 establish uniform asymptotic stability or exponential sta­
bility of the origin by requiring the existence of a Lyapunov function V (t, x) that 
satisfies certain conditions. Requiring the existence of an auxiliary function V (t 1 x) 
that satisfies certain conditions is typical in many theorems of Lyapunov's method. 
The conditions of these theorems cannot be checked directly on the data of the prob­
lem. Instead, one has to search for the auxiliary function. Faced with this searching 
problem, two questions come to mind. First, is there a function that satisfies the 
conditions of the theorem? Second, how can we search for such a function? In many 
cases, Lyapunov theory provides an affirmative answer to the first question. The 
answer takes the form of a converse Lyapunov theorem, which is the inverse of one 
of Lyapunov's theorems. For example, a converse theorem for uniform asymptotic 
stability would confirm that if the origin is uniformly'asymptotically stable, then 
there is a Lyapunov function that satisfies the conditions of Theorem 4.9. Most of 
these converse theorems are proven by actually constructing auxiliary functions that 
satisfy the conditions of the respective theorems. Unfortunately, this construction 
almost always assumes the knowledge of the solution of the differential equation. 
Therefore, the theorems do not help in the practical search for an auxiliary func­
tion. The mere knowledge that a function exists is, however, better than nothing. 
At least, we know that our search is not hopeless. The theorems are also useful 
in using Lyapunov theory to draw conceptual conclusions about the behavior of 
dynamical systems. Theorem 4.15 is an example of such use. Other examples will 
appear in the following chapters. In this section, we give three converse Lyapunov 
theorems. 24 The first one is a converse Lyapunov theorem when the origin is expo­
nentially stable and, the second, when it is uniformly asymptotically stable. The 
third theorem applies to autonomous systems and defines the converse Lyapunov 
function for the whole region of attraction of an asymptotically stable equilibrium 
point. 

The idea of constructing a converse Lyapunov function is not new to us. We 
have done it for linear systems in the proof of Theorem 4.12. A careful reading 
of that proof shows that linearity of the system does not playa crucial role in the 
proof, except for showing that V(t, x) is quadratic in x. This observation leads to 
the first of our three converse theorems, whose proof is a simple extension of the 
proof of Theorem 4.12. 

Theorem 4.14 Let x = 0 be an equilibrium point for the nonlinear system 

x = f(t,x) 

where f : [0,(0) x D -t RrL is continuously dijj'erentiable, D = {x E RrL I Ilxll < r}, 
and the Jacobian matr'ix [of lox] is bounded on D, uniformly in t. Let k, A, and ro 

[72] or [107] for a comprehensive treatment of converse Lyapunov theorems and [118] and 
[193] for more recent results, 



4,7. CONVERSE THEOREMS 163 

be positive constants with ro < r)k. Let Do = {x E Rn I Ilxll < ro}, Assume that 
the trajectories of the system satisfy 

Ilx(t)11 :s; kl\x(to)l\e-A(t-tO
) , V x(to) E Do) V t ~ to ~ 0 

-'-Then, there is a function V : [0,00) x Do ---* R that satisfies the inequalities 

cll\ X 112 :s; V ( t, x) :s; c211 X 112 
av av 2 
at + ax f(t, x) :s; -c311xll 

II ~: II :s; c411xl\ 
for some positive constants Cl, c2, C3, and C4. Moreover, ifr = 00 and the origin is 
globally exponentially stable, then V (t, x) is defined and satisfies the aforementioned 
inequalities on Rn. Furthermore, if the system is autonomous, V can be chosen 
independent of t. (> 

Proof: Due to the equivalence of norms, it is sufficient to prove the theorem for 
the 2-norm. Let ¢( T; t, x) denote the solution of the system that starts at (t, x); 
that is, ¢(t;t,x) = x. For all x E Do, ¢(T;t,X) ED for all T ~ t. Let 

where (j is a positive constant to be chosen. Due to the exponentially decaying 
bound on the trajectories, we have 

V(t, x) = 

On the other hand, the Jacobian matrix [of lax] is bounded on D. Let 

11~~(t'X)112 :s; L, V xED 

Then, Ilf(t,x)lb:s; LI\xl12 and ¢(T;t,X) satisfies the lower bound25 

II¢( T; t, x) I\~ ~ \\x\l~e-2L(T--t) 

Hence, 

25See Exercise 3.17. 
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Thus, V(t, x) satisfies the first inequality of the theorem with 

To calculate the derivative of V along the trajectories of the system, define the 
sensitivity functions 

¢t(T; t, x) = ~t ¢(T; t, x); ¢x(Tj t, x) = :X ¢(T; t, x) 

Then, 

aV aV .- + -f(t x) at ax ' ¢T(t + 6; t, x)¢(t + 6; t, x) - ¢T(t; t, x)¢(t; t, x) 

I
HO 

+ t 2¢T(T;t,X)¢t(T;t,X) dT 

I
HO 

+ t 2¢T(7;t,X)¢x(T;t,X) dTf(t,x) 

¢T (t + 6; t, x)¢(t + 6; t, x) -lIxll~ 
Ho 

+ 1 2¢T(T;t,x)[¢t('r;t,x) + ¢X(T;t, x)f(t, x)] d7 

It is not difficult to show that26 

Therefore, 

¢t(T;t,X) + ¢x(T;t,x)f(t,x) == 0, 'liT 2: t 

¢T (t + 6; t, x)¢(t + 6; t, x) - Ilxll~ 

S; -(1 - k2e-2AO)llxll~ 

By choosing 6 = In(2k2 )/(2A), the second inequality of the theorem is satisfied 
with C3 = 1/2. To show the last inequality, let us note that ¢x (T; t, x) satisfies the 
sensitivity equation 

Since 

Exercise 3.30. 



4.7. CONVERSE THEOREMS 

on D, cf>x satisfies the bound27 

11cf>:r;(T; t, x)112 ~ eL(T-t) 

:Therefore, 

11~~112 II[+' 2¢T(T;t,X)¢x(T;t,X) dTI12 

I
t+o 

~ t 211cf>(T;t,x)lb IIcf>x(T;t,x)112 dT 

I
t+o 

~ t 2ke->-(r-t) eL(T-t) dT I\ xl12 

~[1- e-(>--L)O]llxll (;. _ L) 2 

Thus, the last inequality of the theorem is satisfied with 

2k_(>-_L)O 
C4 = (:\£)[1-. e ] 
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If all the assumptions hold globally, then clearly 1'0 can be chosen arbitrarily large. 
If the system is autonomous, then cf>(T; t, x) depends only on (T - t); that is, 

cf>(T; t, x) = 'IjJ(T - t; x) 

Then, 

V(t, x) = [+' 1j;T (7 - t; X)1j;(7 - t; x) d7 = fa" 1j;T (S; x)1j;(s; x) ds 

which is independent of t. o 

In Theorem 4.13, we saw that if the linearization of a nonlinear system about the 
origin has an exponentially stable equilibrium point, then the origin is an exponen­
tially stable equilibrium point for the nonlinear system. We will use Theorem 4.14 
to prove that exponential stability of the linearization is a necessary and sufficient 
condition for exponential stability of the origin. 

Theorem 4.15 Let x = 0 be an equilibrium point for the nonlinear system 

:i; = f(t,x) 

where f : [0, 00 ) x D -+ Rn is continuously differentiable, D = {x E Rn I II x 112 < r}, 
and the Jacobian matrix [8f 18x] is bounded and Lipschitz on D, uniformly in t. 
Let 

8f I A(t) = 8x (t, x) x=o 

27See Exercise 3.17. 
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Then, x = 0 is an exponentially stable equilibrium point for the nonlinear system if 
and only if it is an exponentially stable equilibrium point for the linear system 

:i; = A(t)x 

<> 

Proof: The "if" part follows from Theorem 4.13. To prove the "only if" part, 
write the linear system as 

:i; = f(t,x) - [j(t, X) - A(t)x] = f(t,x) - g(t,X) 

Recalling the argument preceding Theorem 4.13, we k~ow that 

Ilg(t, x) 112 :S Lllxll~, V xED, V t 2: 0 

Since the origin is an exponentially stable equilibrium of the nonlinear system, there 
are positive constants k, A, and c such that 

Choosing ro < min {c, r / k}, all the conditions of Theorem 4.14 are satisfied. Let 
V(t, x) be the function provided by Theorem 4.14 and use it as a Lyapunov function 
candidate for the linear system. Then, 

oV oV - + -A(t)x at ox 

:S 
< 

oV oV oV 
&t + ox f(t, x) - ox g(t, x) 

-c31Ixll~ + c4Lllxll~ 
-(C3 c4Lp)lIxll~, V IIxll2 < p 

The choice p < min{ro, C3/(C4L)} ensures that V(t, x) is negative definite in IIxl12 < 
p. Consequently, all the conditions of Theorem 4.10 are satisfied in IIxl12 < p, and 
we conclude that the origin is an exponentially stable equilibrium point for the 
linear system. 0 

Corollary 4.3 Let x = 0 be an equilibrium point of the nonlinear system :i; 

f (x), where f (x) is continuously differentiable in some neighborhood of x = O. Let 
A = [of /ox](O). Then, x = 0 is an exponentially stable equilibrium point for the 
nonlinear system if and only if A is Hurwitz. <> 

Example 4.23 Consider the first-order system :i; = -x3 . \!Ve saw in Example 4.14 
that the origin is asymptotically stable, but linearization about the origin results in 
the linear system :i; = 0, whose A matrix is not Hurwitz. Using Corollary 4.3, we 
conclude that the origin is not exponentially stable. D 
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The following converse Lyapunov theorems (Theorem 4.16 and 4.17) extend 
Theorem 4.15 in two different directions, but their proofs are more involved. The­
orem 4~16 applies to the more general case of uniform asymptotic stability.28 The­
oremfl.17 applies to autonomous systems and produces a Lyapunov function that 
is defined on the whole region of attraction. 

TheoremA.16 Let x = 0 be an equilibrium point for the nonlinear system 

x = f(t,x) 

where f: [0,00) X D -t Rn is continuously differentiable, D = {x ERn Illxll < r}, 
and the Jacobian matrix [8 f / 8x] is bounded on D, uniformly in t. Let j3 be a class 
ICC junction and ro be a positive constant such that j3(ro, 0) < r. Let Do = {x E 

Rn I Ilxll < ro}. Assume that the trajectory of the system satisfies 

Ilx(t)11 :::; j3(llx(to)ll, t - to), V x(to) E Do, V t 2: to 2: 0 

Then, there is a continuously differentiable function V : [0,00) x Do -t R that 
satisfies the inequalities 

0:1 (11xll) :::; V(t, x) :::; 0:2(llxll) 
8V 8V 
at + 8x f(t, x) :::; -0:3(llxll) 

II ~~ II :::; 0:4(llxll) 
where 0:1, 0:2, 0:3, and 0:4 are class J( functions defined on [0, ro]. If the system is 
autonomous, V can be chosen independent of t. 0 

Proof: See Appendix C.7. 

Theorem 4.17 Let x = 0 be an asymptotically stable equilibrium point for the 
nonlinear system 

X= f(x) 

where f : D --+ R n is locally Lipschitz and D c Rn is a domain that contains the 
origin. Let RA C D be the region of attraction of x = O. Then, there is a smooth, 
positive definite function V (x) and a continuous, positive definite function W (x), 
both defined for all x ERA, such that 

V(x) -t 00 as x -t 8RA 

8V 
8x f(x) :::; -W(x), V x ERA 

and for any c > 0, {V (x) :::; c} is a compact subset of RA. When RA = Rn, V(x) 
is radially unbounded. 0 

4.16 can be stated for a function J(t, x) that is only locally Lipschitz, rather than 
continuously differentiable [125, Theorem 14]. It is also possible to state the theorem for the case 
of global uniform asymptotic stability [125, Theorem 23] 
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Proof: See Appendix C.S. 

An interesting feature of Theorem 4.17 is that any bounded subset S of the 
region of attraction can be included in a compact set of the form {V(x) :::; c} for 
some constant c > O. This feature is useful because quite often we have to limit our 
analysis to a positively invariant, compact set of the form {V(x) :::; c}. With the 
property S C {V (x) :::; c}, our analysis will be valid for the whole set S. If, on the 
other hand, all we know is the existence of a Lyapunov function VI (x) on S, we will 
have to choose a constant Cl such that {VI (x) :::; CI} is compact and included in S; 
then our analysis will be limited to {VI (x) :::; CI}, which is only a subset of S. 

4.8 Boundedness and Ultimate Boundedness 

Lyapunov analysis can be used to show boundedness of the solution of the state 
equation, even when there is no equilibrium point at the origin. To motivate the 
idea, consider the scalar equation 

i; = -x + 5 sin t, x(to) a, a > 5 > 0 

which has no equilibrium points and whose solution is given by 

The solution satisfies the bound 

Ix(t) I < e-(t-to) a + 5 t e-(t-T) dr 
Jto 

:::; a, V t 2: to 

which shows that the solution is bounded for all t 2: to, uniformly in to, that is, 
with a bound independent of to. While this bound is valid for all t 2: to, it becomes 
a conservative estimate of the solution as time progresses, because it does not take 
into consideration the exponentially decaying term. If, on the other hand, we pick 
any number b such that 5 < b < a, it can be easily seen that 

Ix(t)1 :::; b, V t 2: to + In (% _ ~) 
The bound b, which again is independent of to, gives a better estimate of the solution 
after a transient period has passed. In this case, the solution is said to be uniformly 
ultimately bounded and b is called the ultimate bound. Showing that the solution of 
i; = -x + 5 sin t has the uniform boundedness and ultimate boundedness properties 
can be done via Lyapunov analysis without using the explicit solution of the state 
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equation. Starting with V(x) = x2 /2, we calculate the derivative of V along the 
trajectories of the system, to obtain 

II = xx = _x2 + x8sint:S _x2 + 81xl 

Thy right-hand side of the foregoing inequality is not negative definite because, near 
tlJi origin, .the positive linear term 81xl dominates the negative quadratic term -x2 . 

However, V is negative outside the set {Ixl :S 8}. With c > 82 /2, solutions starting 
in the set {V (x) :S c} will remain therein for all future time since II is negative 
on the boundary V = c. Hence, the solutions are uniformly bounded. Moreover, 
if we pick any number c such that (82 /2) < c < c, then II will be negative in 
the set {c :S V :S c}, which shows that, in this set, V will decrease monotonically 
until the solution enters the set {V :S c}. From that time on, the solution cannot 
leave the set {V :S c} because II is negative on the boundary V = c. Thus, we 
can conclude that the solution is uniformly ultimately bounded with the ultimate 
bound Ixl :S ~. 

The purpose of this section is to show how Lyapunov analysis can be used to 
draw similar conclusions for the system 

x = f(t,x) (4.32) 

where f : [0,(0) x D --7 Rn is piecewise continuous in t and locally Lipschitz in x 
on [0, (0) x D, and D c Rn is a domain that contains the origin. 

Definition 4.6 The solutions of (4.32) are 

• uniformly bounded if there exists a positive constant c, independent of to 2: 0, 
and fOT every a E (O,c), there is fJ = fJ(a) > 0, independent of to, such that 

Ilx(to)11 :S a ==;> Ilx(t)ll:S fJ, Y t 2: to (4.33) 

• globally uniformly bounded if (4.33) holds for arbitrarily large a. 

• uniformly ultimately bounded with ultimate bound b if there exist positive con­
stants band c, independent of to 2: 0, and for every a E (0, c), there is 
T = T(a, b) 2: 0, independent of to, such that 

Ilx(to)\I :S a ==;> Ilx(t)ll:S b, Y t 2: to + T ( 4.34) 

• globally uniformly ultimately bounded if (4.34) holds for arbitrarily large a. 

In the case of autonomous systems, we may drop the word "uniformly" since the 
solution depends only on t - to. 

To see how Lyapunov analysis can be used to study boundedness and ultimate 
boundedness, consider a continuously differentiable, positive definite function V (x) 
and suppose that the set {V(x) :S c} is compact, for some c> 0. Let 

A={c:SV(x):Sc} 
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for some positive constant c < c. Suppose the derivative of V along the trajectories 
of the system ± f (t, x) satisfies 

V(t,x) :; -liV'3(x), V x E A, V t ~ to ( 4.35) 

where TiV3 (x) is a continuous positive definite function. Inequality (4.35) implies 
that the sets ne = {V(x) :; c} and ne = {V(x) :; c} are positively invariant since 
on the boundaries one and one, the derivative V is negative. A sketch of the sets 
A, ne, and ne is shown in Figure 4.8. Since V is negative in A, a trajectory starting 
in A must move in a direction of decreasing V(x(t)). In fact, while in A, V satisfies 
inequalities (4.22) and (4.24) of Theorem 4.9. Therefore, the trajectory behaves as 
if the origin was uniformly asymptotically stable and satisfies an inequality of the 
form 

Ilx(t)11 :; ;3(llx(to)ll, t - to) 

for some class ICC function ;3. The function V (x (t)) will continue decreasing until 
the trajectory enters the set Oe in finite time and stays therein for all future time. 
The fact that the trajectory enters ne in finite time can be shown as follows: Let 
k = minxEA TiV3(X) > O. The minimum exists because Wdx) is continuous and A is 
compact. It is positive since W3 (x) is positive definite. Hence, 

( 4.36) 

Inequalities (4.35) and (4.36) imply that 

V(t, x) :; -k, V x E A, V t ~ to 

Therefore, 
V(x(t)) :; V(x(to)) - k(t - to) :; c - k(t - to) 

which shows that V(x(t)) reduces to E within the time interval [to, to + (c - c)/k]. 
In many problems, the inequality II :; - W3 is obtained by using norm inequal­

ities. In such cases, it is more likely that we arrive at 

( 4.37) 

If r is sufficiently larger than /-L, we can choose c and c such that the set A is 
nonempty and contained in {/-L :; Ilxll :; r}. In particular, let CXl and CX2 be class IC 
functions such that 29 

(4.38) 

From the left inequality of (4.38), we have 

Lemma 4.3, it is always possible to find such class JC functions. 
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A 

Figure 4.8: Representation of the set A, ne and nco 
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Figure 4.9: Representation of the sets n e, ne (solid) and Bf.L' Br (dashed). 

Therefore, taking c = al (r) ensures that ne C Br . On the other hand, from the 
right inequality of (4.38), we have 

Consequently, taking E = a2 (f.L) ensures that B f.L C ne· To obtain E < c, we must 
have f.L < a 21(al(r)). A sketch ofthe sets ne , ne , Br , and Bf.L is shown in Figure 4.9. 

The foregoing argument shows that all trajectories starting in ne enter ne within 
a finite time T.30 To calculate the ultimate bound on x(t), we use the left inequality 
of (4.38) to write 

the trajectory starts in ne , T = O. 
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Recalling that c = a2 (f-L), we see that 

Therefore, the ultimate bound can be taken as b = all (a2 (f-L)). 
The ideas just presented for a continuously differentiable function V(x) can be 

extended to a continuously differentiable function V (t, x), as long as V (t, x) satisfies 
inequality (4.38), which leads to the following Lyapunov-like theorem for showing 
uniform boundedness and ultimate boundedness. 

Theorem 4.18 Let D c Rn be a domain that contains the origin and V : [0,00) x 
D ---+ R be a continuously differentiable function such that 

al(lIxll) ::; V(t,x)::; a2(llxll) 
oV oV at + ox f(t, x) ::; --W3(x), 'rj Ilxll ;:::: f-L > 0 

(4.39) 

(4.40) 

'rj t ;:::: 0 and V xED, where a1 and a2 are class I( functions and W3 (x) is a 
continuous positive definite function. Take l' > 0 such that Br C D and suppose 
that 

(4.41 ) 

Then, there exists a class 1(£ function f3 and for every initial state x (to), satisfying 
Ilx(to)11 ::; a21(a1(r')), there is T ;:::: 0 (dependent on x(to) and f-L) such that the 
solution of (4.32) satisfies 

Ilx(t)11 ::; f3(llx(to)ll, t - to), 'rj to ::; t::; to + T 

Ilx(t)11 ::; al 1(a2(f-L)), 'rj t;:::: to + T 

( 4.42) 

( 4.43) 

Moreover, if D = Rn and a1 belongs to class lex)) then (4.42) and (4.43) hold for 
any initial state x (to), with no restriction on how large f-L is. 0 

Proof: See Appendix e.9. 
Inequalities (4.42) and (4.43) show that x(t) is uniformly bounded for all t ;:::: 

to and uniformly ultimately bounded with the ultimate bound all (a2 (f-L)). The 
ultimate bound is a class J( function of f-L; hence, the smaller the value of f-L, the 
smaller the ultimate bound. As f-L ---+ 0, the ultimate bound approaches zero. 

The main application of Theorem 4.18 arises in studying the stability of per­
turbed systems. 31 The next example illustrates the basic idea of that application. 

Example 4.24 In Section 1.2.3, we saw that a mass-spring system with a harden­
ing spring, linear viscous damping, and a periodic external force can be represented 
by the Duffing's equation 

31 See Section 9.2. 
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Taking Xl = y, X2 Y and assuming certain numerical values for the various 
constants, the system is represented by the state model 

Xl X2 

X2 -(1 + xi)x1 - X2 + M coswt 

where M ~ 0 is proportional to the amplitude of the periodic external force. When 
M = 0, the system has an equilibrium point at the origin. It is shown in Example 4.6 
that the origin is globally asymptotically stable and a Lyapunov function can be 
taken as32 

x

T l ~ 1 

] X + 2 t (y + y3) dy = x
T l ~ : ] x + xi + ~xi :2 

V(x) 
1 

T r ~ 1 
:2 

] x + lx4 "'" xT Px + lx4 
X l 1 

2 1 - 2 1 

~ 

:2 1 

When M > 0, we apply Theorem 4.18 with V(x) as a candidate function. The 
function V(x) is positive definite and radially unbounded; hence, by Lemma 4.3, 
there exist class ICX) functions 0::1 and 0::2 that satisfy (4.39) globally. The derivative 
of V along the trajectories of the system is given by 

v = -xi - xi - x~ + (Xl + 2X2)M coswt:S -llxll~ - xi + M~l\xlb 

where we wrote (Xl + 2X2) as yT X and used the inequality yT X :S I\X\l21\y\l2' To 
satisfy (4.40), we want to use part of -\lx\l~ to dominate M ~\lx\l2 for large \lxll. 
Towards that end, we rewrite the foregoing inequality as 

V:S -(1- e)lIxl\~ - xi - e\lxll~ + M~\lX\l2 

where 0 < e < 1. Then, 

M~ 
V:S -(1 .- e)lIxll~ - xi, \j IIXl\2 ~ -e-

which shows that inequality (4.40) is satisfied globally with f-t = 111 ~/e. We 
conclude that the solutions are globally uniformly ultimately bounded. Suppose we 
want to go the extra step of calculating the ultimate bound. In this case, we have 
to find the functions 0::1 and 0::2. From the inequalities 

V(x) ~ xT Px Amin(P)lIxl\~ 

V(x) :S xT Px + ~I\xl\~ :S Amax(P)l\xl\~ + ~lIx\l~ 
constants [) and k of Example 4.6 are taken as [) 2 and k = 1/2. 
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we see that a1 and a2 can be taken as 

Thus, the ultimate bound is given by 

4.9 Input-to-State Stability 

Consider the system 
i: = f(t,x,u) 

Amax (P)f.L2 + f.L4/2 

Amin(P) 

(4.44) 

where f : [0,00) x Rn x Rm --+ Rn is piecewise continuous in t and locally Lipschitz 
in x and u. The input u( t) is a piecewise continuous, bounded function of t for all 
t 2=: O. Suppose the unforced system 

i: = f(t, x, 0) ( 4.45) 

has a globally uniformly asymptotically stable equilibrium point at the origin x = O. 
vVhat can we say about the behavior of the system (4.44) in the presence of a 
bounded input u(t)? For the linear time-invariant system 

i: = Ax + Bu 

with a Hurwitz matrix A, we can write the solution as 

x(t) = e(t-to)Ax(to) + it e(t-T)A Bu( T) dT 
to 

and use the bound Ile(t-to)A II :::; ke->..(t-to) to estimate the solution by 

Ilx(t)11 :::; ke->..(t-to)llx(to)11 + it ke->..(t-T)IIBllllu(T)11 dT 
to 

:::; ke->..(t-to) Ilx(to) II + k11B11 sup IIU(T) 1/ 

A to5:T5:t 

This estimate shows that the zero-input response decays to zero exponentially fast, 
while the zero-state response is bounded for every bounded input. In fact, the esti­
mate shows more than a bounded-input-bounded-state property. It shows that the 
bound on the zero-state response is proportional to the bound on the input. How 
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much of this behavior should we expect for the nonlinear system (4.44)? For a gen­
eral nonlinear system, it should not be surprising that these properties may not hold 
even when the origin of the unforced system is globally uniformly asymptotically 
stable. Consider, for example, the scalar system 

± = -3x + (1 + 2x2)u 

which has a globally exponentially stable origin when u = O. Yet, when x(O) = 2 
and u(t) == 1, the solution x(t) = (3 - et )j(3 - 2et

) is unbounded; it even has a 
finite escape time. 

Let us view the system (4.44) as a perturbation of the unforced system (4.45). 
Suppose we have a Lyapunov function V (t, x) for the unforced system and let us 
calculate the derivative of V in the presence of u. Due to the boundedness of u, 
it is plausible that in some cases it should be possible to show that 11 is negative 
outside a ball of radius JL, where JL depends on sup Iluli. This would be expected, 
for example, when the function f(t, x, u) satisfies the Lipschitz condition 

Ilf(t, x, u) - f(t, x, 0) II ::; Lllull (4.46) 

Showing that 11 is negative outside a ball of radius JL would enable us to apply 
Theorem 4.18 of the previous section to show that x(t) satisfies (4.42) and (4.43). 
These inequalities show that Ilx(t)11 is bounded by a class ICC function ,B(llx(to)ll, t­
to) over [to, to + T] and by a class IC function 0011 

( 002 (JL)) for t 2: to + T. Consequently, 

is valid for all t 2: to, which motivates the next definition of input-to-state stability. 

Definition 4.7 The system (4.44) is said to be input-to-state stable if there exist a 
class ICC function ,B and a class IC function 'Y such that for any initial state x(to) 
and any bounded input u( t), the solution x (t) exists for all t 2: to and satisfies 

Ilx(t) II ::; ,B(llx(to) II, t - to) + 'Y ( sup Ilu( T) II) 
to:';;T:';;t 

(4.47) 

Inequality (4.47) guarantees that for any bounded input u(t), the state x(t) will be 
bounded. Furthermore, as t increases, the state x(t) will be ultimately bounded by 
a class IC function of SUPt2: t o Ilu(t)ll. We leave it to the reader (Exercise 4.58) to use 
inequality (4.47) to show that if u (t) converges to zero as t ---+ 00, so does x (t). 33 

Since, with u(t) == 0, (4.47) reduces to 

Ilx(t)11 ::; ,B(llx(to)ll, t - to) 

input-to-state stability implies that the origin of the unforced system (4.45) is glob­
ally uniformly asymptotically stable. The notion of input-to-state stability is defined 

interesting use of inequality (4.47) will be given shortly in Lemma 4.7. 
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for the global case where the initial state and the input can be arbitrarily large. A 
local version of this notion is presented in Exercise 4.60. 

The Lyapunov-like theorem that follows gives a sufficient condition for input­
to-state stability. 34 
Theorem 4.19 Let V : [0,00) x Rn -+ R be a continuously dijJerentiable function 
such that 

al(\\x\\)::; V(t,x)::; a2(\\x\\) 

aV aV 
at + axf(t,x,u)::; -W3 (x), \j \\xl\ ~ p(\\u\\) > 0 

( 4.48) 

( 4.49) 

\j (t,x,u) E [0,00) x Rn x Rm, where aI, a2 are class lCc;o functions, p is a class 
J( function, and VIl3 (x) is a continuous positive definite function on Rn. Then, the 
system (4.44) 'is 'input-to-state stable with I = all 00.020 p. 0 

Proof: By applying the global version of Theorem 4.18, we find that the solution 
x (t) exists and satisfies 

\\x(t)\\ ::; t3(\lx(to)l\, t - to) + I (sup Ilu(T)II) , \j t ~ to 
T?to 

( 4.50) 

Since x(t) depends only on U(T) for to ::; T ::; t, the supremum on the right-hand 
side of (4.50) can be taken over [to, t], which yields (4.47).35 0 

The next lemma is an immediate consequences of the converse Lyapunov theo­
rem for global exponential stability (Theorem 4.14). 

Lemma 4.6 Suppose f(t, x, u) is continuously differentiable and globally Lipschitz 
in (x, u), uniformly in t. If the unforced system (4.45) has a globally exponentially 
stable eq'u'ilibri'um pO'int at the origin x 0, then the system (4.44) is input-to-state 
stable. 0 

Proof: View the system (4.44) as a perturbation of the unforced system (4.45). 
(The converse Lyapunov) Theorem 4.14 shows that the unforced system (4.45) has 
a Lyapunov function V(t, x) that satisfies the inequality of the theorem globally. 
Due to the uniform global Lipschitz property of f, the perturbation term satisfies 
( 4.46) for all t ~ to and all (x, u). The derivative of V with respect to (4.44) satisfies 

aV aV aV 
11 at + ax f(t, x, 0) + ax [j(t, x, u) - f(t, x, 0)] 

< --c3\lxI12 + c41\xllLIluil 
autonomous systems, it is shown in [183] that the conditions of Theorem 4.19 are also 

necessary. In the literature, it is common to abbreviate input-to-state stability as ISS and to call 
the function V of Theorem 4.19 an ISS-Lyapunov function. 

35In particular, repeat the aforementioned argument over the period [0, T] to show that 

Ilx(CT)11 ~ p(llx(to)ll, CT - to) + 'Y CO~~~T IIU(T)II) , V to ~ CT ~ T 

Then, set CT = T = t. 



4.9. INPUT-TO-STATE STABILITY 177 

To use the term -c3\1xllZ to dominate c4Lllx\l\lu\l for large \lxii, we rewrite the 
foregoing inequality as 

where 0 < () < 1. Then, 

v Ilxll 2: c4L \lU\l 
C3() 

for all (t,x,u). Hence, the conditions of Theorem 4.19 are satisfied with Ltl(r) = 
clrz, Ltz(r) = czrz, and p(r) = (c4L/c3())r, and we conclude that the system is 
input-to-state stable with "((r) = VCZ/Cl(C4L/c3())r. 0 

Lemma 4.6 requires a globally Lipschitz function f and global exponential sta­
bility of the origin of the unforced system to conclude input-to-state stability. It is 
easy to construct examples where the lemma does not hold in the absence of one of 
these two conditions. The system x = -3x + (1 + XZ)u, which we discussed earlier 
in the section, does not satisfy the global Lipschitz condition. The system 

• X def f( ) 
X=---Z+U= X,U 

l+x 

has a globally Lipschitz f since the partial derivatives of f with respect to x and 
u are globally bounded. The origin of x = -x/(l + XZ) is globally asymptotically 
stable, as it can be seen by the Lyapunov function V(x) = X Z /2, whose derivative 
V(x) = -xz /(1 + x2 ) is negative definite for all x. It is locally exponentially stable 
because the linearization at the origin is x = -x. However, it is not globally 
exponentially stable. This is easiest seen through the fact that the system is not 
input-to-state stable. Notice that with u(t) :=: 1, f(x, u) 2: 1/2. Hence, x(t) 2: 
x(to) + t/2 for all t 2: 0, which shows that the solution is unbounded. 

In the absence of global exponential stability or globally Lipschitz functions, we 
may still be able to show input-to-state stability by applying Theorem 4.19. This 
process is illustrated by the three examples that follow. 

Example 4.25 The system 
x = _x3 +u 

has a globally asymptotically stable origin when u = O. Taking V = X Z /2, the 
derivative of V along the trajectories of the system is given by 

11 = -x' + xu = -(1- O)x' - Ox' + xu'S -(1 - O)x', 'f Ixl2- C~I) 1(3 

where 0 < () < 1. Thus, the system is input-to-state stable with "((r) = (r/())1/3. 
6, 
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Example 4.26 The system 

has a globally exponentially stable origin when u = 0, but Lemma 4.6 does not 
apply since f is not globally Lipschitz. Taking V = x 2 /2, we obtain 

17= _x2 - 2x4 + x(1 + x2)u2 ::; -x\ V Ixl 2:: u2 

Thus, the system is input-to-state stable with ,(r) = r2. 

In Examples 4.25 and 4.26, the function V(x) = x2/2 satisfies (4.48) with 
O:l(r) = O:2(r) = r 2/2. Hence, o:~1(O:2(r)) = rand ,(r) reduces to p(r). In 
higher-dimensional systems, the calculation of, is. more involved. 

Example 4.27 Consider the system 

Xl -Xl + x~ 
X2 -X2 + u 

We start by setting u = 0 and investigate global asymptotic stability of the origin 
of the unforced system. Using 

V(x) = ~xr + ~axi, a > 0 

as a Lyapunov function candidate, we obtain 

Choosing a > 1/4 shows that the origin is globally asymptotically stable. Now we 
allow u =f. 0 and use V (x) with a = 1 as a candidate function for Theorem 4.19. 
The derivative V is given by 

To use the term --(xi + x~)/2 to dominate IX2131ul, we rewrite the foregoing in­
equality as 

V ::; -~(1 - e)(xr + xi) - ~e(xi + xi) + IX2131ul 

where 0 < e < 1. The term 

-~e(xr + xi) + IX2131ul 

will be ::; 0 if IX21 2:: 2lul/e or IX21 ::; 2lul/e and IXII 2:: (2Iul/e)2. This condition is 
implied by 
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Using the norm Ilxli oo = max{lxll, IX21} and defining the class /C function p by 

we see that inequality (4.49) is satisfied as 

. 1 2 4 

~ 

V :S -:2(1 - 8)(xl + x2)' V Ilxll oo ~ p(lu\) 

Inequality (4.48) follows from Lemma 4.3 since V(x) is positive definite and radially 
unbounded. Hence, the system is input-to-state stable. Suppose we want to find 
the class /C function" In this case, we need to find ctl and ct2, It is not hard to 
see that 

V(x) = ~xi + ~x~ :S Ilxll~ + ~ Ilxll!o 

if IX21 :S IXII 

Inequality (4.48) is satisfied with the class /Coo functions 

ctl (r) = min {~r2, ~r4} and ct2(r) = ~r2 + ~r4 

",'(8) = { 

1 
(48) 4, 

J2s, 

if 8 :S 1 

if 8 ~ 1 

The function, depends on the choice of Ilxll. Had we chosen another p-norm, we 
could have ended up with a different " 1:::0. 

An interesting application of the concept of input-to-state stability arises in the 
stability analysis of the cascade system 

h(t,xl,X2) 

h(t,X2) 

(4.51) 

( 4.52) 

where h : [0,00) x Rn1 x Rn
2 .1...   Rn1 and h : [0,00) x Rn

2 ~ Rn2 are piecewise 

continuous in t and locally Lipschitz in x = [ ~~ ]. Suppose both 

Xl = h(t,xl,O) 

and (4.52) have globally uniformly asymptotically stable equilibrium points at their 
respective origins. Under what condition will the origin x = 0 of the cascade 
system possess the same property? The next lemma shows that this will be the 
case if (4.51), with X2 viewed as input, is input-to-state stable. 
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Lemma 4.7 Under the stated assumptions, if the system (4.51), with X2 as input, 
is input-to-state stable and the origin of (4.52) is globally uniformly asymptotically 
stable, then the origin of the cascade system (4.51) and (4.52) is globally uniformly 
asymptotically stable. 0 

Proof: Let to ~ 0 be the initial time. The solutions of (4.51) and (4.52) satisfy 

Ilxdt)11 ::; ;8dllxl(S)II, t - s) + 1'1 C~~~t Ilx2(T)II) (4.53) 

Ilx2(t)11 ::; ;82(llx2(S)II, t - s) (4.54) 

globally, where t ~ s ~ to, ;81, ;82 are class IC£ functions and 1'1 is a class IC function. 
Apply (4.53) with s = (t + to)/2 to obtain 

To estimate X1((t + to)/2), apply (4.53) with s = to and t replaced by (t + to)/2 to 
obtain 

Using (4.54), we obtain 

sup Ilx2(T)11 ::; ;82(llx2(to)II,0) (4.57) 
to::::;T::::; t+;to 

sup Ilx2(T)11 ::; (4.58) 
t+;to ::::;T::::;t 

Substituting (4.56) through (4.58) into (4.55) and using the inequalities 

yield 
Ilx(t)11 ::; ;8(llx(to)ll, t - to) 

where 

It can be easily verified that ;8 is a class IC£ function for all r ~ O. Hence, the origin 
of (4.51) and (4.52) is globally uniformly asymptotically stable. 0 
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4.10 Exercises 

4.1 Consider a second-order autonomous system. For each of the following types 
of equilibrium points, classify whether the equilibrium point is stable, unstable, or 
asymptotically stable: 

(1) stable node (2) unstable node 
( 4) unstable focus (5) center 

(3) stable focus 
(6) saddle 

Justify your answer using phase portraits. 

4.2 Consider the scalar system x = axP + g(x), where p is a positive integer and 
g(x) satisfies Ig(x)1 :::; klxl p+1 in some neighborhood of the origin x = O. Show that 
the origin is asymptotically stable if p is odd and a < O. Show that it is unstable if 
p is odd and a > 0 or p is even and a =I- O. 

4.3 For each of the following systems, use a quadratic Lyapunov function candidate 
to show that the origin is asymptotically stable: 

(1) Xl -Xl + XlX2, X2 -X2 

(2) Xl -x2 - xl(l- xi x~), X2 Xl - X2 (1 - xi - x~) 

(3) Xl x2(1-xi), X2 -(Xl + x2)(1 - xi) 

(4) Xl -Xl - x2, X2 2Xl - x~ 

Investigate whether the origin is globally asymptotically stable. 

4.4 ([151]) Euler equations for a rotating rigid spacecraft are given by 

JlWl (J2 - Js)W2W3 + Ul 

J2W2 (Js - JdW 3W l + U2 

JsW3 (Jl - h)WlW2 + U3 

where WI to W3 are the components of the angular velocity vector W along the 
principal axes, Ul to U3 are the torque inputs applied about the principal axes, and 
J l to Js are the principal moments of inertia. 

(a) Show that with Ul = U2 = U3 = 0 the origin W = 0 is stable. Is it asymptotically 
stable? 

(b) Suppose the torque inputs apply the feedback control Ui = -kiWi, where kl to 
k3 are positive constants. Show that the origin of the closed-loop system is 
globally asymptotically st~ble. 

4.5 Let g(x) be a map from Rninto Rn. Show that g(x) is the gradient vector of 
a scalar function V : Rn --+ R if and only if 

agi agj W" 1 2 - -;::;--, v'l,)=, , ... ,n 
aXj UXi 
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4.6 Consider the system 

where h is continuously differentiable and zh(z) > 0 for all z f O. Using the variable 
gradient method, find a Lyapunov function that shows that the origin is globally 
asymptotically stable. 

4.7 Consider the system x -Q¢(x), where Q is a symmetric positive definite 
matrix and ¢(x) is a continuously differentiable function for which the ith compo­
nent ¢i depends only on Xi, that is, ¢i(X) = ¢i(Xi). Assume that ¢i(O) = 0 and 
Y¢i(Y) > 0 in some neighborhood of y = 0, for alII:::; i :::; n. 

(a) Using the variable gradient method, find a Lyapunov function that shows that 
the origin is asymptotically stable. 

(b) Under what conditions will it be globally asymptotically stable? 

(c) Apply to the case 

n = 2, 

4.8 ([72]) Consider the second-order system 

where 'U = 1 + xi. Let V(x) = xi!(l + xi) + x~. 

(a) Show that V(x) > 0 and V(x) < 0 for all x E R2 - {O}. 

(b) Consider the hyperbola X2 = 2/(Xl - ·J2). Show, by investigating the vector 
field on the boundary of this hyperbola, that trajectories to the right of the 
branch in the first quadrant cannot cross that branch. 

(c) Show that the origin is not globally asymptotically stable. 

Hint: In part (b), show that X2/Xl = -1/(1 + 2V2xl + 2xi) on the hyperbola, and 
compare with the slope of the tangents to the hyperbola. 

4.9 In checking radial unboundedness of a positive definite function V(x), it may 
appear that it is sufficient to examine V(x) as Ilxll --7 CXJ along the principal axes. 
This is not true, as shown by the function 
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(a) Show that V(x) -700 as llxll -700 along the lines Xl = 0 or X2 = O. 

(b) Show that V (x) is not radially unbounded. 
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4.10 (Krasovskii's Method) Consider the system ± = J(x) with J(O) = O. 
Assume that J(x) is continuously differentiable and its Jacobian [aJ lax] satisfies 

[
aJ ] [aJ ]T P ax (x) + ax (x) P :::; -I, where P = pT > 0 

(a) Using the representation J (x) = f01 ~~ ( o-x ) x do-, show that 

xT PJ(x) + JT(x)Px :::; _xT x, V x E Rn 

(b) Show that V (x) = JT (x) P J (x) is positive definite for all x E Rn and radially 
unbounded. 

(c) Show that the origin is globally asymptotically stable. 

4.11 Using Theorem 4.3, prove Lyapunov's first instability theorem: 
For the system (4.1), if a continuously differentiable function V1 (x) can be found 
in a neighborhood of the origin such that V1 (0) = 0, and 1\ along the trajectories 
of the system is positive definite, but V1 itself is not negative definite or negative 
semidefinite arbitrarily near the origin, then the origin is unstable. 

4.12 Using Theorem 4.3, prove Lyapunov's second instability theorem: 
For the system (4.1), if in a neighborhood D of the origin, a continuously differ­
entiable function V1 (x) exists such that V1 (0) = 0 and V1 along the trajectories of 
the system is of the form V1 = AV1 + W(x) where).. > 0 and W(x) 2: 0 in D, and 
if VI (x) is not negative definite or negative semidefinite arbitrarily near the origin, 
then the origin is unstable. 

4.13 For each of the following systems, show that the origin is unstable: 

(1) 

(2) x~ - x~ 

Hint: In part (2), show that r = {O :::; Xl :::; I} n {X2 2: xD n {X2 :::; xi} is a 
nonempty positively invariant set, and investigate the behavior of the trajectories 
inside r. 

4.14 Consider the system 

where g is locally Lipschitz and g(y) 2: 1 for all y E R. Verify that V(x) = 
fOXl yg(y) dy + X1X2 + x§ is positive definite for all x E R2 and radially unbounded, 
and use it to show that the equilibrium point x = 0 is globally asymptotically stable. 
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4.15 Consider the system 

where hI and h2 are locally Lipschitz functions that satisfy hi(O) = 0 and yhi(y) > 0 
for all y =1= O. 

(a) Show that the system has a unique equilibrium point at the origin. 

(b) Show that V(x) J;l hl(y) dy + xU2 + JoX3 h2(y) dy is positive definite for 
all x E R3. 

(c) Show that the origin is asymptotically stable. 

(d) Under what conditions on hI and h2' can you show that the origin is globally 
asymptotically stable? 

4.16 Show that the origin of 

is globally asymptotically stable. 

4.17 ([77]) Consider Lienard's equation 

jj + h(y)y + g(y) = 0 

where 9 and h are continuously differentiable. 

(a) Using Xl = Y and X2 = y, write the state equation and find conditions on 9 
and h to ensure that the origin is an isolated equilibrium point. 

(b) Using V(x) J~X1 g(y) dy + (1/2)x~ as a Lyapunov function candidate, find 
conditions on 9 and h to ensure that the origin is asymptotically stable. 

(c) Repeat part (b) using V(x) = (1/2) [X2 + JoXl h(y) dyJ2 + JoX1 g(y) dy. 

4.18 The mass-spring system of Exercise 1.12 is modeled by 

Show that the system has a globally asymptotically stable equilibrium point. 

4.19 Consider the equations of motion of an m-link robot, described in Exer­
cise 1.4. Assume that P(q) is a positive definite function of q and g(q) 0 has an 
isolated root at q = O. 

(a) '\lith'U = 0, use the total energy V(q, q) = !qT lVf(q)q + P(q) as a Lyapunov 
function candidate to show that the origin (q = 0, q 0) is stable. 
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(b) With u = --Kdq, where Kd is a positive diagonal matrix, show that the origin 
is asymptotically stable. 

(c) With u = g(q) - Kp(q - q*) - Kdq, where Kp and Kd are positive diagonal 
matrices and q* is a desired robot position in Rm

, show that the point (q = 
q*, q = 0) is an asymptotically stable equilibrium point. 

4.20 Suppose the set 111 in LaSalle's theorem consists of a finite number of isolated 
points. Show that limt---+CXl x(t) exists and equals one of these points. 

4.21 ([81 D A gradient system is a dynamical system of the form ± = - V'V (x), 
where "VV(x) = [8Vj8x]T and V : D c Rn -tR is twice continuously differentiable. 

(a) Show that Vex) ::; 0 for all xED, and Vex) = 0 if and only if x is an 
equilibrium point. 

(b) Take D = Rn, Suppose the set f2c = {x E Rn I Vex) ::; c} is compact for every 
c E R. Show that every solution of the system is defined for all t 2: o. 

(c) Continuing with part (b), suppose V'V(x) =1= 0, except for a finite number of 
points PI, ... ,Pro Show that for every solution x(t), limt-tCXl x(t) exists and 
equals one of the points PI, ... ,Pr' 

4.22 Consider the Lyapunov equation P A + AT P -OT 0, where the pair (A, 0) 
is observable. Show that A is Hurwitz if and only if there exists P = p T > 0 
that satisfies the equation. Furthermore, show that if A is Hurwitz, the Lyapunov 
equation will have a unique solution. 
Hint: Apply LaSalle's theorem and recall that for an observable pair (A,O), the 
vector 0 exp(At)x == 0 'vi t if and only if x = O. 

4.23 Consider the linear system ± = (A - BR-I BT P)x, where P = p T > 0 
satisfies the Riccati equation 

R = RT > 0, and Q = QT 2: O. Using Vex) = xT Px as a Lyapunov function 
candidate, show that the origin is globally asymptotically stable when 

(1) Q > O. 

(2) Q = OT 0 and (A,O) is observable; see the hint of Exercise 4.22. 

4.24 Consider the system36 

(
8V)T ± = f(x) - kG(x)R-I(x)GT(x) 8x 

is a closed-loop system under optimal stabilizing control. See [172]. 
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where V (X) is a continuously differentiable) positive definite function that satisfies 
the Hamilton-Jacobi-Bellman equation 

q(x) is a positive semidefinite function, R(x) is a nonsingular matrix, and k is a 
positive constant. Using V(x) as a Lyapunov function candidate, show that the 
origin is asymptotically stable when 

(1) q(x) is positive definite and k 2: 1/4. 

(2) q( x) is positive semidefinite, k > 1/4, and the only solution of i; = f (x) that 
can stay identically in the set {q(x) = O} is t~e trivial solution x(t) == O. 

When will the origin be globally asymptotically stable? 

4.25 Consider the linear system i; = Ax + Bu, where (A, B) is controllable. Let 
lV = J; e - At B BT e - AT t dt for some T > O. Show that W is positive definite and 
let K = BTW- 1 . Use V(x) = xTTy-1x as a Lyapunov function candidate for the 
system i; = (A - BK)x to show that (A - BK) is Hurwitz. 

4.26 Let i; = f(x), where f : Rn -7 Rn. Consider the change of variables z = 
T(x), where T(O) 0 and T : Rn -7 Rn is a diffeomorphism in the neighborhood 
of the origin; that is, the inverse map T- 1

(-) exists, and both T(·) and T- 1
(-) are 

continuously differentiable. The transformed system is 

A A aT I i = f(z), where f(z) = 7) f(x) 
X X=T-l(Z) 

(a) Show that x = 0 is an isolated equilibrium point of i; = f(x) if and only if 
z = 0 is an isolated equilibrium point of i = j(z). 

(b) Show that x = 0 is stable (asymptotically stable or unstable) if and only if 
z = 0 is stable (asymptotically stable or unstable). 

4.27 Consider the system 

(a) Show that the system has a unique equilibrium point. 

(b) Using linearization, show that the equilibrium point asymptotically stable. Is 
it globally asymptotically stable? 

4.28 Consider the system 
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(a) Show that x = 0 is the unique equilibrium point. 

(b) Show, by using linearization, that x = 0 is asymptotically stable. 

(c) Show that r = {x E R2 I XIX2 2:: 2} is a positively invariant set. 

(d) Is x = 0 globally asymptotically stable? 

4.29 Consider the system 

(a) Find all equilibrium point of the system. 

(b) Using linearization, study the stability of each equilibrium point. 
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( c) Using quadratic Lyapunov functions, estimate the region of attraction of each 
asymptotically stable equilibrium point. Try to make your estimate as large 
as possible. 

(d) Construct the phase portrait of the system and show on it the exact regions of 
attraction as well as your estimates. 

4.30 Repeat the previous exercise for the system 

4.31 For each of the systems of Exercise 4.3, use linearization to show that the 
origin is asymptotically stable. 

4.32 For each for the following systems, investigate whether the origin is stable, 
asymptotically stable, or unstable: 

Xl -Xl + XI 
Xl x2 

(1) X2 -X2 + x~ (2) X2 - sin X3 + Xl [-2X3 - sat(y)J2 

X3 X3 - XI 
X3 -2X3 - sat(y) 

where y = - 2XI - 5X2 + 2X3 

Xl -2XI + X1 Xl -Xl 

(3) X2 -X2 + xI (4) X2 -Xl - X2 - x3 - XIX3 
X3 -x3 X3 (Xl + 1)x2 

4.33 Consider the second-order system X = J(x), where J(O) = 0 and J(x) is 
twice continuously differentiable in some neighborhood of the origin. Suppose 
[8J j8x](0) = -B, where B be Hurwitz. Let P be the positive definite solution 
of the Lyapunov equation PB + BTp = -J and take V(x) = xTpx. Show that 
there exists c* > 0 such that, for every 0 < c < c*, the surface V(x) = c is closed 
and [8Vj8xlJ(x) > 0 for all X E {V(x) = c}. 
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4.34 Prove Lemma 4.2. 

4.35 Let 0: be a class J( function on [0, a). Show that 

4.36 Is the origin of the scalar system x = -x/(t + 1), t 2: 0, uniformly asymp­
totically stable? 

4.37 For each of the following linear systems, use a quadratic Lyapunov function 
to show that the origin is exponentially stable: 

(1) x [;~) o:~~ 1 x, Io:(t) I ~ 1 (2) x [ 
-1 

-o:(t) 
o:(t) 1 
-2 x 

(3) x = [~1 -~(t) 1 x, o:(t) 2: 2 
In all cases, o:(t) is continuous and bounded for all t 2: o. 

4.38 ([95]) An RLC circuit with time-varying elements is represented by 

. 1 
Xl = L(t)x2, 

. 1 R(t) 
X2 = - --Xl - --X2 

C(t) L(t) 

Suppose that L(t), C(t), and R(t) are continuously differentiable and satisfy the 
inequalities kl ~ L(t) ~ k2, k3 ~ C(t) ~ k4' and k5 ~ R(t) ~ k6 for all t 2: 0, where 
kl' k3, and k5 are positive. Consider a Lyapunov function candidate 

[ 
2L(t) 1 2 2 2 

V(t,x) = R(t) + R(t)C(t) Xl + 2XIX2 + R(t)X2 

(a) Show that V(t, x) is positive definite and decrescent. 

(b) Find conditions on L(t), C(t), and R(t) that will ensure exponential stability 
of the origin. 

4.39 ([154]) A pendulum with time-varying friction is represented by 

Suppose that g(t) is continuously differentiable and satisfies 

o < a < 0: ~ 9 ( t) ~ fJ < (X) and 9 ( t) ~ r < 2 

for all t 2: O. Consider the Lyapunov function candidate 
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(a) Show that V(t, x) is positive definite and decrescent. 

(b) Show that 11 ::; -(Q - a)x~ - a(2 - 1)(1 - cos Xl) + O(llxIl 3
), where O(llxI1 3

) is 
a term bounded by kllxl1 3 in some neighborhood of the origin. 

(c) Show that the origin is uniformly asymptotically stable. 

4.40 (Floquet theory) Consider the linear system x = A(t)x, where A(t) 
A(t + T).37 Let <I>c,.) be the state transition matrix. Define a constant matrix B 
via the equation exp(BT) = <I>(T, 0), and let P(t) = exp(Bt)<I> (0, t). Show that 

(a) P(t + T) = P(t). 

(b) <I>(t, T) = P-l(t) exp[(t - T)B]P(T). 

(c) the origin of x = A(t)x is exponentially stable if and only if B is Hurwitz. 

4.41 Consider the system 

(a) Verify that XI(t) = t, X2(t) = 1 is a solution. 

(b) Show that if x(O) is sufficiently close to [ ~ l, then x(t) approaches [ ~ 1 as 

t -t 00. 

4.42 Consider the system 

x = -a[In + S(x) + xxT]x 

where a is a positive constant, In is the n x n identity matrix, and S(x) is an x­
dependent skew symmetric matrix. Show that the origin is globally exponentially 
stable. 

4.43 Consider the system x = f(x)+G(x)u. Suppose there exist a positive definite 
symmetric matrix P, a positive semidefinite function W(x), and positive constants 
1 and 0- such that 

2xTpf(x) +1xTpx+ W(x) - 2o-xTpG(x)GT(x)Px::; 0, V x E Rn 

Show that with u = -o-GT (x )Px the closed-loop system has a globally exponentially 
stable equilibrium point at the origin. 

4.44 Consider the system 

Xl = -xl +X2 + (xi +x~)sint, 

Show that the origin is exponentially stable and estimate the region of attraction. 

37See [158] for a comprehensive treatment of Floquet theory. 



190 CHAPTER 4. LYAPUNOV STABILITY 

4.45 Consider the system 

Xl = h(t)X2 - g(t)X~, X2 = -h(t)XI - g(t)X~ 

where h(t) and g(t) are bounded, continuously differentiable functions and g(t) 2: 
k > 0, for all t 2: O. 

(a) Is the equilibrium point x = 0 uniformly asymptotically stable? 

(b) Is it exponentially stable? 

(c) Is it globally uniformly asymptotically stable? 

(d) Is it globally exponentially stable? 

4.46 Show that the origin of the system 

is asymptotically stable. Is it exponentially stable? 

4.4 7 Consider the system 

where a, b, and c are positive constants and ¢(t) and 1/J(t) are nonnegative, contin­
uous, bounded functions that satisfy 

¢(t) ? ¢o > 0, 1/J(t)? 1/Jo > 0, \I t ? 0 

Show that the origin is globally uniformly asymptotically stable. Is it exponentially 
stable? 

4.48 Consider two systems represented by X = f(x) and X = h(x)f(x) where 
f : Rn -7 Rn and h : Rn -7 R are continuously differentiable, f(O) = 0, and 
h(O) > O. Show that the origin of the first system is exponentially stable if and only 
if the origin of the second system is exponentially stable. 

4.49 Show that the system 

where all coefficients are positive, has a globally exponentially stable equilibrium 
point. 
Hint: Shift the equilibrium point to the origin and use V of the form V = kl Yr + 
k2Y~ + k3Yf, where (YI, Y2) are the new coordinates. 
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4.50 Consider the system 

± = f(t, x); f(t,O) = 0 

where [a f / ax] is bounded and Lipschitz in x in a neighborhood of the origin, uni­
formly in t for all t 2:: to 2:: O. Suppose that the origin of the linearization at x = 0 
is exponentially stable, and the solutions of the system satisfy 

IIx(t) II S; j3(ilx(to)II, t - to), V t 2:: to 2:: 0, V IIx(to)11 < c (4.59) 

for some class ICC function 13 and some positive constant c. 

(a) Show that there is a class J( function a and a positive constant, such that 

Ilx(t)1I s; a(lIx(to)ll) exp[-,(t - to)], V t 2:: to, V Ilx(to)11 < c 

(b) Show that there is a positive constant M, possibly dependent on c, such that 

Ilx(t)11 S; Mllx(to)11 exp[-,(t - to)], V t 2:: to, V Ilx(to)11 < c (4.60) 

(c) If inequality (4.59) holds globally, can you state inequality (4.60) globally? 

4.51 Suppose the assumptions of Theorem 4.18 are satisfied with al(r) = k1ra, 
a2(r) = k2ra, and W(x) 2:: k31lxlla, for some positive constants kl' k2' k3, and a. 
Show that (4.42) and (4.43) are satisfied with j3(r, s) = kr exp(-rs) and all (a2(!.t)) = 
kIL, where k = (k2/k1)1/a and, = k3/(k2a). 

4.52 Consider Theorem 4.18 when V(t, x) = V(x) and suppose inequality (4.40) 
is replaced by 

av 
ax f(t, x) S; - W3 (x), V W4 (x) 2:: IL > 0 

for some continuous positive definite functions W3 (x) and W 4 (x). Show that (4.42) 
and (4.43) hold for every initial state x(to) E {V(x) S; c} cD, provided {V(x) S; c} 
is compact and maxW4(X)::;fL V(x) < c. 

4.53 ([72]) Considerthe system ± = f(t, x) and suppose there is a function V(t, x) 
that satisfies 

WI (x) S; V(t, x) S; lV2 (x), V Ilxll 2:: r > 0 

av av at + ax f(t, x) < 0, V Ilxll 2:: r1 2:: r 

where WI (x) and W2 (x) are continuous, positive definite functions. Show that the 
solutions of the system are uniformly bounded. 
Hint: Notice that V(t, x) is not necessarily positive definite. 
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4.54 For each of the following scalar systems, investigate input-to-state stability: 

(1 ) x = -(1 + u)x3 (2) x = - (1 + u )x3 - x5 

(3) x = -x + x2u (4) x = x - x3 + u 

4.55 For each of the following systems, investigate input-to-state stability: 

Xl -Xl + XIX2, X2 -xr - X2 + u 

(2) Xl -Xl + X2, X2 -xr X2 +u 

(3) Xl X2, X2 -xr - X2 + u 

(4) Xl (Xl -- X2 + 'U)(XI - 1), X2 (Xl + X2 + uj(:ti - 11 

(5) Xl -Xl + X2 -X2 + Xl + u 

(6) Xl -Xl - X2 + Ul, X2 Xl - X~ + U2 

(7) Xl -Xl + X2, X2 -Xl - O"(xd - X2 + u 

where 0" is a locally Lipschitz function, 0"(0) = 0, and yO"(y) 2: 0 for all y f O. 

4.56 Using Lemma 4.7, show that the origin of the system 

is globally asymptotically stable. 

4.57 Prove another version of Theorem 4.19, where all the assumptions are the 
same except that inequality (4.49) is replaced by 

where 0:3 is a class lCoo function and 1jJ(u) is a continuous function of u with 1jJ(0) = O. 

4.58 Use inequality (4.47) to show that if u(t) converges to zero as t -700, so does 
x(t). 

4.59 Consider the scalar system X = -x3 + e- t . Show that x(t) -7 0 as t -7 00. 

4.60 Suppose the assumptions of Theorem 4.19 are satisfied for Ilxll < rand 
II'ull < ru with class lC functions 0:1 and 0:2 that are not necessarily class lCoo , Show 
that there exist positive constants kl and k2 such that inequality (4.47) is satisfied 
for Ilx(to)11 < kl and SUPt2': t o Ilu(t)11 < k2 . In this case, the system is said to be 
locally inp'ut-to-state stable. 
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4.61 Consider the system 

(a) With u = 0, show that the origin is globally asymptotically stable. 

(b) Show that for any bounded input u(t), the state x(t) is bounded. 
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(c) With u(t) == 1, Xl(O) = a, and X2(0) = 1, show that the solution is Xl(t) == a, 
X2(t) == 1. 

(d) Is the system input-to-state stable? 

In the next seven exercises, we deal with the discrete-time dynamical system38 

x(k + 1) = f(x(k)), f(O) = 0 (4.61) 

The rate of change of a scalar function V(x) along the motion of (4.61) is defined 
by 

6.V(x) = V(f(x)) - V(x) 

4.62 Rest;;tA Definition 4.1 for the origin of the discrete-time system (4.61). 

4.63 Show that the oJ.:;~n of (4.61) is stable if, in a neighborhood of the origin. 
there is a continuous positive deIlIl~ ~~ ~:~nr+ion V (x) so t.}.;:: ~~   r (X) IS negative 
semidefinite. Show that it is asymptotically stable if, in addition, 6. V (x) is nega­
tive definite. Finally, show that the origin is globally asymptotically stable if the 
conditions for asymptotic stability hold globally and V(x) is radially unbounded. 

4.64 Show that the origin of (4.61) is exponentially stable if, in a neighborhood 
of the origin, there is a continuous positive definite function V (x) such that 

for some positive constants Cl, C2, and C3· 

Hint: For discrete-time systems, exponential stability is defined by the inequality 
Ilx(k)1I :S allx(O)II'l for all k ~ 0, where a ~ 1 and 0 < r < 1. 

4.65 Show that the origin of (4.61) is asymptotically stable if, in a neighborhood 
of the origin, there is a continuous positive definite function V (x) so that 6. V (x) is 
negative semidefinite and 6. V (x) does not vanish identically for any x =I- O. 

4.66 Consider the linear system x (k + 1) = Ax (k ). Show that the following state­
ments are equivalent: 

[95J for a detailed treatment of Lyapunov stability for discrete-time dynamical systems. 
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(1) x = 0 is asymptotically stable. 

(2) IAil < 1 for all eigenvalues of A. 

(3) Given any Q = QT > 0, there exists P = pT > 0, which is the unique solution 
of the linear equation AT P A - P = -Q. 

4.67 Let A be the linearization of (4.61) at the origin; that is, A = [8jI8x](0). 
Show that the origin is asymptotically stable if all the eigenvalues of A have mag­
nitudes less than one. 

4.68 Let x 0 be an equilibrium point for the nonlinear discrete-time system 
x (k + 1) j (x (k)), where j : D --+ Rn is continuously differentiable and D = {x E 

Rn I Ilxll < T}. Let C, I < 1, and TO be positive constants with TO < TIC. Let 
Do = {x E Rn I Ilxll < TO}' Assume that the solutions of the system satisfy 

Ilx(k)11 :::; Cllx(O)lhk
, V x(O) E Do, V k 2: 0 

Show that there is a function V : Do --+ R that satisfies 

cIilxl12 :::; Vex) :::; c211xl1 2 

,6.V(x) = V(f(x)) - Vex) :::; -c311x11 2 

IV(x) - V(y)1 :::; c411x - yll (lIxll + Ilyll) 
for all x, y E Do for some positive constants Cl, C2, C3, and C4. 



Chapter 5 

Input-Output Stability 

In most of this book, we use the state-space approach to model nonlinear dynamical 
systems and place a lot of emphasis on the behavior of the state variables. An 
alternative approach to the mathematical modeling of dynamical systems is the 
input-output approach. 1 An input-output model relates the output of the system 
directly to the input, with no knowledge of the internal structure that is represented 
by the state equation. The system is viewed as a black box that can be accessed only 
through its input and output terminals. In Section 5.1, we introduce input-output 
mathematical models and define £ stability, a concept of stability in the input­
output sense. In Section 5.2, we study £ stability of nonlinear systems represented 
by state models. In Section 5.3, we discuss the calculation of the £2 gain for a 
class of time-invariant systems. Finally, in Section 5.4, we present a version of the 
small-gain theorem. 

5.1 £ Stability 

We consider a system whose input-output relation is represented by 

y=Hu 

where H is some mapping or operator that specifies y in terms of u. The input u 
belongs to a space of signals that map the time interval [0,(0) into the Euclidean 
space Rm; that is, u : [0, (0) ---t Rm. Examples are the space of piecewise con­
tinuous, bounded functions; that is, SUPt?::o Ilu(t) II < 00, and the space of piecewise 

1 In this chapter, we give just enough of a glimpse of the input-output approach to enable 
the reader to understand the relationship of Lyapunov stability to input-output stability and to 
introduce the terminology needed to state the small-gain theorem. For a comprehensive treatment 
of the subject, the reader may consult [53], [208], or [162]. The foundation of the input-output 
approach to nonlinear systems can be found in the 1960's work of Sandberg and Zames. (See, for 
example, [164], [217], and [218].) 

195 
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continuous, square-integrable functions; that is, Jooo uT(t)u(t) dt < 00. To mea­
sure the size of a signal, we introduce the norm function Ilull, which satisfies three 
properties: 

., The norm of a signal is zero if and only if the signal is identically zero and is 
strictly positive otherwise. 

e Scaling a signal results in a corresponding scaling of the norm; that is, Ilau II = 
allull for any positive constant a and every signal u . 

• The norm satisfies the triangle inequality Ilul + u211 :=:; Ilurl! + IIu211 for any 
signals Ul and U2· 

For the space of piecewise continuous, bounded functions, the norm is defined as 

Ilulicoo = sup Ilu(t) II < 00 
t2':O 

and the space is denoted by .e~. For the space of piecewise continuous, square­
integrable functions, the norm is defined by 

Ilull.c2 = 10
00 

uT(t)u(t) dt < 00 

and the space is denoted by .e'2. More generally, the space .e:; for 1 :=:; p < 00 is 
defined as the set of all piecewise continuous functions u : [0,00) ---+ Rm such that 

(
rOO ) lip 

Ilull.cp = Jo Ilu(t) liP dt < 00 

The subscript p in .e:; refers to the type of p-norm used to define the space, while 
the superscript m is the dimension of the signal u. If they are dear from the context, 
we may drop one or both of them and refer to the space simply as .ep , .em, or .e. 
To distinguish the norm of u as a vector in the space .e from the norm of u(t) as a 
vector in Rm, we write the first norm as II· 11.c.2 

If we think of u E .em as a "well-behaved" input, the question to ask is whether 
the output y will be "well behaved" in the sense that y E .eq , where .eq is the same 
space as .em, except that the number of output variables q is, in general, different 
from the number of input variables m. A system having the property that any 
"well-behaved" input will generate a "well-behaved" output will be defined as a 
stable system. However, we cannot define H as a mapping from .em to .eq , because 
we have to deal with systems which are unstable, in that an input u E .em may 

. that the norm 11·11 used in the definition of 11·lkp ' for any p E [1,00], can be any p-norm 
m Rm; the number p is not necessarily the same in the two norms. For example, we may define the 
£= space with Ilull.coo = SUPt>o Ilu(t)lll, Ilull.coo = SUPt>o Ilu(t)112' or Ilull.c oo = SUPt>o Ilu(t)II=· 
However, it is common to define the £2 space with the 2-=-norm in Rm. -
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generate an output y that does not belong to £q. Therefore, H is usually defined 
as a mapping from an extended space £r;: to an extended space £i, where £r;: is 
defined by 

£"; = {u I U r E £m,'Ii T E [O,oo)} 

and U r is a truncation of u defined by 

ur(t) = { u(t), 
0, 

The extended space £r;: is a linear space that contains the unextended space £m as 
a subset. It allows us to deal with unbounded "ever-growing" signals. For example, 
the signal u( t) = t does not belong to the space £00' but its truncation 

u (t) = {t, O:S t :S T 
r 0, t > T 

belongs to £00 for every finite T. Hence, u(t) = t belongs to the extended space 
Looe. 

A mapping H : £r;: -7 £i is said to be causal if the value of the output (H u) (t) 
at any time t depends only on the values of the input up to time t. This is equivalent 
to 

Causality is an intrinsic property of dynamical systems represented by state models. 
With the space of input and output signals defined, we can now define input­

output stability. 

Definition 5.1 A mapping H : £r;: -7 £i is £ stable if there exist a class IC 
function 0:, defined on [0, (0), and a nonnegative constant (3 such that 

(5.1) 

for all u E £r;: and T E [0,(0). It is finite-gain £ stable if there exist nonnegative 
constants '"Y and (3 such that 

(5.2) 

for all u E £r;: and T E [0,(0). 

The constant j3 in (5.1) or (5.2) is called the bias term. It is included in the definition 
to allow for systems where Hu does not vanish at u = 0.3 When inequality (5.2) 
is satisfied, we are usually interested in the smallest possible I for which there is j3 
such that (5.2) is satisfied. When this value of'"Y is well defined, we will call it the 
gain of the system. When inequality (5.2) is satisfied with some I ~ 0, we say that 
the system has an £ gain less than or equal to '"Y. 

Exercise 5.3 for a different role of the bias term. 
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For causal, .c stable systems, it can be shown by a simple argument that 

u E .cm ~ HuE .cq 

and 
IIH ull.e ~ a (liull.c) + /3, VuE.cm 

For causal, finite-gain .c stable systems, the foregoing inequality takes the form 

IIH ull.e ~ ,lJuT 1I.e + /3, VuE.cm 

The definition of .coo stability is the familiar notion of bounded-input-bounded­
output stability; namely, if the system is .coo stable, then for every bounded input 
u(t), the output H u(t) is bounded. 

Example 5.1 A memoryless, possibly time-varying, function h : [0,(0) x R ---+ R 
can be viewed as an operator H that assigns to every input signal u(t) the output 
signal y(t) = h(t, u(t)). We use this simple operator to illustrate the definition of .c 
stability. Let 

eCU _ e-cu 

h(u) = a + btanheu = a + b ---­
eCU + e-CU 

for some nonnegative constants a, b, and e. Using the fact 

h'(u) = 4be 
(ecu + 

~ be, VuE R 

we have 
Ih(u)J ~ a + beJuJ, VuE R 

Hence, H is finite-gain .coo stable with, = be and j3 = a. Furthermore, if a = 0, 
then for each p E [1,(0), 

100 

Ih(u(t))JP dt ~ (be)P 100 

lu(t)IP dt 

Thus, for each p E [1, the operator H is finite-gain .cp stable with zero bias and 
, = be. Let h be a time-varying function that satisfies 

Ih(t, u)J ~ aJuJ, V t 2:: 0, VuE R 

for some positive constant a. For each p E [1,00], the operator H is finite-gain .cp 

stable with zero bias and, = a. Finally, let 

h(u) = u2 

Since 

sup Jh(u(t))1 ~ (suPI U(t)J)2 
t2:0 t2:0 

H is .coo stable with zero bias and a( r) = r2. It is not finite-gain .coo stable 
because the function h(u) = u2 cannot be bounded by a straight line of the form 
Ih(u)1 ~ ,lui + /3, for all u E R. 6 
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Example 5.2 Consider a single-input-single-output system defined by the causal 
convolution operator 

y(t) = it h(t - o-)u(o-) do-

where h(t) = 0 for t < O. Suppose hELle; that is, for every T E [0, (0), 

If u E Looe and T 2: t, then 

ly(t)1 :s itlh(t-o-)llu(o-)1 do-

:s it Ih(t - 0-)1 do- O~~~T lu(o-)I = it Ih(s)1 ds O~~~T lu(o-)I 

Consequently, 

This inequality resembles (5.2), but it is not the same as (5.2) because the constant 
I in (5.2) is required to be independent of T. While IlhTIILl is finite for every finite T, 

it may not be bounded uniformly in T. For example, h(t) = et has IlhTIILl = (eT -1), 
which is finite for all T E [0, (0) but not uniformly bounded in T. Inequality (5.2) 
will be satisfied if hELl; that is, 

Then, the inequality 

shows that the system is finite-gain Loo stable. The condition IIhllL1 < (X) actually 
guarantees finite-gain Lp stability for each p E [1, 00]. Consider first the case p = l. 
For t :S T < 00, we have 

Reversing the order of integration yields 

Thus, 
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Consider now the case p E (1, (0) and let q E (1, (0) be defined by l/p + l/q = l. 
For t ::; T < 00, we have 

ly(t)1 ::; .Io
t 

Ih(t - 0")1 lu(O")1 dO" 

it Ih(t - 0")11/qlh(t - 0")11/Plu(0")1 dO" 

<; ([Ih(t ~ 0-)1 dO-) l/q ([Ih(t ~ o-)llu(o-)IP do-t P 

<; (II"'-II£,)'/q ([Ih(t ~ 0-)1 lu(o-)IP dO-) l/p 

where the second inequality is obtained by applying H6lder's inequality.4 Thus, 

(IlYTIILp)P iT ly(t)IP dt 

::; iT (lIhTlkl)P/q (it Ih(t - O")llu(O")IP dO") dt 

(lIhTIIL1)P/q iT it Ih(t - O")llu(O")IP dO" dt 

By reversing the order of integration, we obtain 

(IlYTIILpr ::; (lIhTIIL1)P/q iT lu(O")IP iT Ih(t - 0")1 dt dO" 

::; (lIhTlkl)P/q IIhTIiLl (liuTIILp)P = (lIhTlkl)P (lIuTlkp)P 

Hence, 

IIYTIlLp ::; IIhllLlllu71kp 

In summary, if IIhllL1 < 00, then for each p E [1,00], the causal convolution operator 
is finite-gain £p stable and (5.2) is satisfied with I = IIhlkl and {3 = o. ,6 

One drawback of Definition 5.1 is the implicit requirement that inequality (5.1) 
or inequality (5.2) be satisfied for all signals in the input space 12m. This excludes 
systems where the input-output relation may be defined only for a subset of the 
input space. The next example explores the point and motivates the definition of 
small-signal £ stability that follows the example. 

inequality states that if f E .Lpe and g E .Lqe , where p E (1, (0) and l/p + l/q = 1, 
then 

j"T (rT )l/P(r- )llq J
o 

Jf(t)g(t)J dt::; J
o 

Jf(t)JP dt J
o 

Jg(tW dt 

for every T E [0, (0). (See [14].) 
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Example 5.3 Consider a single-input-single-output system defined by the nonlin­
earity 

y = tanu 

The output y(t) is defined only when the input signal is restricted to 

7r 
lu(t)1 < 2' \i t 2: 0 

Thus, the system is not 12= stable in the sense of Definition 5.1. However, if we 
restrict u (t) to the set 

7r 
lui:::; r < 2 

then 

Iyl:::; (ta~r) lui 

and the system will satisfy the inequality 

for every u E Lp such that lu(t)1 :::; r for all t 2: 0, where p could be any number 
in [1,00]. In the space 12=, the requirement lu(t)1 :::; r implies that I\ul\.c oo :::; r, 
showing that the foregoing inequality holds only for input signals of small norm. 
However, for other Lp spaces with p < 00 the instantaneous bound on lu(t)1 does 
not necessarily restrict the norm of the input signal. For example, the signal 

u(t) = re- rt
/

a , a > 0 

which belongs to Lp for each p E [1,00]' satisfies the instantaneous bound lu(t)1 :::; r 
while its Lp norm 

can be arbitrarily large. 

Definition 5.2 A mapping H : 12;: ---+ L~ is small-signal 12 stable (respectively, 
small-signal finite-gain 12 stable) if there is a positive constant r such that inequality 
(5.1) [respectively, inequality (5.2)] 'is satisfied for allu E 12;: withsuPo:5:t:5:T lIu(t) 1\ :::; 

r. 

5.2 L Stability of State Models 

The notion of input-output stability is intuitively appealing. This is probably 
why most of us were introduced to dynamical system stability in the framework 
of bounded-input-bounded-output stability. Since, in Lyapunov stability, we put a 
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lot of emphasis on studying the stability of equilibrium points and the asymptotic 
behavior of state variables, one may wonder: What can we see about input-output 
stability starting from the formalism of Lyapunov stability? In this section, we 
show how Lyapunov stability tools can be used to establish £ stability of nonlinear 
systems represented by state models. 

Consider the system 

y 

f(t, x, u), x(O) = xo 

h(t, x, u) 

(5.3) 

(5.4) 

where x E Rn, u E Rm, y E Rq, f : [0,(0) x D x Du -7 Rn is piecewise continuous in 
t and locally Lipschitz in (x, u), h : [0,(0) x D x Du -7 Rq is piecewise continuous in 
t and continuous in (x, u), D c Rn is a domain that contains x = 0: and Du C Rm 
is a domain that contains u = O. For each fixed Xo r::: the state model given 
by (5.3) and (5.4) defines an operator H that assigns to each input signal u(t) the 
corresponding output signal y(t). Suppose x = 0 is an equilibrium point of the 
unforced system 

± = f(t, x, 0) (5.5) 

The theme of this section is that if the origin of (5.5) is uniformly asymptotically 
stable (or exponentially stable), then, under some assumptions on f and h, the 
system (5.3) and (5.4) will be £ stable or small-signal £ stable for a certain signal 
space £. We pursue this idea first in the case of exponentially stability, and then 
for the more general case of uniform asymptotic stability. 

Theorem 5.1 Consider the system (5.3)-(5.4) and take r > 0 and ru > 0 such 
that {llxll :S r} cD and {Ilull :S ru} C Du' Suppose that 

.. x = 0 is an exponentially stable equilibrium point of (5.5), and there is a 
Lyapunov function V(t,x) that satisfies 

clllxl12 :S V(t, x) :S c2lixl1 2 (5.6) 

av av 2 
8t + ax f(t, x, 0) :S -c311xll (5.7) 

II ~~ II :S c411xll (5.8) 

for' all (t,x) E [0,(0) x D for some positive constants Cl, C2, C3, and C4. 

• f and h satisfy the inequalities 

Ilf(t, x, u) - f(t, x, 0) II :S Lllull 

Ilh(t, x, u) II :S 171llxll + 17211ull 

(5.9) 

(5.10) 

for all (t,x,u) E [0,(0) x D x Du for some nonnegative constants L, 171, and 

172· 
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Then, for each Xo with Ilxoll :::; rJ cli C2, the system (5.3)-(5.4) is small-signal 
finite-gain Lp stable for each p E [1,00]. In particular, for each u E Lpe with 
sUPO:St:::>r Ilu(t)1I :::; min{rU1 ClC3 r /(C2C4L)}, the output y(t) satisfies 

(5.11) 

for all T E [0,(0), with 

{

I, 

l' = T/2 + T/1~:~:L 1 f3 = T/llixolljf;P, where p = (2 )l/P 
c~~ , 

if p = 00 

if p E [1, (0) 

Furthermore, if the origin is globally exponentially stable and all the assumptions 
hold globally (with D = Rn and Du = Rm), then, for each Xo ERn, the system 
(5.3)-(5.4) is finite-gain Lp stable for each p E [1,00]. 0 

Proof: The derivative of V along the trajectories of (5.3) satisfies 

V(t, x, u) : + ~~ f(t, x, 0) + ~~ [J(t, x, u) - f(t, x f\;~ 
:::; -c3\\xIl2 + c4L\\xl\llull 

Take W(t) = 
obtain 

(t, x\t)). When V(t,x(t)) #- 0, use IV = V 1(2VV) and (5.6) to 

IV :::; - ~ (c3
) W + C4

L 
l\u(t)1I 

2 C2 2JCl 

When V(t, x(t)) = 0, it can be verified5 that 

D+W(t) :::; 2c~\lu(t)11 (5.12) 

Hence, 

D+W(t) :::; - ~ (c3
) W + C4

L Ilu(t)11 
2 C2 2JCl 

for all values of V(t,x(t)). By (the comparison) Lemma 3.4, W(t) satisfies the 
inequality 

Using (5.6), we obtain 

5See Exercise 5.6. 
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It can be easily verified that 

ensure that Ilx(t)11 :::; r; hence, x(t) stays within the domain of validity of the 
assumptions. Using (5.10), we have 

where 

Set 

Suppose now that u E L;~ for some p E [1,00]. Using the results of Example 5.2, it 
can be easily verified that 

It is also straightforward to see that 

As for the first term, Yl (t), it can be verified that 

Thus, by the triangle inequality, (5.11) is satisfied with 

k2 
I = k3 + -, {3 = kIP 

a 

if p = 00 

if p E [1,00) 

When all the assumptions hold globally, there is no need to restrict Ilxo II or the 
instantaneous values of Ilu(t)ll. Therefore, (5.11) is satisfied for each Xo E Rn and 
u E Lpe. 0 

The use of (the converse Lyapunov) Theorem 4.14 shows the existence of a Lya­
punov function satisfying (5.6) through (5.8). Consequently, we have the following 
corollary. 
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Corollary 5.1 Suppose that, in some ne'ighborhood of (x = 0, u = 0), the fun~tion 
f(t, x, u) is continuously differentiable, the Jacobian matrices [of lax] and [of lou] 
are bounded, uniformly in t, and h(t,x,u) satisfies (5.10). Ifthe origin x = 0 is an 
exponentially stable equilibri'um point of (5.5), then there is a constant ro > 0 such 
that for each Xo with Ilxo II < ro, the system (5.3)-(5.4) is small-signal fin'ite-gain 
Lp stable for each p E [1,00]. Furthermore, if all the assumptions hoJd globally and 
the origin x = 0 is a globally exponentially stable equilibrium point of (5.5), then for 
each Xo E Rn, the system (5.3)--(5.4) is finite-gain Lp stable for each p E [1,00]. 0 

For the linear time-invariant system 

y 

Ax+Bu, 

Cx+Du 

(5.14) 

(5.15) 

the global exponential stability condition of Theorem 5.1 is equivalent to the con-
dition that A is Hurwitz. Thus. we h>lVP tl,r. rl"C;1 11t for li1jpc,."o cydpyy\,," 

Corollary 5.2 The linear time-invariant system (5.14)-(5.15) is finite-gain Lp sta­
ble for each p E [1,00] if A is Hurwitz. Moreover, (5.11) is satisfied with 

where 
if P = 00 

and P is the solution of the Lyapunov equation PA + AT P = -1. o 

We leave it for the reader to derive the foregoing expressions for rand (3. 

Example 5.4 Consider the single-input-single-output, first-order system 

i:; -x - x 3 + u, x(O) = Xo 

y tanh x + u 

The origin of i:; = -x - x 3 is globally exponentially stable, as can be seen by 
the Lyapunov function V(x) = x2 /2. The function V satisfies (5.6) through (5.8) 
globally with Cl = C2 = 1/2, C3 = C4 = 1. The functions f and h satisfy (5.9) and 
(5.10) globally with L = rJl = rJ2 = 1. Hence, for each Xo E R and each p E [1,00], 
the system is finite-gain Lp stable. 6 
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Example 5.5 Consider the single-input-single-output second-order system 

Xl X2 

X2 -Xl - X2 - a tanh Xl + u 

Y Xl 

where a is a nonnegative constant. Use 

as a Lyapunov function candidate for the l..:!.nforced system: 

V -2P12(Xr+axl tanb :::::1)+2(P11-P12-P22)XlX2-2aP22x2 tanh xl-2(p22-P12)X~ 

Choose P11 = P12 + P22 to cancel the cross-product term XlX2' Then, taking P22 = 
2P12 = 1 makes P positive definite and results in 

Using the fact that Xl tanh Xl 2: 0 for all Xl E R, we obtain 

Thus, for all a < 1, V satisfies (5.6) through (5.8) globally with Cl = Amin(P), 
C2 = Amax(P), C3 = 1 -- a, and C4 = 211PI12 = 2Amax (P). The functions f and h 
satisfy (5.9) and (5.10) globally with L = "71 = 1, "72 = O. Hence, for each Xo E R 
and each P E 00], the system is finite-gain £p stable. 6 

'fie turn now to the more general case when the origin of (5.5) is uniformly 
asymptotically stable and restrict our attention to the study of £00 stability. The 
next two theorems give conditions for small-signal £00 stability and £00 stability, 
respectively 

Theorem 5.2 Consider- the system (5.3)-(5.4) and take r- > 0 such that {llxll :S 
r-} cD. Suppose that 

• X 0 is a unifor-mly asymptotically stable equilibr-ium point of (5.5), and ther-e 
is a Lyapunov function V(t,x) that satisfies 

O:l(IIXII) :S V(t,x) :S 0:2(llxll) 
av av at + ax f(t, x, 0) :S -0:3(llxll) 

II ~~ II :S 0:4(llxll) 

for- all (t, x) E [0, (0) x D for- some class J( functions 0:1 to 0:4. 

(5.16) 

(5.17) 

(5.18) 
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• f and h satisfy the inequalities 

Ilf(t, x, u) - f(t, x, 0)11 :S OO5(llull) 

Ilh(t, x, u)11 :s OO6(llxll) + OO7(llull) + 7J 

207 

(5.19) 

(5.20) 

for all (t,x,u) E [0,(0) x D x Du for some class J( functions 005 to 007, and a 
nonnegative constant 7J. 

Then, for each Xo with Ilxoll :s oo;-l(OOl(r)), the system (5.3)-(5.4) is small-signal 
£00 stable. 0 

Proof: The derivative of V along the trajectories of (5.3) satisfies 

V(t,x,u) 
aV aV aV 
at + ax f(t, x, 0) + ax [fet, x, u) - f(t, x, 0)] 

:s -OO3(ll x ll) + OO4(llxII)OO5(llull) 

:s -(1 - fJ)OO3(llxll) - fJOO3(llxll) + OO4(r)OO5 (O~~~T Ilu(t)ll) 

where 0 < fJ < 1. Set 

and choose ru > 0 sma.i.: "l1ough that {Ilull ::::: r 11 1 C Dv. and !' ./ 
sUPO::;t::;T Ilu(t)11 :S ru' Then, 

V :S -(1 - fJ)OO3(llxll), V Ilxll 2: f-t 

By applying Theorem 4.18, we conclude from (4.42) and (4.43) that Ilx(t)11 satisfies 
the inequality 

Ilx(t)11 :S ,6(ll xoll, t) + 1 (sup Ilu(t)ll) 
0::; t::; T 

(5.21) 

for all 0 :S t :S T, where ,6 and 1 are class J(£ and class J( functions, respectively. 
Using (5.20), we obtain 

Ily(t)11 :S 006 (,6(1lxoll, t) + 1 (O~~~T Ilu(t)II)) + OO7(llu(t)ll) + 7J 

:S 006 (2,6(ll xoll, t)) + 006 (21 (O~~~T Ilu(t)II)) + OO7(1lu(t)ll) + 7J 

where we used the general property of class J( functions 6 

oo(a + b) :S oo(2a) + oo(2b) 

6See Exercise 4.35. 



208 CHAPTER 5. INPUT-OUTPUT STABILITY 

Thus, 
(5.22) 

where 

o 

The use of (the converse Lyapunov) Theorem 4.16 shows the existence of a 
Lyapunov function satisfying (5.16) through (5.18). Consequently, we have the 
following corollary: 

Corollary 5.3 Suppose that, in some neighborhood of (x = 0, u = 0), the function 
f(t,x,u) is continuously differentiable, the Jacobian matrices [of/ax] and [of/au] 
are bounded, uniformly in t, and h(t, x, u) satisfies (5.20). If the unforced system 
(5.5) has a uniformly asymptotically stable equilibrium point at the origin x = 0, 
then the system (5.3)-(5.4) is small-signal Coo stable. <> 

To extend the proof of Theorem 5.2 to c:how Coo stability, we need to demon­
strate that (5.21) holds for any initial state Xo E }{~ b,:-;'0 any bounded input. As we 
discussed in Section 4.9, such inequality will not automatically hold when the con­
ditions of Theorem 5.2 are satisfied globally, even when the origin 01 (G.G) IS gi;.~;:.~~:" 
uniformly asymptotically stable. However, it will follow from input-to-state stability 
of the system (5.3), which can be checked using Theorem 4.19. 

Theorem 5.3 Consider the system (5.3)-(5.4) with D = Rn and Du = Rm. Sup­
pose that 

.. The system (5.3) is input-to-state stable. 

• h satisfies the inequality 

(5.23) 

for all (t, x, 'u) E [0, CXJ) X Rn x Rm for some class IC functions al, a2, and a 
nonnegative constant TJ. 

Then, for each Xo E Rn, the system (5.3)-(5.4) is Coo stable. <> 

Proof: Input-to-state stability shows that an inequality similar to (5.21) holds 
for any Xo E Rn and any u E Cooe . The rest of the proof is the same as that of 
Theorem 5.2. 0 

Example 5.6 Consider the single-input-single-output first-order system 

:i; -x - 2x3 + (1 + x 2 )u2 

y x 2 +u 
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We saw in Example 4.26 that the state equation is input-to-state stable. The output 
function h satisfies (5.23) globally with 0:1(1') = 1'2,0:2(1') = 1', and TJ = O. Thus, 
the system is Loo stable. D. 

Example 5.7 Consider the single-input-single-output second-order system 

Xl -xf + g(t)X2 

X2 -g(t)X1 - x~ + u 

y Xl + X2 

where g(t) is continuous and bounded for all t ;:: O. Taking V = (xi + x~), we have 

II = -2xi - 2x~ + 2X2U 

Using 
xi + x~ ;:: ! Ilxll~ 

yields 

II ::; -llxll~ + 21\xl121uI 
-(1- B)llxll~ - Bllxll~ + 211x1121ul, 0 < B < 1 

C; -(1 - B)lIxlli, Vllxllz:O: C~I f' 
Thus, -1/ 32t,isfies inequalities (q.,±~)' (4.49) of Theorem 4.19 globally, with 
0:1(1') = 0:2(1') :0..- 1'2, W3(x) = -(1- B)llxlli, ana fJ\": = (2rjB)1/3. Hence, the 
state equation is inv:+-to-state stable. Furthermore, the function It = "'1 ' 

isfies (5.23) globally with Co, (r) = V21', 0:2 = 0, and TJ = O. Thus, the system is Loo 
stable. D. 

5.3 £2 Gain 

L2 stability plays a special role in systems analysis. It is natural to work with square­
integrable signals, which can be viewed as finite-energy signals. 7 In many control 
problems,8 the system is represented as an input-output map, from a disturbance 
input u to a controlled output y, which is required to be small. With L2 input 
signals, the control system is designed to make the input-output map finite-gain 
L2 stable and to minimize the L2 gain. In such problems, it is important not only 
to be able to find out that the system is finite-gain L2 stable, but also to calculate 
the L2 gain or an upper bound on it. In this section, we show how to calculate the 
L2 gain for a special class of time-invariant systems. "\7iJe start with linear systems. 

7If you think of u(t) as current or voltage, then uT(t)u(t) is proportional to the instantaneous 
power of the signal, and its integral over all time is a measure of the energy content of the signal. 

8See the literature on Roo control; for example, [20]' [54], [61], [90], [199], or [219]. 
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Theorem 5.4 Consider the linear time-invariant system 

y 

Ax+Bu 

Cx+Du 

(5.24) 

(5.25) 

wheTe A is H UTwitz. Let G ( 8 ) 

system is sUPwER IIG(jw)112.9 
C(8I - A)-l B + D. Then, the £2 gain of the 

o 

Proof: Due to linearity, we set x(O) = O. From Fourier transform theory,lO we 
know that for a causal signal y E [2, the Fourier transform Y (jw) is given by 

Y(jw) = 10
00 

y(t)e- jwt dt 

and 
Y(jw) = G(jw)U(jw) 

Using Parseval's theorem,11 we can write 

/'00 1 100 

'0 yT(t)y(t) dt = - Y*(jw)Y(jw) dw 
JI 27r -00 

'~~ I: U*(jw)GT(-jw)G(jw)U(jw) dw 

(
SUP IIG(jW)112)2 ~ j'OO U*(jw)U(jw) dw 
wER 27r -00 

( SUP IIG(jw) 112) 2 Ilull~2 
wER 

which shows that the £2 gain is less than or equal to sUPwER IIG(jw)112' Showing 
that the £2 gain is equal to sUPwER IIG(jw) 112 is done by a contradiction argument 
that is given in Appendix C.lO. 0 

The case of linear time-invariant systems is exceptional in that we can actually 
find the exact £2 gain. In more general cases, like the case of the next theorem, we 
can only find an upper bound on the £2 gain. 

r_--c:--:::--__ i_nd_u_ced 2-norm of the complex matrix G(jw), which is equal to 

= O"max[G(jW)]. This quantity is known as the HDO norm of G(jw), 
as an element of the Hardy space HDO • (See [61].) 

I-'''T''''''''''' I'" theorem [53] states that for a causal signal y E £2, 

j'DO yT(t)y(t) dt = 1 j'DO Y*(jw)Y(jw) dw 
o 27T _DO 
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Theorem 5.5 Consider the time-invariant nonlinear system 

i; = f(x) + G(x )u, x(O) = Xo 

y = h(x) 

211 

(5.26) 

(5.27) 

where f (x) is locally Lipschitz, and G (x), h( x) are continuous over Rn. The matrix 
G is n x m and h : Rn ~ Rq. The functions f and h vanish at the origin; 
that is, f(O) = 0 and h(O) = O. Let, be a positive number and suppose there is 
a continuously differentiable, positive semidefinite function V (x) that satisfies the 
inequality 

def av 1 av (aV)T 1 , 
H(V, f, G, h,,) = ax f(x)+ 2,2 ax G(x)GT(x) ax +"2hT (x)h(x) ::; 0 (5.28) 

for all x E Rn. Then, for each Xo E Rn. ::, uystem (5.26)-(5.27) is finite-gain £2 
stable and its £2 gain is less thf"r' v'( equal to ,. <> 

~ .Lv .... :. ny completing the squares, we have 

av av 
-f(x) + --;::;-G(x)u 
ax uX 

1 II 1 (av\T\\2 dV 
u -y= nT(.:;~ \. ax) II + ax f(x) 

II 2 

1 av T (av ) T 1 2 2 
+ 2,2 ax G(x)G (x) ax +"2' IIul1 2 

Substituting (5.28) yields 

av av 1 211 112 111 12 1 211 1 T (av)TI12 ax f(x) + ax G(x)u ::;"2' u 2 - "2 yl2 -"2' u - ,2 G (x) ax 2 

Hence, 
av av 1 2 
--;::;- f(x) + --;::;-G(x)u::; -, Ilull~ 
uX ux 2 

1 2 
"2llylb (5.29) 

Note that the left-hand side of (5.29) is the derivative of V along the trajectories 
of the system (5.26). Integrating (5.29) yields 

1 {T 1 (T 
V(X(T)) - V(xo) ::; "2,2)0 Ilu(t)ll~ dt - "2)0 Ily(t)ll~ dt 

where x(t) is the solution of (5.26) for a given u E £2e' Using V(x) 2: 0, we obtain 

iT Ily(t)ll~ dt ::; ,21
T 

Ilu(t)ll~ dt + 2V(xo) 

Taking the square roots and using the inequality va2 + bi ::; a + b for nonnegative 
numbers a and b, we obtain 

(5.30) 
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which completes the proof. o 

Inequality (5.28) is known as the Hamilton-Jacobi inequality (or the Hamilton­
Jacobi equation when::; is replaced by =). The search for a function V (x) that sat­
isfies (5.28) requires basically the solution of a partial differential equation, which 
might be difficult to solve. If we succeed in finding V (x), we obtain a finite-gain 
£2 stability result, which, unlike Theorem 5.1, does not require the origin of the 
unforced system to be exponentially stable. This point is illustrated by the next 
example. 

Example 5.8 Consider the single-input-single-output system 

Xl X2 

X2 -ax~ - kX2 + U 

Y x2 

where a and k are positive co:~stants. The unforced system is a slJt:cial case of 
the class of systems treated in Example 4.9. In that exaH~ple, we used the energy­
like Lyapunov function V(x) = axi/4 + x§/2 to show that the origin is globally 
asymptotically stable. Using V(x) = a(axi/4 + x~/2) with a > 0 as a candidate 
for the solution of the Hamilton-~acobi inequality (5.28), it can be shown that 

( 
a2 1) 2 

H(V, iI, G, h, ,) = -ak + 2,2 +"2 X2 

To satisfy (5.28), we need to choose a > 0 and, > 0 such that 

By simple algebraic manipulation, we can rewrite this inequality as 

a 2 
2 > , - -2a-k---l 

(5.31) 

Since we are interested in the smallest possible " we choose a to minimize the 
right-hand side of the preceding inequality. The minimum value 1 I k 2 is achieved 
at a = 11k. Thus, choosing, = 11k, we conclude that the system is finite-gain 
£2 stable and its £2 gain is less than or equal to 11k. We note that the conditions 
of Theorem 5.1 are not satisfied in this example because the origin of the unforced 
system is not exponentially stable. Linearization at the origin yields the matrix 

which is not Hurwitz. 
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The idea of the preceding example is generalized in the next one. 

Example 5.9 Consider the nonlinear system (5.26)-(5.27), with m = q, and sup­
pose there is a continuously differentiable positive semidefinite function W (x) that 
satisfies 12 

awf(x) 
ax ~ -khT (x)h(x), k > 0 (5.32) 

an! G(x) 
ax 

(5.33) 

for all x E Rn. Using V (x) = 0: W (x) with 0: > 0 as a candidate for the solution of 
the Hamilton-Jacobi inequality (5.28), it can be shown that 

H(V,f,G,h,,) = (-O:k+ 2~2 +~) hT(x)h(x) 

To satisfy (5.28), we need to choose 0: > 0 and, > 0 such that 

0:
2 1 

-o:k+ - + - < 0 2,2 2-

This inequality is the same as inequality (5.31) of Example 5.8. By repeating the 
argument used there, it can be shown that the system is finite-gain £2 stable and 
its £2 gain is less than or equal to 1. / k. D. 

iijxample 5.10 Consider the nonlinear system (5.26)-(5.27), with m = q, and sup­
pose '~.,.,," is a continuously differentiable positive semidefinite function W (x) that 
satisfies 13 

~~ f(x) ~ 0 
ax 

aw G(x) j~T (x) 
ax 

for all x E Rn. The output feedback control 

u = -ky + v, k > 0 

results in the closed-loop system 

:i; f(x) - kG(x)GT(x) (aa:) T + G(x)v 

y = h(x) = GT(x) (a:f 

(5.34) 

(:;35) 

fc(x) + G(x)v 

12 A system satisfying (5.32) and (5.33) will be defined in the next chapter as an output strictly 
passive system. 

13 A system satisfying (5.34) and (5.35) will be defined in the next chapter as a passive system. 
We will come back to this example in Section 6.5 and look at it as a feedback connection of two 
passive systems. 
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It can be easily verified that, for the closed-loop system, W(x) satisfies (5.32) and 
(5.33) of the previous example. Hence, the input-output map from v to y is finite­
gain £2 stable and its £2 gain is less than or equal to l/k. This shows, in essence, 
that the £2 gain can be made arbitrarily small by choosing the feedback gain k 
sufficiently large. l::,. 

~:x:anClPJle 5.11 Consider the linear time-invariant system 

i; Ax + Bu 

y Cx 

Suppose there is a positive semidefinite solution P of the Riccati equation 

PA + ATp+ ~PBBTp +CTC'= 0 ,2 (5.36) 

for some, > O. Taking V(x) = (1/2)xT Px and '_:::::~~lg the expresto::--'1 [av/ax] 
xT P, it can be easily seen that V(x) s::::",~ies the Hamilton-Jacobi equat10_~ 

Hence, the system is finite-gain £2 stable and its £2 gain is less than or equal to 
,. This result gives an alternative method for computing an upper bound on the 
£2 gain, as opposed to the frequency-domain calculation of Theorem 5.4. It is 
interesting to note that the existence of a positive semidefinite solution of (5.36) is 
a necessary and sufficient condition for the £2 gain to be less than or equal to ,.14 

l::,. 

In Theorem 5.5, we assumed that the assumptions hold globally. It is clear from 
the proof of the theorem that if the assumptions hold only on a finite domain D, 
we will still arrive at inequality (5.30) as long as the solution of (5.26) stays in D. 

Corollary 5.4 Suppose the assumptions of Theorem 5.5 are satisfied on a domain 
D c Rn that contains the origin. Then, for any Xo E D and any u E £2e for which 
the 80lution of (5.26) satisfies x(t) E D for all t E [0, TJ, we have 

<> 

Ensuring that the solution x(t) of (5.26) remains in some neighborhood ofthe ori­
gin, when both Ilxo II and 8UPO<t<T Ilu(t) II are sufficiently small, follows from asymp­
totic stability of the origin of ± -= f (x). This fact is used to show small-signal £2 
stability in the next lemma. 

[54] for the proof of necessity. 
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Lemma 5.1 Suppose the assumptions of Theorem 5.5 are satisfied on a domain 
D c Rn that contains the origin, f (x) is continuously differentiable, and x = 0 is 
an asymptotically stable equilibrium point of x = f(x). Then, there is kl > 0 such 
that for each Xo with \\xo\\ ::; kl' the system (5.26)-(5.27) is small-signal finite-gain 
L2 stable with L2 gain less than or equal to ,. <> 

Proof: Take r > 0 such that {\\x\\ ::; r} C D. By (the converse Lyapunov) The­
orem 4.16, there exist ro > 0 and a continuously differentiable Lyapunov function 
W (x) that satisfies 

al(\\x\\) ::; lV(x) ::; a2(\\x\\) 

oW ax f(x) ::; -a3(\\x\\) 

for all \\x\\ < ro, for some class lC functions a1 to a3. The derivative of W along 
the trajectories of (5.26) satisfies 

W(x,u) 
oW oW ax f(x, 0) + ax [J(x, u) - f(x, 0)] ::; -a3(\\x\1) + kL\\u\\ 

::; -(1 - e)a3(\\x\\) - ea3(\\X\\) + kL sup \\u(t)\1 
O::;t::;T 

::; -(1 - e)a3(I\x\\), V \Ixll 2: a 31 
(kL O~~~T Ilu(t)\I/e) 

W-b8re k is an upper bound on l\oW/oxll, L is a Lipschitz constant of f with respect 
to u, an~ ~ < e < 1. Slmiln~ ~~ ~:le l-'W01 01 lneorem 5.~, we can apply l:"~leu.v~:: ~.~~ 
to show that the:;:'::; eJ\..l"~ ~ dass lCL function (3, a class lC function ,0, and positive 
constants kl and k2 such that, for any initial state Xo with Ilxo II ::; kl and any input 
u(t) with sUPO::;t:ST Ilu(t)11 ::; k2' the solution x(t) satisfies 

l\x(t)11 ::; (3(ll xoll, t) + ,0 C~~~T Ilu(t)ll) 

for all 0 ::; t ::; T. Thus, by choosing kl and k2 small enough, we can be sure that 
\lx(t)11 ::; r for all 0 ::; t ::; T. The lemma follows then from Corollary 5.4. 0 

To apply Lemma 5.1, we need to check asymptotic stability ofthe origin of x = f(x). 
This task can be done by using linearization or searching for a Lyapunov function. 
The next lemma shows that, under certain conditions, we can use the same function 
V that satisfies the Hamilton-Jacobi inequality (5.28) as a Lyapunov function for 
showing asymptotic stability. 

Lemma 5.2 Suppose the assumptions of Theorem 5.5 are satisfied on a domain 
D c R n that contains the origin, f (x) is continuously differentiable, and no solution 
of x = f(x) can stay identically in S = {x E D I h(x) = O} other than the trivial 
solution x(t) == O. Then, the origin of x = f(x) is asymptotically stable and there is 
kl > 0 such that for each Xo with Ilxoll ::; kl' the system (5.26)-(5.27) is small-signal 
finite-gain L2 stable with L2 gain less than or equal to ,. <> 
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Proof: Take u(t) := O. By (5.28), we have 

. av I T 
V(x) = axf(x) ::; - 2h (x)h(x), 'II xED (5.37) 

Take r > 0 such that Br = {llxll ::; r} C D. We will show that V(x) is positive 
definite in Br . Toward that end, let ¢( t; x) be the solution of x = f (x) that starts 
at ¢(O; x) = x E Br . By existence and uniqueness of solutions (Theorem 3.1) and 
continuous dependence of the solution on initial states (Theorem 3.4), there exists ° > 0 such that for each x E Br the solution ¢( t; x) stays in D for all t E [0,0]. 
Integrating (5.37) over [0, r] for r ::; 0, we obtain 

V(¢(r; x)) - V(x) ::; - ~ 1T Ilh(¢(t; x))II~ dt 
o , 

Using V (¢( r; x)) 2:: 0, we obtain 

V(x) 2:: ~ 10
T 

Ilh(Mt:x))!!~ dt 

Suppose now that there is x =1= 0 such that V(x) = O. T:~2 foregoing inequality 
implies that 

1T Ilh(¢(t;x))II~ dt = 0, 'II r E [0,0] =? h(¢(t;x)):= 0, 'II t E [0,0] 

Since during this interval the solution stays in S and, by assumption, the only 
solution that can stay identically in S is the trivial solution, we conclude that 
¢(t; x) := 0 =? x = O. Thus, If(x) is positive definite in B r . Using V(x) as a 
Lyapunov function candidate for x = f(x), we conclude from (5.37) and LaSalle's 
invariance principle (Corollary 4.1) that the origin of x = f (x) is asymptotically 
stable. Application of Lemma 5.1 completes the proof. D 

Example 5.12 As a variation on the theme of Examples 5.8 and 5.9, consider the 
system 

:h X2 

X2 -a(xl - ~xr) - kX2 + u 

y X2 

where a, k > O. The function V(x) = a [a (xU2 - xi/12) + x~/2J, with a > 0, 
is positive semidefinite in the set {I XII ::; -J6}. Using V (x) as a candidate for the 
solution of the Hamilton-Jacobi inequality (5.28), it can be shown that 
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Repeating the argument used in Example 5.8, it can be easily seen that by choosing 
CY = I = 11k, inequality (5.28) is satisfied for all x E R2. Since the conditions 
of Theorem 5.5 are not satisfied globally, we investigate small-signal finite-gain 
stability by using Lemma 5.1. We need to show that the origin of the unforced 
system is asymptotically stable. This can be shown by linearization at the origin, 
which results in a Hurwitz matrix. Alternatively, we can apply Lemma 5.2, whose 
conditions are satisfied in the domain D = {ixli < .J3}, because 

Thus, we conclude that the system is small-signal finite-gain £2 stable and its £2 
gain is less than or equal to 11k. 6. 

5.4 Feedback Systems: The Small-Gain Theorem 

The formalism of input-output stability is particularly useful in studying stability 
of interconnected systems, since the gain of a system allows us to track how the 
norm of a signal increases or decreases as it passes through the system. This is 
particularly so for the feedback connection of Figure 5.1. Here, we have two systems 
HI : £": ~ £~ and H2 : £~ ~ £";". Suppose both systems are finite-gain £ stable;15 
that is, 

IIYlT 11.c 

IIY2T 11.c 

:::; 'll\elTll.c+,8b Vel E£r;, VTE [0,00) 

:::; '21Ie2TII.c + ,82, V e2 E £~, V T E [0,00) 

(5.38) 

(5.39) 

quppose further that the feedback system is well defined in the sense that for every 
pail of inputs Ul E £";" and U2 E £~, there exist unique outputs el, Y2 E £": and 
e2, Yl E:: .c~.16 Define 

The question of interest 1, whether the £c:::cl'ua,ck (;UJ.J.::::,~·+;"n when viewed as a 
mapping from the input U to tk output e or a mapping from input u to the output 
y, is finite-gain £ stable. 17 It is l.l.ot hard to see (Exercise 5.21) that the mapping 
from u to e is finite-gain £ stable if and oniy if the mapping from u to Y is finite-gain 
£ stable. Therefore, we can simply say that the feedback connection is finite-gain 

15In this section, we present a version of the classical small-gain theorem that applies to finite­
gain .c stability. For more general versions which apply to .c stability, see [93J and [123J. 

16Sufficient conditions for existence and uniqueness of solutions are available in the literature. 
The most common approach uses the contraction mapping principle. (See, for example, [53, 
Theorem III.3.1J.) A more recent approach that makes use of existence and uniqueness of the 
solution of state equations can be found in [93]. 

17See Exercise 5.20 for an explanation of why we have to consider both inputs and outputs in 
studying the stability of the feedback connection. 
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Y2 

Figure 5.1: Feedback connection. 

£, stable if either !napping is finite-gain £, stable. The following theorem) known as 
the small-gain theorem) gives a sufficient condition for finite-g~in .c stability of the 
feedback connection. 

Theorem 5.6 Under the precedmg LuDS':;..':Ylptions, the feedback connection is finite­
gain £, stable if 'Yl 'Y2 < 1. <> 

Proof: Assuming existence of the solution, we can write 

Then) 

Ilehll.c :::::: Iluhll.c + II(H2e2)TII.c :::::: IIUlTll.c + 'Y21Ie2TII.c + f32 

Since 'Yl 'Y2 < 1, 

:::::: Iluhll.c + 'Y2 (1Iu2TII.c + 'YlllelTll.c + (31) + f32 
'Yl'Y21Iehll.c + (1IulTlI.c + 'Y21Iu2TII.c + f32 + 'Y2(31) 

1 
IlelTll.c :::::: 1 (1luhll.c + 'Y211u2TII.c + f32 + 'Y2(31) (5.40) -'Yl'Y2 

for all T E [0, (0). Similarly, 

1 
Ile2TII.c :::::: 1 (1Iu2TII.c + 'YIIIUlTll.c + f31 + 'Yl(32) (5.41) -'Yl'Y2 

for all T E [0,(0). The proof is competed by noting that Ilell.c :::::: Ilelll.c + Ile211.c, 
which follows from the triangle inequality. 0 
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The feedback connection of Figure 5.1 provides a convenient setup for studying 
robustness issues in dynamical systems. Quite often, dynamical systems subject 
to model uncertainties can be represented in the form of a feedback connection 
with HI, say, as a stable nominal system and H2 as a stable perturbation. Then, 
the requirement 1112 < 1 is satisfied whenever 12 is small enough. Therefore, 
the small-gain theorem provides a conceptual framework for understanding many 
of the robustness results that arise in the study of dynamical systems, especially 
when feedback is used. Many of the robustness results that we can derive by using 
Lyapunov stability techniques can be interpreted as special cases of the small-gain 
theorem. 

Example 5.13 Consider the feedback connection of Figure 5.1. Let HI be a linear 
time-invariant system with a Hurwitz square transfer function matrix G ( s) = C ( s1 -
A)-1 B. Let H2 be a memoryless function Y2 = 'ljJ(t, e2) that satisfies 

From Theorem 5.4, we know that HI is finite-gain £2 stable and its £2 gain is given 
by 

11 = sup IIG(jw)112 
wER 

We have seen in Example 5.1 that H2 is finite-gain £2 stable and its £2 gain is less 
than or equal to 12. Assuming the feedback connection is well defined, we conclude 
by the small-gain theorem that it will be finite-gain £2 stable if 1112 < 1. D. 

Example 5.14 Consider the system 

i; !(t,x,v+d1(t)) 

cZ Az + B[u + d2 (t)] 

w hel ,-' f is a smooth function of its arguments, A is a Hurwitz matrix, - C 4 -1 B = I, 
c is a sm",,11 positive parameter, and d1 , d2 are disturbance signals. The linear p",,;+ 

of this model., epresents actuator dynamics that are, typically, much faster than the 
plant dynamics "'onresented here by the nonlinear equation i; = f. The disturbance 
signals d1 and d2 em",:: the system at the input of the plant and the input of the 
actuator, respectively. Suppose the disturbance signals d1 and d2 belong to a signal 
space £, where £ could be any £p space, and the control goal is to attenuate the 
effect of this disturbance on the state x. This goal can be met if feedback control can 
be designed so that the closed-loop input-output map from (d 1 , d2 ) to x is finite­
gain £ stable and the £ gain is less than some given tolerance <5 > O. To simplify 
the design problem, it is common to neglect the actuator dynamics by setting c = 0 
and substituting v = -CA -1 B( u + d2 ) = u + d2 in the plant equation to obtain the 
reduced-order model 

i; = ! ( t, x, u + d) 
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where d = d1 +d2 . Assuming that the state variables are available for measurement, 
we use this model to design a state feedback control law u = ')'(t, x) to meet the 
design objective. Suppose we have succeeded in designing a smooth state feedback 
control u = ')'( t, x) such that 

(5.42) 

for some, < b. Will the control meet the design objective when applied to the 
actual system with the actuator dynamics included? This is a question of robustness 
of the controller with respect to the unmodeled actuator dynamics. 18 When the 
control is applied to the actual system, the closed-loop equation is given by 

x f(t,x,Cz+d 1(t)) 

cz Az + B[r(t, x) + d2 (t)] 

Let us assume that d2 (t) is differentiable and d2 E .c. The change of variables 

'TJ=z+ 

brings the closed-loop system into the form 

x f(t,x,,(t,x) + d(i) G'ry) 

cry A'TJ + cA- 1 B[-y + d2 (t)] 

where 
. 0, 0, ,= ot + oxf(t,x,,(t,x) +d(t) +C'TJ) 

It is not difficult to see that the closed-loop system can be represented in the form 
of Figure 5.1 with HI defined by 

Yl 

H 2 defined by 

Y2 

and 

UI = d1 + d2 = d, u2 = d2 

In this representation, the system HI is the nominal reduced-order closed-loop sys­
tem, while H2 represents the effect of the unmodeled dynamics. Setting c = 0 

Example 11.14, we investigate a similar robustness problem, in the context of stabilization, 
using singular perturbation theory. 
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opens the loop and the overall closed-loop system reduces to the nominal one. Let 
us assume that the feedback function I(t, x) satisfies the inequality 

II~~ + ~~f(t,x,,(t,x) +el)ll::; Cl\\X\\ +c2\\eI\l (5.43) 

for all (t, x, el), where Cl and C2 are nonnegative constants. Using (5.42) and (5.43), 
it can be shown that 

where 
11 = CI I + C2, {3l = Cl{3 

Since H2 is a linear time-invariant system and A is Hurwitz, we apply Corollary 5.2 
to show that H2 is finite-gain Lp stable for any p E [1,00] and 

where 

if p = 00 

and Q is the solution of the Lyapunov equation QA+ATQ = -[.19 Thus, assuming 
the feedback connection is well defined, we conclude from the small-gain theorem 
that the input-output map from u to e is L stable. From (5.40), we have 

1 . 
\\ell\c ::; 1 lI\Ul\\C + e'f\\u2\1c + e,f{3l + {32] - e,l If 

Using 
\\x\\C ::; I\\el\1c + (3 

which follows from \ v 

(5.44) 

It is interesting to note that the right-hand side of (5.44) approaches 

I\\d\1c + {3 + 1{32 

as e ---t 0, which shows that for sufficiently small e the upper bound on the L gain 
of the map from d to x, under the actual closed-loop system, will be close to the 
corresponding quantity under the nominal closed-loop system. 6 

19 P of Corollary 5.2 is taken as cQ so that (cQ)(A/c) + (A/c)T(cQ) = -I. 
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5.5 Exercises 

5.1 Show that the series connection of two L stable (respectively, finite-gain L 
stable) systems is L stable (respectively, finite-gain L stable). 

5.2 Show that the parallel connection of two L stable (respectively, finite-gain .c 
stable) systems is L stable (respectively, finite-gain L stable). 

5.3 Consider a system defined by the memoryless function y = u1/3. 

(a) Show that the system is .coo stable with zero bias. 

(b) For any positive constant a, show that the system is finite-gain .coo stable with 
I = a and (3 = (1/a)1/2. 

(c) Compare the two statements. 

5.4 Consider a system defined by the memoryless function bv 1/ = h (Of); ".,~c:c 
h : R'rrt ---t Rq is globally Lipschitz. Investig-R+s £'p stability for each p E [1,00] when 

ii(O) = O. (2) h(O) =f. O. 

5.5 For each of the relay characteristices shown in 
L2 stability. 

5.2, investigate .coo and 

5.6 Verify that D+VV(t) satisfies (5.12) when \f(t, x(t)) = O. 
Hint: Using Exercise 3.24, show that \f(t + h, x(t + h)) :::; c4h2 L211ul1 2 /2 + h o(h), 
where o(h)/h ---t 0 as h ---t O. Then, use the fact that C4 ;::::: 2Cl. 

5.7 Suppose the assumptions of Theorem 5.1 are satisfied, except (5.10), which is 
replaced by 

Ilh(t, x, u) II :::; 1]1\Ixll + 1]211ull + 1]3, 1]3 > 0 

Show that the system is small-signal finite-gain Loo stable (or finite-gain Loo stable, 
if the assumptions hold globally) and find the constants I and (3 in (5.11). 

5.8 Suppose the assumptions of Theorem 5.1 are satisfied, except (5.10), which is 
replaced by (5.20). Show that the system is small-signal Loo stable (or Loo stable, 
if the assumptions hold globally). 

5.9 Derive a result similar to Corollary 5.2 for linear time-varying systems. 

5.10 For each of the following systems, investigate Loo and finite-gain Loo stability: 

(1) 
x -(1 'u)x3 

(2) 
x -(1 + u)x3 - x 5 

Y X Y x+u 

(3) 
x -x/(l + x 2

) + u (4) 
x -x - x 3 + x 2u 

Y x/(1+x2 ) y xsinu 
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y 

U 

( a) On-off with hysteresis 

U 

( c) Ideal on-off 
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y 

U 

(b) On--off with dead zone and hysteresis 

y 

U 

( d) On-off with dead zone 

Figure 5.2: Relay characteristics 

5.11 For eh"lo of the following systems, investigate .coo and finite-gain .coo stability: 

(1) Xl = -Xl L XI X2, X2 = -xf - X2 + U, Y = Xl 

(2) Xl = -Xl + X2, X2 = -xf - X2 + q!, 'if - :.;,~ 

(3) Xl = (Xl + u)(llxll~ - 1), X2 = x2(lIxlI~ - 1), Y = Xl 

(4) Xl = -Xl - X2 +Ul, X2 = Xl - ..c~ + U2, Y = Xl(X2 + Ul) 

(5) Xl = -Xl + X!X2, X2 = Xl - X2 + u, Y = Xl + U 

(6) Xl = X2, X2 = -xf - X2 + u, Y = X2 

(7) Xl = -Xl - X2, X2 = Xl - X3 + u, y(t) = Xl(t - T) 

where T > O. 
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5.12 Consider the system 

X2 = -y - h(y) + u, 

where h is continuously differentiable, h(O) 0, and zh(z) > az2 for all z E R, for 
some a > O. Show that the system is finite-gain Lp stable for each p E [1,00]. 

5.13 ([192]) Consider the time-invariant system 

x = 1(x, u), y = h(x,u) 

where 1 is locally Lipschitz, h is continuous, 1(0,0) = 0, and h(O,O) o. Suppose 
there is a continuously differentiable, positive definite, radially unbounded function 
V(x) such that 

av 
ax 1 (x, u) :::; - VV (x) + ~ ( u ) , v (x, u) 

where TiV(x) is continuous, and radially unbounded, ~(u) is con-
tinuous, and ~(O) = O. Show that the system is Loo stable. 

5.14 Let H ( s) be a Hurwitz strictly proper tran::,~',:~ function, and h (t) = L -1 {H ( s ) } 
be the corresponding impulse response function. Show L1J.c~t 

sup IH(jw)l:::; roo Ih(t)1 dt 
wER Jo 

5.15 For each of the following systems, show that the system is finite-gain (01 
small-signal finite-gain) £'2 stable and find an upper bound on the L2 gain: 

Xl X2 Xl -x2 

(1) X2 -asinxl - kX2 + u 
(2) 

X2 Xl X2 sat(x~ - x§) + X2U 

Y x2 X3 X3 sat(x~ - x~) - x3u 
a> 0, k > 0 y x~ - x§ 

Xl X2 Xl X2 
(3) X2 Xl - sat(2xl + X2) + u (4) X2 -(1 + Xi)X2 - xf + XlU 

Y Xl Y XlX2 

5.16 Consider the system 

where 0- is locally Lipschitz, 0-(0) = 0, and zo-(z) 2: 0 for all z E R. 

(a) Is the system Loo stable? 

(b) Is it finite-gain £'2 stable? If yes, find an upper bound on the L2 gain. 
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5.17 ([77]) Consider the system 

± = f(x) + G(x)u, y = h(x) + J(x)u 

where f, G, h, and J are smooth functions of x. Suppose there is a positive constant 
, such that ,2 I - JT (x) J (x) > 0 and 

H= ~~f+~ [hTJ+ ~~Gl (7'I-PJ)-1 [hTJ+ ~~Gr +~hTh:SO 
v x. Show that the system is finite-gain £'2 stable with £2 gain less than or equal 
to ,. 
Hint: Set 

and show that the following inequality holds V u 

8V 8V 1 ,2 1 
-;:) f + -;:)Gu = - -2[L + Wuf[L + Wu] + _uT u - _yTy + H 
ux ux 2 2 

5.18 ([199]) Consider the system 

± = f(x) + G(x)u + K(x)w, y = h(x) 

where u is a control input and w is a disturbance input. The functions f, G, K, 
and h are smooth, and f(O) = 0, h(O) = O. Let, > O. Suppose there is a smooth 
positive semidefinite function V (x) that satisfies 

V x. S:l.l~!w that with the feedback control u = -GT (x)(8Vj8x)Y the closed-loop 

map from w L: r ~ 1 is finite-gain £2 stable wiLh £2 gain less than or equal to ,. 

5.19 ([200]) The pu:-pose of this exercise is to show that the £2 gain of a linear 
time-invariant system of ~he form (5.24)-(5.25), with a Hurwitz matrix A, is the 
same, whether the space of functjons is defined on R+ = [0,(0) or on the whole 
real line R = (-00,00). Let £2 be the space of square integrable functions on R+ 
with the norm lIull~z = J; uT (t)u(t) dt and £2R be the space of square integrable 
functions on R with the norm IlullLR = J~OQ uT(t)u(t) dt. Let ,2 and ,2R be the 
£2 gains on £2 and £2R, respectively. Since £2 is a subset of £2R, it is clear that ,2 :::; ,2R' We will show that ,2 = ,2R by showing that, for every s > 0, there is a 
signal U E £2 such that y E £2 and Ilyll.cz 2: (1 - S}r2Rll u I1.c2· 
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(a) Given c > ° show that we can always choose ° < 8 < 1 such that 

1- - VJ 
---===-- ;:: 1 - c 

(b) Show that we can always select u E £2R and time tl < 00 such that 

II'uI1c2R = 1, IlyII.c2R ;:: r2R (1 ~), it~ uT (t)u(t) dt = 8 

(c) Let u(t) = UI(t)+UZ(t), where Ul vanishes for t < tl and U2 vanishes for t > tl' 
Let YI (t) be the output corresponding to the input UI (t). Show that 

IIYlllcz~ ;:: 1 - c/2 - VJ rZR ;:: (:1 
II U III.c2R vT=8 

(d) For all t;:: 0, define u(t) and y(t) by u(t) = Udt+tl) and y(t) = YI(t+tl ). 
Show that both u and Y belong to £2, y(t) is the output corresponding to 
u(t), and IIyllcz ;:: (1 - ch2Rllul1c2' 

5.20 Consider the feedback connection of Figure 501~ Y.'hGe HI and H2 are linear 
time-invariant systems represented by the transfer functions HI ( s) = (s - 1) / ( s + 1 ) 
and H2(s) l/(s - 1). Find the closed-loop transfer funct;ioll:, l.i.c;:;::;, (q,: to 

(YI,Y2) and from (Ul,U2) to (el,eZ)' Use these transfer functions to discuss Wll.) 

we have to consider both inputs (UI, uz) and both outputs (el' e2) (or (YI, Y2)) in 
studying the stability of the feedback connection. 

5.21 Consider the feedback connection of Figure 5.1. Show that the mapping from 
(Ul' U2) to (Yl, Y2) is finite-gain £ stable if and only if the mapping from (UI' U2) to 
(el' ez) is finite-gain £ stable. 

5.22 Let d2 (t) asinwt in Example 5.14, where a and ware positive constants. 

( a) Show that, for sufficiently small c, the state of the closed-loop system is uni­
formly bounded. 

(b) Investigate the effect of increasing w. 

5.23 Consider the feedback connection of Figure 5.1, where HI and H2 are given 
by 

{

X] = -Xl + x2 
HI : X2 = -xf- x2 + el 

YI = X2 

Let U2 = 0, U = UI be the input, and Y = YI be the output. 

-x~ + e2 
(1/2)x~ 

(a) Using X = ,X2, X3jT as the state vector, find the state model of the system. 

(b) Is the system £2 stable? 
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Passivity 

Passivity provides us with a useful tool for the analysis of nonlinear systems, which 
relates nicely to Lyapunov and £2 stability. We start in Section 6.1 by defining pas­
sivity of memoryless nonlinearities. We extend the definition to dynamical systems, 
represented by state models, in Section 6.2. In both cases. we use electrical networks 
~ .. motivate the definitions. In Section 6.3, we study positive real anti posi­
tive rea: transfer functions and show that they represent passive and strictly paSSl Vt 

systems, resp,~-+ively. The connection between passivity and both Lyapunov and 
£2 stability is estau~~~1ted in Section 6.4. These four sections prepare us to address 
the main results of the cll" "Iter, namely, the passivity theorems of Section 6.5. The 
main passivity theorem state::, '-hat the (negative) feedback connection of two passive 
systems is passive. Under additionh: ',bservability conditions, the feedback connec­
tion is also asymptotically stable. The l""'lssivity theorems of Section 6.5 and the 
small-gain theorem of Section 5.4 provide a (;v.'r·eptually important generalization 
of the fact that the feedback connection of two stau~~ linear systems will be stable 
if the loop gain is less than one or the loop phase is less than::' CiO degrees. The 
connection between passivity and the phase of a transfer function CO!Tlt;[; from the 
frequency-domain characterization of positive real transfer functions, given in Sec­
tion 6.3. There we know that the phase of a positive real transfer function cannot 
exceed 90 degree. Hence, the loop phase cannot exceed 180 degrees. If one of the 
t,vo transfer functions is strictly positive real, the loop phase will be strictly less 
than 180 degrees. Section 6.5 discusses also loop transformations, which allow us, 
in certain cases, to transform the feedback connection of two systems that may not 
be passive into the feedback connection of two passive systems, hence extending the 
utility of the passivity theorems. 

227 
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+ 
u 

(a) (b) 

Figure 6.1: (a) A passive resistor; (b) u-y characteristic lies in the first-third quadrant. 

1 Memoryless Functions 

Our goal in this section is to define passivity of the memo:!:'y iess function y = h( t, u), 
where h : [0,(0) x RP --+ RP. We use electric net~':0rks to motivate the definition. 
Figure 6.1(a) shows a one-port resistive eJp::~l~nt with voltage u and current y. We 
view this element as a s,Vste:rn '.T.-~~~l mput u and output y. The resistive eleme:-:;.c 
is passive if the inflow of power is always nonnegative; that is, if uy ? C for all 
points (u, y) on its u-y characteristic. Geometrically, this mean:;; n~a,cL the u-y curve 
must lie in the first and third quadrants, as shown in Figure 6.1(b). The simpbst 
such resistive element is a linear resistor that obeys Ohm's law u = Ry or y = G'Li, 
where R is the resistance and G = 1/ R is the conductance. For positive resistance, 
the u-y characteristic is a straight line of slope G and the product uy = Gu2 is 
always nonnegative. In fact, it is always positive except at the origin point (0,0). 
Nonlinear passive resistive elements have nonlinear u-y curves lying in the first and 
third quadrants; examples are shown in Figures 6.2(a) and (b). Notice that the 
tunnel-diode characteristic of Figure 6.2(b) is still passive even though the curve 
has negative slope in some region. As an example of an element that is not passive, 
Figure 6.2 ( c) shows the u-y characteristic of a negative resistance that was used 
in Section 1.2.4 to construct the negative resistance oscillator. Such characteristic 
can be only realized using active devices such as the twin tunnel-diode circuit of 
Figure 1.7. For a multiport network where u and yare vectors, the power flow 
into the network is the inner product uTy = r:,f=lUiYi = r:,f=lUihi(U). The network 
is passive if uT y ? 0 for all u. This concept of passivity is now abstracted and 
assigned to any function y = h(t, u) irrespective of its physical origin. 'lYe think of 
uT y as the power flow into the system and say that the system is passive if uT y ? 0 
for all u. For the scalar case, the graph of the input-output relation must lie in the 
first and third quadrants. "\7Ve also say that the graph belongs to the sector [0, 00 l, 
where zero and infinity are the slopes of the boundaries of the first-third quadrant 
region. The graphical representation is valid even when h is time varying. In this 
case, the u-·y curve will be changing with time, but will always belong to the sector 
[0,00]. For a vector function, we can give a graphical representation in the special 
case when h(t, u) is decoupled in the sense that hi(t, u) depends only on Ui; that is, 
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(a) (b) (c) 

Figure 6.2: (a) and (b) are examples of nonlinear passive resistor characteristics; (c) is 
an example of a non passive resistor. 

h(t,u) = [~:~~:~:ll 
hp(t, up) 

(6.1) 

[VI] [ il 1 [0 -N 1 

In this case, the graph of each component belongs to the sector [0,00). In the general 
case, such graphical representation is not possible, but we will continue to use the 
sector terminology by saying that h belongs to the sector [0,00] if uTh(t, u) 2: 0 for 
all (t,u). 

An extreme case of passivity happens when uTy = O. In this case, we say that 
the system is lossless. An example of a lossless system is the ideal transformer 
shown in Figure 6.3. Here y = Su, where 

u = i2 ,y = V2 ' S = N 0 

The m", C"i.x S is skew-symmetric; that is, S + ST = O. Hence, uT y = uT Su = 
(1/2)uT (S -;-c:;T)u = o. 

N 

+ 

Figure 6.3: Ideal transformer 

Consider now a function h satisfying u T y 2: u T <.p( u) for some function <.p( u). 
When u T <.p( u) > 0 for all u =1= 0, h is called input strictly passive because passivity 
is strict in the sense that uTy = 0 only if u = O. Equivalently, in the scalar case, 
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(a) (b) 
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~ 
~ 

(c) 

Figure 6.4: A graphical representation of uT y ;::: cuT u for (a) c > 0 (excess of passiv­
ity); (b) c < 0 (shortage of passivity); (c) removal of excess or shortage of passivity by 
input-feedforward operation. 

the u-y graph does not touch the u-axis, except at the origin. The term uT rp( u) 
represents the "excess" of passivity. On the other hand, if uT rp(u) is negative for 
some values of u, then the function h is not necessarily passive. The term u T rp( u) 
represents the "shortage': of passivity. Excess and shortage of passivity are more 
transparent when h is scalar and <£l( u) = cu. In this case, h belongs to the sector 
[c) 00], shown in Figure 6.4, with exce6b c;: I'88sivity when c > 0 and shortage of 
passivity when c < O. Excess or shortage of passivit} ~qn be removed by the input­
feedforward operation shown in Figure 6.4( c). \iVith the .~'?w output defined as 
iJ = y rp(u), we have 

Thus, any function satisfying uT y ;::: uT rp(u) can be transformed into a function thaL 
belongs to the sector [0,00] via input feedforward. Such a function is called input­
feed forward passive. On the other hand, suppose uT y ;::: yT p(y) for some function 
p(y). Similar to the foregoing case, there is excess of passivity when yT p(y) > 0 for 
all y =I 0, and shortage of passivity when yT p(y) is negative for some values of y. 
A graphical representation of the scalar case with p(y) = 6y is shown in Figure 6.5. 
There is "excess" of passivity when 6 > 0 and shortage of passivity when 6 < O. 
Excess or shortage of passivity can be removed by the output-feedback operation 
shown in Figure 6.5(c). \iVith the new input defined as u = u - p(y), we have 

uT Y = [u - p(y)]T Y ;::: yT p(y) _ yT p(y) = 0 

Hence, any function satisfying uT y ;::: yT p(y) can be transformed into a function 
that belongs to the sector [0,00] via output feedback. Such a function is called 
output-feedback passive. When yT p(y) > 0 for all y =I 0, the function is called 
outp'ut strictly passive because passivity is strict in the sense that uT y = 0 only if 
y = O. Equivalently, in the scalar case, the u-y graph does not touch the y-axis, 
except at the origin. For convenience, we summarize the various notions of passivity 
in the next definition. 
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(a) (b) (c) 

Figure 6.5: A graphical representation of uTy::::: oyTy for (a) 0> 0 (excess of passiv­
ity); (b) 0 < 0 (shortage of passivity); (c) removal of excess or shortage of passivity by 
output-feedback operation. 

Definition 6.1 The system y = h(t, u) is 

• passive if uT y ::::: o. 

• lossless if uT y = o. 

• input-feedforward passive if uT y ::::: uT tp(u) for some function rp. 

• input strictly passive ifuTy::::: uTrp(u) and uTrp(u) > 0, V u =I- o. 

• output-feedback passive if uT y ::::: yT p(y) for some function p. 

• output strictly passive if uT y ::::: yT p(y) and yT p(y) > 0, V y =I- O. 

In all cases, the inequality should hold for all (t, u). 

Consider next a scalar function y = h(t, u), which satisfies the inequality 

(6.2) 

for all (t, u), where a and 8 are real numbers with (3 ::::: a. The graph of this function 
belongs to a sector whose boundarier:; a.L·~ 4:h'" lines 11 = au and y = (3u. We say 
tL't h belongs to the sector [a, (3J. Figure 6.6 shows the sector ,B1 for ,N > 0 
and Ct~_'+erent signs of a. If strict inequality is satisfied on either side of (6.2), we 
say that h belolli:,6 to a Rector (a, (3], (a, (3), or (a, (3), with obvious implications. 
Comparing tile sectors of Figure 6.G v\'ith those of Figures 6.4 and 6.5 shows that a 
function in the sector [a, (3] combines input-feedforward passivity with output strict 
passivity since the sector [a, (3] is the intersection of the sectors [a, 00] and [0, (3]. 
Indeed, we can show that such a function can be transformed into a function that 
belongs to the sector [0,00] by a sequence of input-feedforward and output-feedback 
operations. Before we do that, we extend the sector definition to the vector case. 
Toward that end, note that (6.2) is equivalent to 

[h(t, u) - au][h(t, u) - (3u] ::; 0 (6.3) 
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(a) a> 0 (b) a < 0 

Figure 6.6: The sector [0:, p] for p > ° and (a) 0: > 0; (b) 0: < 0. 

for all (t, u). For the vector case, let us co:::sici.er first a function h(t, u) that is 
decoupled as in (6.1). Suppose each (;vmponent hi satisfies the sector condition 
(6.2) with constants D:i and Pi :> O:i' Taking 

it can be easily seen that 

(6.4) 

for all (t, u). Note that K = K2 - Kl is a positive definite symmetric (diagonal) 
matrix. Inequality (6.4) may hold for more general vector functions. For example, 
suppose h( t, u) satisfies the inequality 

Ilh(t, u) - Lul12 ::; ,lIu 112 

for all (t, 'u). Taking Kl = L - ,I and K2 = L + ,I, we can write 

Once again, K = K2 - Kl is a positive definite symmetric (diagonal) matrix. Vve 
use inequality (6.4) with a positive definite symmetric matrix K = K2 - Kl as a 
definition of the sector [Kl' K2J in the vector case. The next definition summaries 
the sector terminology. 

Definition 6.2 A memoryless fnnction h : [0,(0) x RP --7 RP is said to belong to 
the sector 

.. [0,00] if 'uI'h(t, u) ;::: 0. 

($ [0, K 2 ] with K2 = KJ > ° if hI' (t, u) [h(t, u) - K 2u] ::; 0. 
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Figure 6.7: A function in the sector [Kll K 2], where K = K2 - Kl = KT > 0, can be 
transformed into a function in the sector [0,00] by input feedforward followed by output 
feedback. 

G [Kll K2] with K = K2 - Kl = KT > a if 

[h(t, u) - Kl u]T[h(t, u) - K 2u] ::; a (6.5) 

In all cases, the inequality should hold for all (t, u). If in any case the inequality is 
strict, we write the sector as (0, (0), (Kl, (0), (0, K 2), or (Kl' K2)' In the scalar 
case, we write (0:,,8], [0:,,8), or (0:,/3) to indicate that one or both sides of {6.2} is 
satisfied as a strict inequality. 

The St~ '-.rar [0,00] corresponds to passivity. The sectno: ~!:l' ,::;.::, ~ :';:::;::'::,,,!,onds to input­
feedforward pa,c.-:"ity with tp(u) = K1u. TS.0 sector [0,K2] with K2 = (1/6)1;> C 
corresponds to output .. .L~ict passivity with p(y) = oy. We leave it to the reader 
(Exercise 6.1) to verify that a Iu:u.-<-;nn in the sector [KlJ K 2 ] can be transformed into 
a function in the sector [0,00] by input i~;,~-iforward followed by output feedback, as 
shown in Figure 6.7. 

6.2 State Models 

Let us now define passivity for a dynamical system represented by the state model 

y 

f(x,u) 

h(x,u) 

(6.6) 

(6.7) 

where f : Rn x RP -+ Rn is locally Lipschitz, h : R n x RP -+ RP is continuous, 
f(O, 0) = 0, and h(O, 0) = O. The system has the same number of inputs and 
outputs. The following RLC circuit motivates the definition. 

Example 6.1 The RLC circuit of Figure 6.8 features a voltage source connected 
to an RLC network with linear inductor and capacitor and nonlinear resistors. The 
nonlinear resistors 1 and 3 are represented by their v-i characteristics i 1 = hI (VI) 
and i3 = h3 ( V3), while resistor 2 is represented by its i-v characteristic V2 = h2 ( i2)' 
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We take the voltage U as the input and the current y as the output. The product 
'uy is the power flow into the network. Taking the current Xl through the inductor 
and the voltage X2 across the capacitor as the state variables, we can write the state 
model as 

LXI U - h2(XI) - X2 

CX2 Xl - h3(X2) 

y xI+hl(u) 

The new feature of an RLC network over a resistive network is the presence of the 
energy-storing elements Land C. The system is passive if the energy absorbed by 
the network over any period of time [0, t] is greater than or equal to the increase in 
the energy stored in the network over the same period; that is, 

lot u(s)y(s) ds 2: V(x(t)) V(x(O)) (6.8) 

where V(x) = (1/2)LxI + (1/2)Cx~ is the "~:~c:rgy stored in network. If (6.8) holds 
with strict inequality, then the difference between the absorbed energy and the 
increase in the stored energy must be the energy dissipated in the resistors. Since 
(6.8) must hold for every t 2: 0, the instantaneous power inequality 

u(t)y(t) 2: 1I(x(t), u(t)) (6.9) 

must hold for all t; that is, the power flow into the network must be greater than or 
equal to the rate of change of the energy stored in the network. We can investigate 
inequality (6.9) by calculating the derivative of V along the trajectories of the 
system. Vve have 

11 LXIXI + CX2X2 = XI[U - h2(XI) - X2] + XdXI - h3(X2)] 

XI[U h2(Xl)]- X2h3(X2) 

[Xl + hl(u)]u - uhl(u) -- x l h2(XI) - X2 h3(X2) 

uy uhl(u) - x l h2(XI) - X2h3(X2) 

Thus, 
uy = 11 + uhl(u) + x l h2(XI) + X2h3(X2) 

If hI, h2' and h3 are passive, uy 2: 11 and the system is passive. Other possibilities 
are illustrated by four different special cases of the network. 

Case 1: If hI = h2 = h3 = 0, uy = 11 and there is no energy dissipation in the 
network; that is, the system is lossless. 

Case 2: If h2 and h3 belong to the sector [0,00], 

uy 2: 11 + uhl(u) 
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Figure 6.8: RLC circuit of Example 6.1. 
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The term uh l (u) could represent excess or shortage of passivity. If uh l (u) > ° 
for all u =/=- 0, there is excess of passivity since the energy absorbed over [0, tj 
will be greater than the increase in the stored energy, unless the input u(t) is 
identically zero. This is a case of input strict passivity. On the other hand, 
if uh l (u) is negative for some values of u, there is shortage of passivity. As 
we saw with memoryless functions, this type of excess or shortage of passivity 
can be removed by input feedforward shown in Figure 6.4(c):c~ 

Case 3: If hI = ° and h3 E [0,00], 

R,xcess or shortage of passivity of h2 results in the same property for the 
netwOI~c. ()nce again, as with memoryless functions. this tYDe of excess or 
shortage of passl\~::' ~an bE' fe:rn:;';c..l0y output feedback, as in Figure 6.5(c). 
When yh2 (y) > 0 for all '!:I =/=- 0, we have output strict passivity because the 
energy absorbed over [0, t) ,,·ill be greater than the increase in the stored 
energy, unless the output y(t) is hlP.nticallv zero. 

Case 4: If hI E [0,00], h2 E (0,00), and h3 E (0,00), 

uy ~ Ii + x I h2(XI) + X2h3(X2) 

where xI h2(XI) + X2h3(X2) is a positive definite function of x. This is a case 
of state strict passivity because the energy absorbed over [0, t] will be greater 
than the increase in the stored energy, unless the state x (t) is identically 
zero. A system having this property is called state strictly passive or, simply, 
strictly passive. Clearly, there is no counterpart for state strict passivity in 
memoryless functions since there is no state. 
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Definition 6.3 The system (6.6)-(6.7) is said to be passive if there exists a contin­
uously d'ijJeTentiable positive semidefinite function V (x) (called the storage function) 
such that 

T . av 
u y 2: V = 'ax f(x,u), 'If (x,u) ERn x RP 

1I10reover, it is said to be 

" lossless 'if 'U T y = Ii. 

• input-feedforward passive if uT y 2: Ii + uT cp(u) for some function cpo 

" input strictly passive ifuTy 2: Ii + uTcp(u) and uTcp(u) > 0, 'If u #- o. 

• output-feedback passive if uT y 2: Ii + yTp(y) for some function p. 

• output StT'tCtly passi'ue if uT y 2: Ii + yT p(y) and yT p(y) > 0, 'If y =I=- C. 

(6.10) 

o strictly passive if u T Y 2: Ii + 'IjJ (x) for some positive rl Jmite function 'IjJ. 

In all cases, the inequality should hold for ('7: ~..L,u). 

Definition 6.3 reads almost the same as Definition 6.1 for memoryless functions, 
except for the presence of a storage function V (x) . If we adopt the convention 
that V(x) = 0 for a memoryless function, Definition 6.3 can be used for both state 
models and memoryless functions. 

Example 6.2 The integrator of Figure 6.9(a), represented by 

x = u, y=x 

is a lossless system since, with V(x) = (1/2)x 2 as the storage function, we have 
'/j,y = II. \rvhen a memoryless function is connected in parallel with the integrator, 
as shown in Figure 6.9(b), the system is represented by 

x = u, y = x + h(u) 

Clearly, the system is input-feedforward passive since the parallel path h( u) can 
be cancelled by feedforward from the input. \rvith V(x) = (1/2)x 2 as the storage 
function, we have uy = Ii +uh(u). If hE [0,00]' the system is passive. If uh(u) > 0 
for all 'U, =1= 0, the system is input strictly passive. When the loop is closed around an 
integrator with a memoryless function, as in Figure 6.9(c), the system is represented 
by 

X -h(x) + u, y=x 

Plainly, the system is output-feedback passive since the feedback path can be can­
celled by a feedback from the output. With V(x) = (1/2)x 2 as the storage function, 
we have uy = Ii + yh(y). If h E [0,00], the system is passive. If yh(y) > 0 for all 
y =1= 0, the system is output strictly passive. 6. 
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Figure 6.9: Example 6.2 

u 1 
as+1 

Figure 6.10: Example 6.3 
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( c) 

y 

(b) 

Example 6.3 The cascade connection of an integrator and a passive memoryless 
function, shown in Figure 6.10(a), is represented by 

x =u, y = h(x) 

Passivity Ol.l~ o:uarantees that J; h((J") d(J" 2: 0 for all x. With V(x) = J; h((J") d(J" 
as the storage funct10"": '>TP: have V = h(x)x = yu. Hence, the system is lossless. 
Suppose now the integrator is re,tJ~u.~:r1 bv the transfer function 1/ (as + 1) with 
a > 0, as shown in Figure 6.10(b). The systeli" :''''Tl be represented by the state 
model 

ax = -x+u, y = h(x) 

V\lith V (x) = a J; h( (J") d(J" as the storage function, we have 

V = h(x)(-x + u) = yu - xh(x) S yu 

Hence, the system is passive. When xh(x) > 0 for all x =1= 0, the system is strictly 
passive. 6. 

6.3 Positive Real Transfer Functions 

Definition 6.4 A p x p proper rational transfer function matrix G (s) is called 
posit'ive real if 

.. poles of all elements of G(s) are in Re[s) S 0, 
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• fOT all Teal w fOT which jw is not a pole of any element of G(s), the matTix 
G(jw) + GT( -jw) is positive semidefinite, and 

fl any pur'e imaginaTY pole jw of any element of G(s) is a simple pole and the 
Tesid'ue matTix lims-->jw(s - jw)G(s) is positive semidefinite HeTmitian. 

The tmnsfeT function G (s) is called stTictly positive Teall if G (s - c) is positive Teal 
fOT some c > O. 

\Vhen p = 1, the second condition of Definition 6.4 reduces to Re[G(jw)] 2: 
0, '\J w E R, which holds when the Nyquist plot of of G(jw) lies in the closed right­
half complex plane. This is a condition that can be satisfied only if the relative 
degree of the transfer function is zero or one. 2 

The next lemma gives an equivalent characterization of strictly positive real 
transfer functions. 

Lemma 6.1 Let G(s) be a p X P pTOpC7' mtional tmnsfer function matrix, and 
suppose det [G(s) + GT ( -s)J is ;-;,ui identically zeTO. 3 Then, G(s) is jJus~tive 
Teal if and only if 

4& G(s) is Hurwitz; that is, poles of all el<,:n,chis ofG(s) have negative real parts, 

f} G (jw) + GT ( - jw) is positive aejin'ite fOT uZl we ana 

• e'itheT G( (0) + GT (00) is positive definite or it is positive semidefimte ana 
limw-,>oo w2 1\1T[G(jw)+GT ( -jw)]M is positive definite for any px (p-q) full­
mnk matTix 1\1 such that MT [G( (0) +GT (00 )]M = 0, where q = rank[G( (0) + 
GT(oo)]. 

Proof: See Appendix C.l1. 

If G(oo) + GT(oo) 0, we can take M = I. In the scalar case (p = 1), the 
frequency-domain condition of the lemma reduces to Re[G(jw)] > 0 for all w E R 
and either G(oo) > 0 or G(oo) = 0 and limw-+oo w2 Re[G(jw)] > O. 

Example 6.4 The transfer function G( s) = 1/ s is positive real since it has no 
poles in Re[s] > 0, has a simple pole at s = 0 whose residue is 1, and 

Re[G(jw)] Re [j~ 1 = 0, '\J w i= 0 

definition of strictly positive real transfer functions is not uniform in the literature. (See 
[206] for various definitions and the relationship between them.) 

2The relative degree of a rational transfer function G(s) = n(s)jd(s) is deg d - deg n. For a 
proper transfer function, the relative degree is a nonnegative integer. 

3 Equivalently, G(s) has a normal rank p over the field of rational functions of s. 
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It is not strictly positive real since 1/(s - E) has a pole in Re[s] > 0 for any E > O. 
The transfer function G(s) = 1/(s + a) with a > 0 is positive real, since it has no 
poles in Re[s) 2:: 0 and 

. a 
Re[G(Jw)] = -2--2 > 0, V wE R 

w +a 

Since this is so for every a > 0, we see that for any E E (0, a) the transfer function 
G(s - E) = 1/(8 + a - E) will be positive real. Hence, G(s) = l/(s + a) is strictly 
positive real. The same conclusion can be drawn from Lemma 6.1 by noting that 

. w 2 a 
lim w2 Re[G(jw)] = lim--2--2 = a > 0 

w---"oo w-+oo W + a 

The transfer function 
1 

G(8) = ----:::--"+-s -+-1 

is not positive real because its relative degree is two. We can see it also by calculating 

1-w2 

Re[G(jw)] = ( 2)2 2 < 0, V \w\ > 1 l-w +w 

Consider the 2 x 2 transfer function matrix 

G(s) = s: 1 [~ ~] 
We cannot apply Lemma 6.1 because det[G(s) + GT(-s)] == 0 V s. However, G(s) 
is strictly positive real, as can be seen by checking the conditions of Definition 6.4. 
Note . ~: f"r F; < 1, the poles of the elements of G(s - E) are in Re[s] < 0 and 

• I T r _ r \ _ 2(1 - E) [1 1 1 
G()W-E),G (-JUo- cl- w2 +(1_E)2 1 1.. 

is positive semidefinite for all W E R. Similarly, it (;Gc~. )-,e seen that the 2 x 2 transfer 
function matrix 

is strictly positive real. This time, however, det[G(s) + GT(-s)] is not identically 
zero, and we can apply Lemma 6.1 to arrive at the same conclusion by noting that 
G( (0) + GT (00) is positive definite and 

. T· 2 [ w
2 

-jw 1 
G(Jw) + G (-)w) = w2 + 1 jw 2w2 + 1 

is positive definite for all w E R. Finally, the 2 x 2 transfer function matrix 

[ 

8~1 8+

2

1 

2 ] 
G(s) = 

8+1 
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has 

It can be verified that 

2jw 
4+w2 
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4~~~ ] 

is positive definite for all w E R. Taking MT = [0 1 J, it can be verified that 

lim w2 MT[G(jw) + GT(-jw)]M = 4 
w·-too 

Consequently, by Lemma 6.1, we conclude that G(s) is strictly positive real. Q 

Passivity properties of positive real transfer functions can be shown by using the 
next two lemmas; which 8.:!:~ !:uown: respectively. as the positive real lemma and the 
Kalman- Yalz'i;,vovich-Popov lemma. The b:;:mms give algebra,ic (:haracterization of 
positive real and strictly positive real transfer functions. 

Lemma 6.2 (Positive Real) Let G(s) C(sI - A)-l B + V'll) X P transfer 
function matrix where (A, B) is controllable and (A, C) is observable. J.1"c~ G(s) 
'is positive r'eal if and only if there eX'ist matrices P = pT > 0, L, and W such iI,f 

Proof: See Appendix C.12. 

(6.11) 

(6.12) 

(6.13) 

o 

Lernma 6.3 (Kalman--Yakubovich-Popov) Let G(s) = C(sI _A)-l B+D be a 
p x p transfer function matrix, where (A, B) is controllable and (A, C) is observable. 
Then, G (s) is strictly positive real if and only if there exist matrices P = pT > 0, 
L, and lV, and a positive constant s such that 

_LTL sP 

CT - LTVV 

D+DT 

(6.14) 

(6.15) 

(6.16) 

o 
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Proof: Suppose there exist P = pT > 0, L, W, and c > ° that satisfy (6.14) 
through (6.16). Set fL = c/2 and recall that G(s - fL) = C(sl - fLl - A)-l B + D. 
From (6.14), we have 

(6.17) 

It follows from Lemma 6.2 that G(s-· fL) is positive real. Hence, G(s) is strictly 
positive real. On the other hand, suppose G (s) is strictly positive real. There exists 
fL > ° such that G(s - fL) is positive real. It follows from Lemma 6.2 that there 
are matrices P = pT > 0, L, and W, which satisfy (6.15) through (6.17). Setting 
c = 2fL shows that P, L, W, and c satisfy (6.14) through (6.16). 0 

Lernma 6.4 The linear time-invariant minimal realizat'ion 

X Ax+Bu 

y Cx+Du 

with G(s) = C(sI - A)-l B + D is 

• passive if G( s) is positive real; 

• strictly passive if G( s) is strictly positive real. 

<> 

Proof: Apply Lemmas 6.2 and 6.3, respectively, and use \i(x) = (1/2)xT Px as 
the storage function. 

uT(Cx + Du) - xT P(Ax + Bu) 

uTCx + ~uT(D + DT)u - ~xT(PA + AT P)x - xT PBu 

uT (BT P + WT L)x + ~uTWTVV U 

+ lxTLTLx + lc:xT Px - xT PBu 
2 2 

~(Lx + Wu)T(Lx -I- Wu) + ~c:xT Px 2: ~c:xT Px 

In the case of Lt~ "rna 6.2, c: = 0, and we conclude that the system is passive, while in 
the case of Lemma C 3, c: > 0, and we conclude that the system is strictly passive. 0 

6.4 £'2 and Lyapunov 

In this section, we study £2 and Lyapunov stability of passive systems of the form 

x f(x, u) 

y = h(x, u) 

(6.18) 

(6.19) 

where f : Rn x RP --7 Rn is locally Lipschitz, h : Rn x RP --7 RP is continuous, 

f(O,O) = 0, and h(O, 0) = 0. 
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Lemma 6.5 If the system (6018)-(6019) is output strictly passive w'ith uT y 2:: V + 
5yTy, for some 5 > 0, then it is finite-ga'in £2 stable and its £2 gain is less than or 
eq'ual to 1/5. 

Proof: The derivative of the storage function V(x) satisfies 

integrating both sides over [0, T] yields 

{T 1 (T 2 Jo yT(t)y(t) dt::; 52 Jo uT(t)u(t) dt - "8[V(X(T)) - V(x(O))] 

Thus, 
2 
"8 V(x(O)) 

where we used the facts that V(x) 2:: 0 and Ja2 -'- ~'~ ::; a + b for nonnegative 
numbers a and b. 0 

Lemma 6.6 Ij the system (6.18)--(6.19) is passive with a positive definite storage 
junction V(x), then the origin of x f(x,O) is stable. 

Proof: Take V as a Lyapunov function candidate for x = f(x, 0). Then V ::; o. 0 

To show asymptotic stability of the origin of x = f(x, 0), we need to either show 
that Ii is negative definite or apply the invariance principle. In the next lemma, we 
apply the invariance principle by considering a case where V = 0 when y = 0 and 
then require the additional property that 

y(t) == 0 =? x(t) == 0 (6.20) 

for all solutions of (6.18) when u = O. Equivalently, no solutions of x = f(x,O) 
can stay identically in S = {x E Rn I h( x, 0) = O}, other than the trivial solution 
x(t) == O. The property (6.20) can be interpreted as an observability condition. 
Recall that for the linear system 

x = Ax, y = Cx 

observability is equivalent to 

y(t) = CeAtx(O) == 0 B x(O) = 0 B x(t) == 0 

For easy reference, we define (6.20) as an observability property of the system. 
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Definition 6.5 The system (6.18)-(6.19) is said to be zero-state observable if no 
solution of ± = f(x,O) can stay identically in S = {x E R n I h(x,O) = O}, other 
than the trivial solution x(t) == o. 

Lemma 6.7 Consider the system (6.18)-(6.19). The origin of ± 
asymptotically stable if the system is 

• strictly passive or 

• output strictly passive and zero-state observable. 

f(x,O) 'is 

Furthermore, if the storage function is radially unbounded, the origin will be globally 
asymptotically stable. <> 

Pr00f : Snonose the system is strictly passive and let V(x) be its storage function. 
Then, with u = 0, V satisfies the inequality V :::; -'ljJ(x), where 'IjJ(x) is positive 
definite. We can use this inequality to show that V(x) is positive definite. In 
particular, for any x ERn, the equation ± = f(x, 0) has a solution ¢(t; x), starting 
from x at t = 0 and defined on some interval [0,6]. Integrating the inequality 
V :::; -'ljJ(x) yields 

V(¢(T, x)) - V(x) :::; -foT 'IjJ(¢(t; x)) dt, 'rj T c:. ~n, E] 

Using V(¢(T,X)) 2: 0, we ObtQ,A~~. 

V(x) 2: foT 'IjJ(¢(t;x)) dt 

Suppose now that there is x =J: 0 such that V(x) = O. The foregoing inequality 
implies 

iT 'IjJ(¢(t;x)) dt = 0, 'rj T E [0,6] :::::} 'IjJ(¢(t;x)) == 0 :::::} ¢(t;x) == 0 :::::} x = 0 

which contradicts the claim that x =J: O. Thus, V(x) > 0 for all x =J: O. This qualifies 
V(x) as a Lyapunov function candidate, and since V(x) :::; -'ljJ(x), we conclude that 
the origin is asymptotically stable. 

Suppose now the system is output strictly passive and let V(x) be its storage 
function. Then, with u = 0, V satisfies the inequality V :::; _yT p(y), where yT p(y) > 
o for all y =J: o. By repeating the preceding argument, we can use the inequality to 
show that V (x) is positive definite. In particular, for any x E Rn, we have 

V(x) 2: foT hT(¢(t;x),O)p(h(¢(t;x),o)) dt 
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Suppose now that there is x :I 0 such that V(x) = O. The foregoing inequality 
implies 

faT hT(¢(t; O)p(h(¢(t;x),O)) dt = 0, V T E [0,0] =? h(¢(t;x),O) == 0 

which, due to zero-state observability, implies 

¢(t; x) == 0 =? x = 0 

Hence, V(x) > 0 for all x :I O. This qualifies V(x) as a Lyapunov function can­
didate, and since V(x) :::; _yT p(y) and y(t) == 0 =? x(t) == 0, we conclude by 
the invariance principle that the origin is asymptotically stable. Finally, if V (x) is 
radially unbounded, we can infer global asymptotic stability from Theorem 4.2 and 
Corollary 4.2, respectively. ' 0 

Example 6.5 Consider the p-input-p-output system4 

± f(x) + G(x)u 
y h(x) 

where f is locally Lipschitz, G and hare continu 0'.}o , J (0) = 0, and h(O) = O. 
Suppose there is a continuously dinercntiable positive semidefinite function V (x) 
such that 

av . ) 
ax f(x :::; 0, 

Then, 

which shows that the system is passive. If V (x) is positive definite, we can conclude 
that the origin of ± = f(x) is stable. If we have the stronger condition 

av 
ax f(x) :::; -khT (x)h(x), 

for some k > 0, then 

av 
uT y - ax [J(x) + G(x)u] 2: kyT Y 

and the system is output strictly passive with p(y) = kyo It follows from Lemma 6.5 
that the system is finite-gain £2 stable and its £2 gain is less than or equal to 1/ k. 
If, in addition, the system is zero-state observable, then the origin of ± = f(x) is 
asymptotically stable. Furthermore, if V(x) is radially unbounded, the origin will 
be globally asymptotically stable. 6 

stability of this system was studied in Examples 5.9 and 5.10. 
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Example 6.6 Consider the single-input-single-output system5 

Xl X2 

X2 -axr - kX2 + u 

Y X2 

where a and k are positive constants. Consider also the positive definite, radially 
unbounded function V(x) = (1/4)axi + (l/2)x3 as a storage function candidate. 
The derivative If is given by 

If = aXrX2 + X2( -ax~ - kX2 + u) = _ky2 + yu 

Therefore, the system is output strictly passive with p(y) kyo It follows from 
Lemma 6.5 that the system is finite-gain £2 stable with £2 gain less than or equal 
to l/k. Moreover, when u = 0, 

Hence, the system is zero-state observable. It follows from Lemma 6.7 that the 
origin of the unforced system is globally asymptotically stable. 6 

6.5 Feedback Systems: Passivity Theorems 

Consider the feedback connection of Figure 6.11 where each of the feedback com­
ponents HI and H2 is either a time-invariant dynamical system represented by the 
state model 

Yi 

fi(Xi, ei) 

hi(Xi, ei) 

or a (possibly time-varying,~ ¥Ylemoryless function represented by 

Yi --. 

(6.21) 

(6.22) 

(6.23) 

In describing the feedback connection of Figure c.n it should be noted that UI, 

YI, U2, and Y2 could be vectors of the same dimension. We are interested in using 
passivity properties of the feedback components HI and H2 to analyze stability of 
the feedback connection. We will study both £2 and Lyapunov stability. We require 
the feedback connection to have a well-defined state model. When both components 
HI and H2 are dynamical systems, the closed-loop state model takes the form 

Y 

f(x,u) 

h(x,u) 

and Lyapunov stability of this system were studied in Examples 5.8 and 4.9. 

(6.24) 

(6.25) 
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Figure 6.11: Feedback connection. 

where 

x = [ ~~ l' u = [ ~~ l' and y = [ ~~ 1 
We assume that I is locally Lipschitz, h is continuous, 1(0,0) = 0, and h(O, 0) = O. 
It can be easily verified that the feedback connection will have a well-defined state 
model if the equations 

(6.26) 

(6.27) 

have a unique solution (el,e2) for every (XI,X2,UI,U2).lIle f(O.O) = 0 
and h(O, 0) 0 follow from 1i(0,0) = 0 and hi(O,O) = O. It is also eaSYl,li :;",C' 

that (6.26) and (6.27) will always have a unique solution if hI is independent of el 
or h2 is independent of e2. In this case, the functions I and h of the closed-loop 
state model inherit smoothness properties of the functions Ii and hi of the feedback 
components. In particular, if Ii and hi are locally Lipschitz, so are I and h. For 
linear systems, requiring hi to be independent of ei is equivalent to requiring the 
transfer function of Hi to be strictly proper. 6 

\7\Then one component, HI say, is a dynamical system, while the other one is a 
memoryless function, the closed-loop state model takes the form 

where 

y 

I(t, x, u) 
h(t, x, u) 

x = Xl, U = [ ~~ l' and y = [ ~~ 1 

(6.28) 

(6.29) 

\l\Te assume that I is piecewise continuous in t and locally Lipschitz in (x, u), h is 
piecewise continuous in t and continuous in (x, u), I(t, 0, 0) = 0, and h(t, 0, 0) = o. 

existence of solutions for (6.26) and (6.27) is pursued further in Exercise 6.12. 
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The feedback connection will have a well-defined state model if the equations 

Ul - h2(t, e2) 

U2 + hl(Xl, el) 

(6.30) 

(6.31) 

have a unique solution (el,e2) for every (Xl,t,ul,U2)' This will be always the case 
when hI is independent of el. The case when both components are memory less 
functions is less important and follows trivially as a special case when the state x 
does not exist. In this case, the feedback connection is represented by Y = h(t, u). 

The starting point of our analysis is the following fundamental property: 

Theorem 6.1 The feedback connection of two passive systems is passive. 

Proof: Let VI (Xl) and V2 (X2) be the storage functions for HI and H 2, respectively. 
If either component is a memoryless function, take Vi = O. Then, 

From the feedback connection of Figure 6.11, we see that 

Hence, 
uT Y = u[ YI + ur Y2 ~ VI + V2 

Taking V(x) = Vl(Xl) + V2(X2) as the storage function for the feedback connection, 
we obtain 

o 

Using Theorem 6.1 aIl~ +l-te results of the previ"-":"1:i sectIOIl on stablllty propertIeS 
of passive systems, we can anl ... ht 60me straightforward conclusions on stability 
of the feedback connection. We st", .. ,t with £2 stability. The next lemma is an 
immediate consequence of Lemma 6.5. 

Lemma 6.8 The feedback connection of two o'ucput strictly passive systems with 

is finite-gain £2 stable and its £2 gain is less than or equal to 1/ min { 51, 52}. 

Proof: With V = VI + V2 and 5 = min{5l , 52}, we have 

uTy e[Yl+erY2 ~ VI +5lY[Yl+V2+52Y§Y2 

~ V + 5 (y[ Yl + yr Y2) = 17 + 5yT Y 
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Reading the proof of Lemma 6.5 shows that we use the inequality 

uTy 2:: V + 5yTy 

to arrive at the inequality 
. 1 T 5 T 

V < -'11 '11- -y Y 
- 25 2 

o 

(6.32) 

(6.33) 

which is then used to show finite-gain £2 stability. In Lemma 6.8, we establish 
(6.32) for the feedback connection, which then leads to (6.33). However, even if 
(6.32) does not hold for the feedback connection, we may still be able to show an 
inequality of the form (6.33). This idea is used in the next theorem to prove a more 
general result that includes Lemma 6.8 as a special case, 

Theorem 6.2 Consider the feedbad connection of Figure 6.11 and suppose each 
feedback component satisfies the inequality 

(6.34) 

for some storage function Vi(Xi). Then, the closed-loop map from '11 to d 'lS finite 
ga'in £2 stable if 

(6.35) 

<> 

Proof: Adding inequalities (6.34) for i = 1,2 and using 

we obtain 

where 

L [ 

e{ Y1 + er Y2 

e{ e1 

er e2 

u{ Y1 + uT Y2 

u{ '111 - 2u{ Y2 + yr Y2 

Ur U2 + 2ur Y1 + y{ Y1 

+ 51)I 0 ) M = [clIO) N _ [ I 2C11 ) 
o (C1 + 62)I ) 0 c21 ) - -2c21 I 

and V(x) = VI (Xl) + V2(X2). Let a = min{c2 + 51, C1 + 52} > 0, b = IINI12 2:: 0, and 
c = IIMI12 2:: O. Then 
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where kZ = bZ + 2ac. Integrating over [0, T], using V(x) ~ 0, and taking the square 
roots, we arrive at 

k 
\\Yr\\C2 ~ -\\Ur\\L2 + J2V(x(0))/a 

a 

which completes the proof of the theorem. o 

Theorem 6.2 reduces to Lemma 6.8 when (6.34) is satisfied with Cl = cz = 0, 
01 > 0, and Oz > O. However, condition (6.35) is satisfied in several other cases. 
For example, it is satisfied when both HI and Hz are input strictly passive with 
eT Yi ~ Vi +ciuT Ui for some Ci > O. It is also satisfied when one component (HI say) 
is passive, while the other component satisfies (6.34) with positive C2 and Oz. What 
is more interesting is that (6.35) can be satisfied even when some of the constants 
Ci and Oi are negative. For example, a negative Cl can be compensated for by a 
positive 02. This is a case where shortage of passivity (at the input side) of HI 
is compensated for by excess of passivity (at the output side) of H 2 . Similarly, a 
!le1;<1tive 02 can be compensated for by a positive CI' This is a case where shortage 
of passivity (at the output side) of H2 is compensated for by excess of passivity (at 
the input side) of HI. 

Example 6.7 Consider the feedback connection of 

= f(x) + G(x)el 
= h(x) 

and 

where k > 0 and ei, Yi E RP. Suppose there is a positive definite function VI (x) 
such that 

aVl ax f(x) ~ 0, 

Both C01h.l.'0nents are passive. Moreover, H2 satisfies 

'1 T T (1 -,) T 
e2 Y2 -:: ke2 e2 = ,ke2 e2 + --k-Yz Yz, 0 < , < 1 

Thus, (6.34) is satisfied wn:" C 1 = 01 = 0, C? = and o? = (1 -,)/k. This shows 
that (6.35) is satisfied, and we c.mclude that the closed-loop map trom u\"v y is 

finite-gain £2 stable. D. 

Example 6.8 Consider the feedback com.l2f"tion of 

xz 
-ax~ - CT(X2) + el 
X2 

and Hz: Y2 = ke2 

where CT E [-0:,00], a > 0, 0: > 0, and k > O. If CT was in the sector [0, (0), we could 
have shown that HI is passive with the storage function V1 (x) = (a/4)xi + (1/2)x~. 
For CT E [-0:,00], we have 

~ VI = ax~x2 - ax~x2 - XZCT(X2) + X2el o:x~ + X2 el = O:Y~ + Ylel 
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Hence, (6,34) is satisfied for HI with C1 = 0 and 81 = -0;. Since 

k 2 k 2 (1 "Y) 2 0 1 e2Y2 = e2 = "Y e2 + --k-Y2' < "Y < 

(6.34) is satisfied for H2 with C2 = "Yk and 82 = (1 - "Y)/k. If k > 0;, we can choose 
"Y such that "Yk > 0;. Then, Cl + 82 > 0 and C2 + 81 > O. We conclude that the 
closed-loop map from u to Y is finite-gain £2 stable. D 

Let us turn now to studying Lyapunov stability of the feedback connection. We 
are interested in studying stability and asymptotic stability of the origin of the 
closed-loop system when the input u = O. Stability of the origin follows trivially 
from Theorem 6.1 and Lemma 6.6. Therefore, we focus our attention on studying 
asym ptotic stability. The next theorem is an immediate consequence of Theorem 6.1 
and Lemma 6.7. 

Theorem 6.3 Consider the feedback connection of two time-invariant (/''/1'11,(/,'1.'''((:,;;,;, 

systems of the form (6.21)-(6.22). The origin of the closed-loop 8Y8tem (6.24) (when 
u = 0) is asymptnfi~c,IZli sia,ole if 

• both feedback compn'(l.F:nts C,TC s~;~G&~y passive, 

II both feedback components are outPl1,t strictly passive and zero-state observable, 
or 

• one component is strictly passive and the other one i.:, c:;+'!1ut strictly passive 
and zero-state observable. 

Furthermore, if the storage function for each component is radially unbounded, the 
origin is globally asymptotically stable. <> 

Proof: Let V1 (Xl) and V2(X2) be the storage functions for HI and H2, respectively. 
As in the proof of Lemma 6.7, we can show that VI(Xl) and V2(X2) are positive 
definite functions. Take \1(x) = VI(XI) + V2(X2) as a Lyapunov function candidate 
for the closed-loop system. In the first case, the derivative V satisfies 

V :S uT Y - '1fl(Xl) - '1f2(X2) = -'1fl(Xl) - '1f2(X2) 

since u = O. Hence, the origin is asymptotically stable. In the second case, 

V:S -y'[ Pl(YI) - yi P2(Y2) 

where y'[ Pi (Yi) > 0 for all Yi =I O. Here V is only negative semidefinite and V = 0 :::} 
Y = O. To apply the invariance principle, we need to show that y(t) == 0 :::} x(t) == O. 
Note that Y2(t) == 0 ::::} el(t) == O. Then, zero-state observability of HI shows 
that Yl(t) == 0 ::::} Xl(t) == O. Similarly, Yl(t) == 0 ::::} e2(t) == 0 and zero­
state observability of H2 shows that Y2(t) == 0 ::::} X2(t) == O. Thus, the origin is 
asymptotically stable. In the third case (with HI as the strictly passive component), 

V:S -'1fl(XI) - yi P2(Y2) 
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and V = 0 implies Xl = 0 and Y2 = O. Note that Y2(t) == 0 ::::} el(t) 0, which 
together with Xl (t) == 0 imply that Yl (t) == O. Hence, e2(t) == 0 and zero-state 
observability of H2 shows that Y2(t) == 0 ::::} X2(t) == o. Thus, the origin is asymp­
totically stable. Finally, if VI (Xl) and V2 (X2) are radially unbounded, so is V (x), 
and we can conclude global asymptotic stability. 0 

The proof uses a simple idea, namely, that the sum of the storage functions 
for the feedback components is used as a Lyapunov function candidate for the 
feedback connection. Beyond this simple idea, the rest of the proof is straightfor­
ward Lyapunov analysis. In fact, the analysis is restrictive because to show that 
V = VI + V2 ::; 0, we insist that both VI ::; 0 and V2 ::; O. Clearly, this is not 
necessary. One term, VI say, could be positive over some region as long as the sum 
V :::; 0 over the same region. This is again a manifestation of the idea that shortage 
of passivity of one component can be compensated for by excess of passivity of the 
other component. This idea is exploited in Examples 6.10 and 6.11, while Example 
6.9 is a straightforward application of Theorem 6.3. 

Example 6.9 Consider the feedback connection of 

X2 
-axf - kX2 + el 

X2 
and 

where a, b, and k are positive constants. Using VI 
storage function for HI, we obtain 

(a/4)xi + (1/2)x~ as the 

Hence, HI is output strictly passive. Besides, with el = 0, we have 

which show: T,hat HI is zero-state observable. Using V2 = (b/2)x§ + (1/2)x~ as the 
storage functioL for H21 we obtain 

Therefore, H2 is output strictly JVloreover, with fc?'J. = 0, we 

which shows that H2 is zero-state observable. Thus, by the second case of Theo­
rem 6.3 and the fact that VI and V2 are radially unbounded, we conclude that the 
origin is globally asymptotically stable. t::, 
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Example 6.10 Reconsider the feedback connection of the previous example, but 
change the output of HI to YI = X2 + el. From the expression 

VI = -kx~ + X2el = -k(YI - el)2 - ei + Ylel 

we can conclude that HI is passive, but we cannot conclude strict passivity or 
output strict passivity. Therefore, we cannot apply Theorem 6.3. Using 

V = VI + V2 = ~axi + ~x~ + ~bx~ + ~x~ 
as a Lyapunov function candidate for the closed-loop system, we obtain 

V -kx~ + X2eI - x! + X4e2 

-kx~ - X2X4 - x! + X4(X2 - X4) 

-kx~ - - x~ ~ 0 

Moreover, 11 = 0 implies that X2 = X4 = 0 and 

X2(t) == 0 =} - X4(t) == 0 =} XI(t) == 0 

X4(t) == 0 =} -bX3(t) + X2(t) == 0 =} X3(t) == 0 

Thus, by the invariance principle and the fact that V i;:: radially unbounded, we 
conclude that the origin is globally asymptotically stable. t::, 

Example 6.11 Reconsider the system 

;h X2 

X2 -hl(xI) - h2(x2) 

from Examples 4.8 and 4.9, where hI and h2 are locally Lipschitz and belong to 
the sector (0,00). The system can be viewed as the state model of the feedback 
connection of Figure 6.12, where HI consists of a negative feedback loop around the 
integrator X2 with h2 in the feedback path, and H2 consists of a cascade connection 
of the integrator Xl with hI. We saw in Example 6.2 that HI is output strictly 
passive with the storage function VI = (1/2)x~ and, in Example 6.3, that H2 is 
lossless with the storage function V2 = J;l hI (0') dO'. We cannot apply Theorem 6.3 
because H2 is neither strictly passive nor output strictly passive. However, using 
V = VI + V2 = J;l hl(O') dO' + (1/2)x~ as a Lyapunov function candidate, we can 
proceed to investigate asymptotic stability of the origin. This is already done in 
Examples 4.8 and 4.9, where it is shown that the origin is asymptotically stable and 
will be globally asymptotically stable if J: hI (z) dz -, 00 as iyi -7 00. We will 
not repeat the analysis of these two examples here, but let us note that if hI (y) and 
h2 (y) belong to the sector (0,00) only for Y E (-a, a), then the Lyapunov analysis 
can be limited to some region around the origin, leading to a local asymptotic 
stability conclusion, as in Example 4.8. This shows that passivity remains useful as 
a tool for Lyapunov analysis even when it holds only on a finite region, rather than 
the whole space. D 
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5.12: Example 6.11. 

When the feedback connection has a dynamical system as one component and 
a memoryless function as the other component, we can perform Lyapunov analysis 
by using the storage function of the dynamical system as a Lyapunov function 
candidate. It is important, however, to distinguish between time-invariant and 
time-varying memoryless functions, for in the latter case the closed-loop system 
w~:: 1-..", nonautonomous and we cannot apply the invariance principle as we did in 
the proof ot .i:,"~rwp,m 6.3. We treat these two cases separately in the next two 
theorems. 

Theorem 6.4 Consider the feedback conneCLWi, '''c ~ c+ri.ctl11 passive, time-invariant, 
dynamical system of the form (6.21)-(6.22) with a passive (pOSS'l,(J/:'Y ':~CLo'nr1Iinal 

memoryless function of the form (6.23). Then, the origin of the closed-loop system 
(6.28) (when u = 0) is uniformly asymptotically stable. Furthermore, if the stomge 
function for the dynamical system is mdially unbounded, the origin will be globally 
uniformly asymptotically stable. <> 

Proof: As in the proof of Lemma 6.7, it can be shown that V1(XI) is positive 
definite. Its derivative is given by 

The conclusion follows from Theorem 4.9. o 

Theorem 6.5 Consider the feedback connection of a time-invariant dynamical sys­
tem HI of the form (6.2i)-(6.22) with a time-invariant memoryle88 fu.nction H2 of 
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the form (6.23). Suppose that HI is zero-state observable and has a positive definite 
storage function, which satisfies 

(6.36) 

and that H2 satisfies 
(6.37) 

Then, the origin of the closed-loop system (6.28) (when u = 0) is asymptotically 
stable if 

VT[Pl(V) + 'P2(V)] > 0, \j v#-O (6.38) 

Furthermore, if VI is radially unbounded, the origin will be globally asymptotically 
stable. <> 

Proof: Use VI (Xl) as a Lyapunov function candidate, to obtain 

. 8Vl T T ( ) 
VI -8 h(xl,el)::; elYl-YlPlYl 

Xl 

-eIY2 y'fPl(Yl)::; -[Y'f'P2(Yl)+Yrr_~.'J1)J 

Inequality (6.38) shows that VI ::; 0 and VI = ~ =;> Yl = O. Noting that Yl (t) == 
o :::} e2(t) == 0 :::} el(t) == 0, we RPP t~.,:: .. : ;:>.:;l'O-state observability of HI implies that 
Xl (t) == O. The conclusion follows from the invariance principle. 0 

J:::x:an:lpJle 6.12 Consider the feedback connection of a strictly positive real transfer 
function and a passive time-varying memoryless function. From Lemma 6.4, we 
know that the dynamical system is strictly passive with a positive definite storage 
function of the form V(x) (1/2)xT Px. From Theorem 6.4, we conclude that the 
origin of the closed-loop system is globally uniformly asymptotically stable. This is 
a version of the circle criterion of Section 7.1. ~ 

J:::x:aIlrlp.le 6.13 Consider the feedback connection of 

f(x) + G(x)el 
h(x) 

and 

where (J E (0,00) and ei, Yi E RP. Suppose there is a radially unbounded positive 
definite function VI (x) such that 

and HI is zero-state observable. Both components are passive. Moreover, H2 
satisfies 

eI Y2 = eI (J(e2) 

Thus, (6.36) is satisfied with PI = 0, and (6.37) is satisfied with 'P2 = (J. Since 
(J E (0, 00 ), (6.38) is satisfied. It follows from Theorem 6.5 that the origin of the 
closed-loop system is globally asymptotically stable. ~ 
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We conclude this section by presenting loop transformations, which extend the 
utility of passivity theorems. Starting with a feedback connection in which one of the 
two feedback components is not passive or does not satisfy a condition that is needed 
in one of the theorems, we may be able to reconfigure the feedback connection 
into an equivalent connection that has the desired properties. We illustrate the 
process first for loop transformations that use constant gains. Suppose HI is a 
time-invariant dynamical system, while H2 is a (possibly time-varying) memoryless 
function that belongs to the sector [Kl, K 2 ], where K = K2 Kl is a positive 
definite symmetric matrix. We saw in Section 6.1 that a function in the sector 
[Kl, K 2 ] can be transformed into a function in the sector [0, by input feedforward 
followed by output feedback, as shown in Figure 6.7. Input feedforward on H2 

can be nullified by output feedback on HI, as shown in Figure 6.13(b), resulting 
in an equivalent feedback connection, as far as asymptotic stability of the origin 
j"l rrmr"'''''n",rl Similarl~T. premultiplying the modified H2 by K- 1 can be nullified 
by postmulti plying the modified HI by K, as shown ill :r ~g~::r~ f' 13 (c). Finally, 
output feedback on the component in the feedback path can be nullified by lIlJ!L/c 

feedforward on the component in the forward path, as shown in Figure 6.13 ( d). 
The reconfigured feedback connection has two components fh and fh, where H2 
is a memoryless function that belongs to the sector [0,00]. We can now apply 
~loeorem 6.4 or 6.5 if HI satisfies the conditions of the respective theorem. 

Examp~.~ R.14 Consider the feedback connection of 

X2 

--h(Xl) + bX2 + el 

X2 

and 

where (J E [a, P'], hE [aI, (0), b> 0, al > 0, and k = P' - a> O. Applying the 10uy 

transformation of Figure 6.13(d) (with Kl = a and K2 = {3) results in the feedback 
connection of 

X2 

-h(Xl) - aX2 + el 
kX2 + el 

and 

where (j E [0,00] and a = a-b. If a > b, it can be shown (Exercise 6.4) that HI 
is strictly passive with a storage function of the form 1/1 = k fOXl h(s) ds + xI'px, 
where P = pI' > O. Thus, we conclude from Theorem 6.4 that the origin of the 
feedback connection is globally asymptotically stable. 6 

Next, we consider loop transformations with dynamic multipliers, as shown in 
Figure 6.14. Premultiplying H2 by a transfer function VV(s) can by nullified by 
postmultiplying HI by W-l(s), provided the inverse exists. For example, when H2 
is a passive, time-invariant, memoryless function h, we saw in Example 6.3 that 
premultiplying h by the transfer function l/(as + 1) results in a strictly passive 
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Figure 6.13: Loop transformation with constant gains. A memoryless function H2 in 
the sector [Kl' K2 ] is transformed into a memoryless function H2 in the sector [0,00]. 
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Figure 6.14: Loop transformation with dynamic multipliers. 

dynamical system. If postmultiplying HI by (as + 1) results in a strictly passive 
system or an output strictly passive system that is zero-state observable, we can 
employ Theorem 6.3 to conclude asymptotic stability of the origin. This idea is 
illustrated in the next two examples for cases where H1 is 'M~lU nOll::H:::::::-. 
respectively. 

Example 6.15 Let HI be a linear time-invariant system represented by the state 
'llodel 

where 

A 
o 

-1 

± = Ax + Bel, YI = Cx 

and C = [1 0 ] 

Its transfer function 1/ (s"" . s + 1) has relative degree two; hence, it is not positive 
reaL Postmultiplying HI by (a~ 1-1) results in ih, which can be represented by the 
state model 

± = Ax + Bel, iiI Ox 

where 0 = C + aC A = [1 a J. Its transfer function (as + 1) / (82 + s + 1) satisfies 
the condition 

[ 
1 + jwa 1 1 + (a - 1 )w2 

Re 2' = ( 2) 2 2 > 0, '1/ w E R 1 - w + JW 1 - W + W 

if a :::. 1. Thus, choosing a :::. 1, we can apply Lemmas 6.3 and 6.4 to conclude that 
fh is strictly passive with the storage function (1/2)xT Px where P satisfies the 
equations 
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for some Land c > 0. On the other hand, let H2 be given by Y2 = h(e2), where 
h E [0,00]. We saw in Example 6.3 that premultiplying h by the transfer function 
1/ ( as + 1) results in a strictly passive system with the storage function a J;2 h (s) ds. 
Application of Theorem 6.3 shows that the origin of the transformed feedback con­
nection of Figure 6.14(b) (with zero input) is asymptotically stable with the Lya­
punov function V = (1/2)xT px + aJ;2 h(s) ds. Notice, however, that the trans­
formed feedback connection of Figure 6.14(b) has a state model of dimension three, 
while the original feedback connection has a state model of dimension two; so more 
work is needed to establish asymptotic stability of the origin of the original feedback 
connection. The extra work can be alleviated if we use the transformed feedback 
connection only to come up with the Lyapunov function V and then proceed to 
calculate the derivative of V with respect to the original feedback connection. Such 
derivative is given by 

V ~xT Pi; + ~i;T Px + ah(t2)e2 

~xT PlAx - Bh(e2)] + ~ - Bh(e') )]T Px + ah(e2)C[Ax - Bh(e2)] 

- ~xTLT Lx - (c/2)xTpx - xT6Th(f.7-) + ah(e2)CAx 

- ~xT LT Lx - (c/2)xT Px - xT[C + aCAt,~( e2) + ah(e2)CAx 

- ~xT LT Lx - (c/2)xTpx - erh(e2) ::; -(c/2)x rr Ox 

which shows that the origin is asymptotically stable. In fact, sinl'~ V is radially 
unbounded, we conclude that the origin is globally asymptotically sta,>le. D. 

Example 6.16 Consider the feedback connection of 

X2 
-b·1:f - kX2 + el 
Xl 

and 

where b > 0,_ k > 0, and h E [0,00]. Postmultiplying HI by (as + 1) results 
in a system HI represented by the same state equation but with a new output 
ih =_ Xl + aX2· Using VI = (1/4)bxi + (1/2)xT Px as a storage function candidate 
for HI, we obtain 

VI b(l - P22)xfx2 P12bxi + (PllXl + P12X2)X2 

- (P12 X l + P22 X2) kx2 + (P12 Xl + P22 x2)el 

Taking Pll = k, P12 = P22 = 1, a = 1, and assuming that k > 1, we obtain 

111 = -bxi - (k - l)x~ + ihel 

which shows that fh is strictly passive. On the other hand, pre multiplying h by 
the transfer function 1/ (s + 1) results in a strictly passive system with the stor­
age function J;2 h ( s) ds. Using the storage function (of the transformed feedback 
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connection) 

v = (1/4)bxi + (1/2)x'T Px + l e2 

h(s) ds 

as a Lyapunov function candidate for the original feedback connection (when u = 0) 
yields 

V bXrX2 + (kXl + X2)X2 + (Xl + x2)[-bxr - kX2 - h(e2)] + h(e2)x2 

-(k - l)x~ bxi - xlh(Xl) 

which is negative definite. Since V is positive definite and radially unbounded, we 
conclude that the origin is globally asymptotically stable. D 

6 Exercises 

6.1 Verify that a function in the sector [Kl' K 2 ] can be transformed into a function 
in the sector [0, (0) by input feedforward followed by output feedback, as shown in 
Figure 6.7. 

6.2 Consider the system 

ax = -x +th(x) + u, y = h(x) 

where a and k are positive constants and h E [0, k]. Show that the system is passive 
with V (x) = a J; h( 0") dO" as the storage function. 

6.3 Consider the system 

where 0 < Q < a and h E (0,00]. Show that the system is strictly passive. 
Hint: Use V(x) of Example 4.5 as the storage function. 

6.4 Consider the S3"str::-m 

where a > 0, k > 0: h E 00]' and Q1 > O. Let V(x) = k J~Tl h(s) ds + x'T Px, 
where Pn = ap12, P22 = and 0 < P12 < min{2Ql' ak/2}. Using V(x) as a 
storage function, show that the system is strictly passive. 

6.5 Consider the system represented by the block diagram of Figure 6.15, where 
u, y E RP, 1\([ and K are positive definite symmetric matrices, h E [0, K], and 
Jo

x h'T ( 0" ) M dO" 2:: 0 for all x. Show that the system is output strictly passive. 
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Figure 6.15: Exercise 6.5 

6.6 Show that the parallel connection of two passive (respectively, input strictly 
passive, output strictly passive, strictly passive) dynamical systems is passive 
(respectively, input strictly passive, output strictly passive, strictly passive). 

6.7 Show that the transfer function (bos + bl )/(s2 + alS + a2) is strictly 
positive real if and only if all coefficients are positive and bl < al bo. 

6.8 Consider equations (6.14) through (6.16) and suppose that (D + DT) is 
non-singular. Show that P satisfies the Riccati equation ' 

P Ao + Air P - P BoP + Co = 0 

where Ao = -(t/2)I - A + B(D + DT)_1 0, Bo = B(D + DT)-l B T , and Co = 
-CT(D + DT)-lC. 

6.9 Show that if a system is input stnctly passive, with <p(u) = EU, and finite-gain 
£2 stable, then there is a storage function V C11:~ Dositive constants El and 01 such 
that 

U
T Y ~ V + El uT 

U + OlyT Y 

6.10 Consider the equations of motion of an m-link robot, describeu ' . ...... Exer
cise 1.4. Assume that P(q) is a positive definite function of q and g(q) = 0 has ,,"",~ 
isolated root at q = O. 

(a) Using the total energy V = ~qT M(q)q + P(q) as a storage function, show 
that the map from u to q is passive. 

(b) With u = - Kdq + v, where Kd is a positive diagonal constant matrix, 
show that the map from v to q is output strictly passive. 

(c) Show that u =-Kdq, where Kd is a positive diagonal constant matrix, makes 
the origin (q = 0, q = 0) asymptotically stable. Under what additional 
conditions will it be globally asymptotically stable? 

6.11 ([151]) Euler equations for a rotating rigid spacecraft are given by 

JlW1 (J2 - J3)W2W3 + Ul 

J2W2 (Js - Jl )W3Wl + U2 

J3W3 (Jl - J2)WlW2 + U3 

where WI to W3 are the components of the angular velocity vector along the principal 
axes, Ul to U3 are the torque inputs applied about the principal axes, and Jl to J3 
are the principal moments of inertia. 
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(a) Show that the map from U = [Ul,UZ,U3f to w = [WI,WZ,W3f is lossless. 

(b) Let U = - K W + v, where K is a positive definite symmetric matrix. Show that 
the map from v to w is finite-gain £z stable. 

( c) Show that, when v = 0, the origin w = ° is globally asymptotically stable. 

6.12 Consider the feedback system of Figure 6.11 where HI and Hz have the state 
models 

for i = 1,2. Show that the feedback system has a well-defined state model if the 
matrix I + h(xz)JI (xd is nonsingular for all Xl and Xz. 

6.13 Consider equations (6.26)-(6.27) and (6.30)-(6.31), and suppose hi = hl(XI), 
independent of el. Show, in each case, that the equations have a unique solution 
(el' e2). 

6.14 Consider the feedback connection of Figure 6.11 with 

Xz 
-Xl - hl(xz) + el 
Xz 

where hI and hz are locally Lipschitz functions, which satisfy hI E (0,00], h2 E 
(0,00]' and Ih2(z)1 2: Izl/(l + z2) for all z. 

(a) Show that the feedback connection is passive. 

(b) Show that the origin of the unforced system is globally asymptotically stable. 

6.15 Repeat the previous exercise for 

-Xl + Xz -xr - Xz + el 
X2 

6.16 ([78]) ':onsider the feedback system of Figure 6.11, where HI and Hz are 
passive dynamich. systems of the form (6.21)-(6.22). Suppose the feedback connec­
tion has a well-define' state model and the series connection H 1 ( -H2 ), with input 
ez and output YI, is zen ",tate observable. Show that the origin is ~)5;;',Tmntl[)t.lC.61.(y 

stable if H2 is input strictly . 'q,ssive or Hl is output 

6.17 ([78]) Consider the feedba,,'r systern of F.igure 6.11, where HI and H2 are 
passive dynamical systems of the fon~l (6.21)-(6.22). Suppose the feedback con­
nection has a well-defined state model and the series connection H 2H 1 , with input 
el and output Y2, is zero-state observable. Show that the origin is asymptotically 
stable if HI is input strictly passive or H2 is output strictly passive. 



262 CHAPTER 6, PASSIVITY 

6.18 ([78]) As a generalization of the concept of passivity, a dynamical system of 
the form (6.6)-(6.7) is said to be dissipative with respect to a supply rate w( u, y) 
if there is a positive definite storage function V(x) such that If :::; w. Consider the 
feedback system of Figure 6.11 where HI and H2 are zero-state observable, dynami­
cal systems ofthe form (6.21)--(6,22). Suppose each of HI and H2 is dissipative with 
storage function Vi(Xi) and supply rate Wi(Ui,Yi) = yTQiYi + 2yTSiui + uTRiUi, 
where Qi and Ri are real symmetric matrices and Si is a real matrix. Show that 
the origin is stable (respectively, asymptotically stable) if the matrix 

is negative semidefinite (respectively, negative definit~) for some ex > O. 

6.19 Consider the feedback connection of two time-invariant dynamical systems 
of the form (6.21)-(6.22). Suppose both feedback components are zero-state 
observable and there exist positive definite storage functions which satisfy 

Show that tlr:.: 
stable if 

or tlle closed-loop system (6.24) when U = 0 is asymptotically 

Under what additional conditions will the origin be globally asymptotically stable? 



Chapter 

Frequency Domain A11alysis of 
Feedback Systems 

Many nonlinear physical systems can be represented as a feedback CUIHJ.v~"~. __ 

linear dynamical system and a nonlinear element, as shown in Figure 7.1. The pro­
cess of representing a system in this form depends on the particular system involved. 
For instance, in the case in which a control system's only nonlinearity is in the form 
of a relay or actuator/sensor nonlinearity, there is no difficulty in representing the 
system in the feedback form of Figure 7.1. In other cases, the representation may 
be ' -n<;: obvious. We assume that the external input r = 0 and study the behavior of 
the unforcea OJ -_~+"'m. What is unique about this chapter is the use of the frequency 
response of the linear SYb,,:'.'" which builds on classical control tools like the Nyquist 
plot and the Nyquist criterion. In -- -tion 7.1, we study absolut.e stability. The sys­
tem is said to absolutely stable if it has a 6= ,-',qUy uniformly asymptotically bt,Q,:/:. 
equilibrium point at the origin for all nonlinearities in a sector. The circle and 
Popov criteria give frequency-domain sufficient conditions for absolute stability in 

y 

Figure 7.1: Feedback connection. 

263 
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the form of strict positive realness of certain transfer functions. In the single-input­
single·-output case, both criteria can be applied graphically. In Section 7.2, we use 
the describing function method to study the existence of periodic solutions for a 
single-input-single-output system. We derive frequency-domain conditions, which 
can be applied graphically, to predict the existence or absence of oscillations and 
estimate the frequency and amplitude of oscillation when there is one. 

1 Absolute Stability 

Consider the feedback connection of Figure 7.1. We assume that the external input 
r = 0 and study the behavior of the unforced system, represented by 

y 

u 

"~x + Bu 

Cx+Du 

-'ljJ(t, y) 

(7.1) 

(7.2) 

(7.3) 

where x E Rn, u, y E R?, (A, B) is controllable, (A, C) is observable, an~ ~) : 
[0,(0) x RP --+ RP is a memoryless, possibly time-varying, nonlinearity, which is 
piecewise continuous in t and locally Lipschitz in y. We assume that the feedback 
connection has a well-defined state model, which is the case when 

u = -'ljJ(t, Cx + Du) (7.4) 

has a unique solution 11 for every (t, x) in the domain of interest. This is always the 
case when D = O. The transfer function matrix of the linear system 

G(s) = C(s1 - A)-l B + D (7.5) 

is square and proper. The controllability and observability assumptions ensure 
that {A, B, C, D} is a minimal realization of G(s). From linear system theory, we 
know that for any rational proper G( s), a minimal realization always exists. The 
nonlinearity'ljJ is required to satisfy a sector condition per Definition 6.2. The sector 
condition may be satisfied globally, that is, for all y E RP, or satisfied only for y E Y, 
a subset of RP, lliThose interior is connected and contains the origin. 

For all nonlinearities satisfying the sector condition, the origin x = 0 is an 
equilibrium point of the system (7.1)-(7.3). The problem of interest here is to 
study the stability of the origin, not for a given nonlinearity, but rather for a class 
of nonlinearities that satisfy a given sector condition. If we succeed in showing that 
the origin is uniformly asymptotically stable for all nonlinearities in the sector, the 
system is said to be absolutely stable. The problem was originally formulated by 
Lure and is sometimes called Lure '8 problem. Traditionally, absolute stability has 
been defined for the case when the origin is globally uniformly asymptotically stable. 
To keep up this tradition, we will use the phrase "absolute stability" when the sector 
condition is satisfied globally and the origin is globally uniformly asymptotically 
stable. Otherwise, we will use the phrase "absolute stability with a finite domain." 
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Definition 7.1 Consider the system (7.1)-(7.3), where 1/J satisfies a sector con­
dition per Definition 6.2. The system is absolutely stable if the origin is globally 
uniformly asymptotically stable for any nonlinearity in the given sector. It is abso­
lutely stable with a finite domain if the origin is uniformly asymptotically stable. 

We will investigate asymptotic stability of the origin by using Lyapunov analysis. 
A Lyapunov function candidate can be chosen by using the passivity tools of the 
previous chapter. In particular, if the closed-loop system can be represented as 
a feedback connection of two passive systems, then the sum of the two storage 
functions can be used as a Lyapunov function candidate for the closed-loop system. 
The use of loop transformations allows us to cover various sectors and Lyapunov 
function candidates, leading to the circle and Popov criteria. 

7.1.1 Circle Criterion 

Theorem 7.1 The system (7.1)-(7.3) is absolutely stable zf 

*' 1/J E [Kl, 00] and G(s)[I + K1G(s)]-1 is strictly positive real, or 

., 1/J E [Kl' K 2], with K = K2 - Kl = KT > 0, and [I + K 2 G(s)][I + K1G(s)tl 
is strictly positive reaL 

If the sector cOhv':-/ion is satisfied only on a set Y c RP, then the foregoing conditions 
ensure that the syste'/" ,;s absol'U,tely stable 'Il":~h domain. <) 

We refer to this theorem as the i" ·.ltivariable circle criterion, although the reason 
for using this name will not be clear ur1c~~ WA specialize it to the scalar case. A nec­
essary condition for equation (7.4) to have a unKl~" "olution u for every 'tP E [Kl' 00] 
or 1/J E [Kll K2J is the nonsingularity of the matrix (1 T -7' 8). This can be seen by 
taking 1/J = K1y in (7.4). Therefore, the transfer function [I + is proper. 

Proof of Theorem 7.1: We prove the theorem first for the sector [0,00] and re­
cover the other cases by loop transformations. If 1/J E [0, 00] and G (s) is strictly pos­
itive real, we have a feedback connection of two passive systems. From Lemma 6.4, 
we know that the storage function for the linear dynamical system is V (x) = 
(1/2)xT Px, where P = pT > 0 satisfies the Kalman-Yakubovich-Popov equations 

-LTL - sP 

C T - LTVV 

D+DT 

and s > O. Using V(x) as a Lyapunov function candidate, we obtain 

(7.6) 

(7.7) 

(7.8) 
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r-------

____ , __ .J 

;j;(.) 

L _________ .J 

Figure 7.2: 'ljJ E [Kll is transformed to ;j; E [0,00] via a loop transformation. 

Using (7.6) and (7.7) yields 

11 - ~xTLTLx - ~cxT Px + xT(CT - LTW)u 

- ~xT LT Lx - ~cxT Px + (Cx + Du)T U - uT Du - xT LTWu 

Using (7.8) and the fact that uT Du = ~uT (D + DT)u, we obtain 

11=- ~cxTpx- ~(Lx+l¥uf(Lx+Wu)-yT'ljJ(t,y) 

Since yT'ljJ(t,y) 2': 0, we have 
v < - lcxTpx - 2 

which shows that the origin is globally exponentially stable. If 'ljJ satisfies the sector 
condition only for y E Y, the foregoing analysis will be valid in some neighborhood 
of the origin, showing that the origin is exponentially stable. The case 'ljJ E [Kl' 00] 
can be transformed to a case where the nonlinearity belongs to [0,00] via the loop 
transformation of Figure 7.2. Hence, the system is absolutely stable if G(s)[I + 
K 1G(s)]-1 is strictly positive real. The case 'ljJ E [Kl' K 2 ] can be transformed 
to a case where the nonlinearity belongs to [0,00] via the loop transformation of 
Figure 7.3. Hence, the system is absolutely stable if 

1+ KG(s)[I + K 1G(s)tl = [J + K 2 G(s)][I + K 1G(s)tl 

is strictly positive real. o 

Example 7.1 Consider the system (7.1)-(7.3) and suppose G(s) is Hurwitz and 
strictly proper. Let 

11 = sup t7max [G(jw)] = sup IIG(jw)112 
wER wER 
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Figure 7.3: 'ljJ E [Kl' K2] is transformed to (j; E [0,00] via a loop transformation. 

where O'max['] denotes the maximum singular value of a complex matrix. The con­
stant 11 is finite, since G(s) is Hurwitz. Suppose'ljJ satisfies the inequality 

then it belongs to the sector [Kl' K 2] with Kl = -121 and K2 
Theorem 7.1 j we need to show that 

(7.9) 

121. To apply 

is :"tly positive real. We note that det[Z(s) + ZT( -s)] is not identically zero 
because L;;_") = 1. \f,,-e a,p;:]y Lemma 6.1. Since G(s) is Hurwitz, Z(s) will be 
Hurwitz if [I - ,_ t:;'(s)]-1 is Hurwitz. Noting that1 

we see that if 1112 < 1, the plot Oi lc:t[1 12G(jw)] will not go through nor encircle 
the origin. Hence, by the multivariable 2 [1 -:2G(S )]-1 is Hurwitz; 
consequently, Z(s) is Hurwitz. Next, we silow that 

Z(jw) + ZT(_jw) > 0, 'II wE R 

IThe following properties of singular values of a complex matrix are used: 

detG =1= 0 {::} O'min[G] > 0 

O'max[G- 1
] = l/O'min[G], if O'min[G] > 0 

O'min[I + G] 2': 1 - O'max[G] 

O'max[GIG2] ::; O'max[G l]O'max[G2] 

2See [33, pp. 160-161] for a statement of the multivariable Nyquist criterion. 
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The left-hand side of this inequality is given by 

Z(jw) + ZT( -jW) = [1 + r2G(jw)][1 - r2G(jW)r1 

+ [1 -'r2GT(-jw)r1[1 +r2GT(-jW)] 

[1 - r2GT(-jw)r1 [21 - 2r~GT(-jw)G(jw)J 

x [1 - r2G(jW)r1 

Hence, Z(jw) + ZT( -jw) is positive definite for all w if and only if 

0" min [1 - r~ GT ( - jw ) G (jw ) ] > 0, V w E R 

Now, for rl r2 < 1, we have 

O"min[1 -r~GT(-j:.;)GUw)] 2: 1-r~O"maxlGT(-jw)]O"max[G(jw)] 

2: 1 - rir~ > 0 

Finally, Z(oo) + ZT(oo) = 2I. Thus, all the conditions of Lemma 6.1 are satisfied 
and we conclude that Z ( s) is strictly pcsitive real and the system is absolutely stable 
if rl r2 < L This is a robustness result, whic11 bl~c~TT" that closing the loop around 
a Hurwitz transfer function with a nonlinearity satisfying (7 01. with a sufficiently 
small r2, does not destroy the stability of the system. 3 6, 

In the scalar case p = 1, the conditions of Theorem 7.1 can be verified griA.:h.ically 
by examining the Nyquist plot of G(jw). For 'ljJ E [0:,,8], with ,8 > 0:, the system .:'" 
absolutely stable if the scalar transfer function 

Z(s) = 1 + ,8G(s) 
1 + o:G(s) 

is strictly positive real. To verify that Z (s) is strictly positive real, we can use 
Lemma 6.1 which states that Z (s) is strictly positive real if it is Hurwitz and 

[
1 + ,BG(jw) 1 

Re 1 + o:G(jw) > 0, V wE [-00,00] (7.10) 

To relate condition (7.10) to the Nyquist plot of G(jw), we have to distinguish 
between three different cases, depending on the sign of 0:. Consider first the case 
when,8 > 0: > O. In this case, condition (7.10) can be rewritten as 

Re [ ~ + G(jW)] 
~ + G(jw) > 0, V w E [-00,00] (7.11) 

For a point q on the Nyquist plot of G(jw), the two complex numbers (1/,B) +G(jw) 
and (1/0:) + G(jw) can be represented by the lines connecting q to -(I/,B) + jO and 

inequalitY'Y1/'2 < 1 can be derived also from the small-gain theorem. (See Example 5.13.) 
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q 

Figure 7.4: Graphical representation of the circle criterion. 

-(1/0:) + }O, respectively, as shown in Figure 7.4. The real part of the ratio of two 
complex numbers is positive when the angle difference between the two numbers 
is less than 1f /2; that is, the angle (e1 - ez) in Figure 7.4 is less than 1f /2. If we 
define D(o:, (3) to be the closed disk in the complex plane whose diameter is the 
line segment connecting the points -(1/0:) +}O and -(1/(3) + jO, then it is simple 
to see that the angle (e1 - ez) is less than 1f/2 when q is outside the disk D(o:,(3). 
Since (7.11) is required to hold for all w, all points on the Nyquist plot of G(jw) 
must be strictly outside the disk D(o:, (3). On the other hand, Z(s) is Hurwitz if 
G(s)/[l + o:G(s)] is Hurwitz. The Nyquist criterion states that G(s)/[l + o:G(s)] 
is Hurwitz if and only if the Nyquist plot of G(jw) does not intersect the point 
-(l/o:)+jO and encircles it exactly m times in the counterclockwise direction, where 
m is the number of poles of G (s) in the open right-half complex plane.4 Therefore, 
the conditions of Theorem 7.1 are satisfied if the Nyquist plot of G(ju.J) does not 
,-,uter the disk D( 0:, (3) and encircles it m times in the counterclockwise direction. 
C()~, ~ider, next, the case when (3 > 0 and 0: O. For this case, Theorem 7.1 requires 
1 + (3& ( ,) to be strictly positive real. This is the case if G (s) is Hurwitz and 

Re[l + (3G(jw)] > 0, V w E 00] 

The latter condition C(k~ he rewritten as 

Re[G(jw)] > ---~, V w E [-00,00] 
j:J 

which is equivalent to the graphical condition that the Nyquist plot of G(jw) lies 
to the right of the vertical line defined by Re [s] = -1/(3. Finally, consider the case 

4When G(s) has poles on 
plane, as usual. 

imaginary axis, the Nyquist path is indented in the right-half 
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when 0: < 0 < /3. In this case, condition (7.10) is equivalent to 

[
1 + G(jW)] 

Re i + G(jw) < 0, V wE 00] (7.12) 

where the inequality sign is reversed because, as we go from (7.10) to (7.12), we 
multiply by 0:/ /3, which is now negative. Repeating previous arguments, it can be 
easily seen that for (7.12) to hold, the Nyquist plot of G(jw) must lie inside the 
disk D( 0:, /3). Consequently, the Nyquist plot cannot encircle the point -(1/0:) + 
jO. Therefore, from the Nyquist criterion, we see that G(s) must be Hurwitz for 
G (s) / (1 + o:G (s)] to be so. The stability criteria for the three cases are summarized 
in the following theorem, which is known as the circle criterion. 

Theorem 7.2 Consider a scalar system of the form (7.1)-(7.3), where {A, B, C, D} 
is a minimal realization of G( s) and'IjJ E ,0]. Then, the system is absolutely stable 
if one of the follo-wing conditi(l'r ,,{::, 8atisfied, as appropriate: 

1. If 0 < 0: < /3, the Nyqv,i,st plot ofG(jw) does not enter the disk D(o:,/3) and 
encircles it m times in the counteTclockwise direction, where m is the number 
of poles of G(s) with positive real paris. 

2. If 0 = 0: < /3, G (s) is Hurwitz and the Nyquist plot of G (jw) t'te!) ~ .. the right 
of the vertical line defined by Re ( s] = -1//3. 

3. If 0: < 0 < /3, G(s) is Hurwitz and the Nyquist plot of G(jw) lies in the 
interior of the disk D( 0:, /3). 

If the sector condition is satisfied only on an interval (a, b], then the foregoing con­
ditions ensure that the system is absolutely stable with a finite domain. 0 

The circle criterion allows us to investigate absolute stability by using only 
the Nyquist plot of G(jw). This is important because the Nyquist plot can be 
determined directly from experimental data. Given the Nyquist plot of G(jw), we 
can determine permissible sectors for which the system is absolutely stable. The 
next two examples illustrate the use of the circle criterion. 

Example 7.2 Let 
4 

G (s) - ---,.----:;----
- (s+I)(~s+I)(~s+l) 

The Nyquist plot of G(jw) is shown in Figure 7.5. Since G(s) is Hurwitz, we can 
allow 0: to be negative and apply the third case of the circle criterion. So, we need 
to determine a disk D( 0:, /3) that encloses the Nyquist plot. Clearly, the choice of 
the disk is not unique. Suppose we decide to locate the center of the disk at the 
origin of the complex plane. This means that we will work with a disk D( -12, 12)' 
where the radius (1/12) > 0 is to be chosen. The Nyquist plot will be inside this 
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Figure 7.5: Nyquist plot for Example 7.2. 

disk if IG(jw)1 < In particular, if we set 11 = sUPwER IG(jw)l, then 12 must 
be chosen to satisfy 1112 < 1. This is the same condition we found in Example 7.1. 
It is not hard to see that IG(jw) I is maximum at w = 0 and 11 = 4. Thus, 12 must 
be less than 0.25. Hence, we can conclude that the system is absolutely stable for all 
nonlinearities in the sector [-0.25+c, 0.25 where c > 0 can be arbitrarily small. 
Inspection of the Nyquist plot and the disk D( -0.25,0.25) in Figure 7.5 suggests 
that the choice to locate the center at the origin may not be the best one. By locating 
the center at another point, we might be able to obtain a disk that encloses the 
Nyquist plot more tightly. For example, let us locate the center at the point 1.5 + jO. 
The maximum distance from this point to the Nyquist plot is 2.834. Hence, choosing 
the radius of the disk to be 2.9 ensures that the Nyquist plot is inside the disk 
O( -1/4.4,1/1.4), and we can conclude that the system is absolutely stable for all 
nOl~>nearities i.ll the sector [-0.227, 0.714J. Comparmg tillS Se".>~ ,pi+}, .". "~" .•.. ,,.~ 

one (see Figure 7.6) shows that by giving in a little bit on the lower bound of the 
sector, Vv, q,chieve a significant improvement in the upper bound. Clearly, there is 
still room for 'lptimizing the choice of the center of the disk, but we will not pursue 
it. The point wt.'Tanted to show is that the graphical representation used in the 
circle criterion gives 'l'S a closer look at the problem, compared with the use of norm 
inequalities as in Examl 18 7.1, which allows us to obtain less conservative estimates 
of the sector. Another direc 'ion we can pursue in applying the circle criterion is to 
restrict 0: to zero and apply tht'~cond case of the circle criterion. The Nyquist plot 
lies to the right of the vertical line = -0.857. Hence, we can conclude that 
the system is absolutely stable for all nonlinearities in the sector [0,1.166]. This 
sector is sketched in Figure 7.6, together with the previous two sectors. It gives the 
best estimate of /3, which is achieved at the expense of limiting the nonlinearity to 
be a first-quadrant-third-quadrant nonlinearity. To appreciate how this flexibility 
in using the circle criterion could be useful in applications, let us suppose that we 
are interested in studying the stability of the system of Figure 7.7, which includes a 
limiter or saturation nonlinearity (a typical nonlinearity in feedback control systems 
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--- (-0.25,0.25) 
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-1 -0.5 ° 0.5 

Figure 7.6: Sectors for Example 7.2. 

due to constraints on physical variables). The saturation nonlinearity belongs to a 
sector [0,1]. Therefore, it is included in the sector [0,1.166]' but not in the sedor 
(-0.25,0.25) or [-0.227,0.714]. Thus, based on the annlir8tlon of the second case 
of the circle criterion, we can concl1~~~ tnat the feedback system of Figure 7.7 has 
a globally asymptoti;:;o.,~l.y ~Lable equilibrium point at the origin. 6. 

Figure 7.7: Feedback connection with saturation nonlinearity. 

~xample 7.3 Let 
4 G (8) = ----,,-------:,---

(8 -1)(~8 + 1)(i8 + 1) 

This transfer function is not Hurwitz, since it has a pole in the open right-half plane. 
So, we must restrict a to be positive and apply the first case of the circle criterion. 
The Nyquist plot of G(jw) is shown in Figure 7.8. From the circle criterion, we know 
that the Nyquist plot must encircle the disk D ( a,;3) once in the counterclockwise 
direction. Inspection of the Nyquist plot shows that a disk can be encircled by the 
Nyquist plot only if it is totally inside one of the two lobes formed by the Nyquist 
plot in the left-half plane. A disk inside the right lobe is encircled once in the 
clockwise direction. Hence, it does not satisfy the circle criterion. A disk inside 
the left lobe is encircled once in the counterclockwise direction. Thus, we need to 
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Figure 7.8: Nyquist plot for Example 7.3. 

choose a and (3 to locate the disk D( a, (3) inside the left lobe. Let us locate the 
center of the disk at the point -3.2 + jO, about halfway between the two ends of 
the lobe on the real axis. The minimum distance from this center to the Nyquist 
plot is 0.1688. Hence, choosing the radius to be 0.168, we conclude that the system 
is absolutely stable for all nonlinearities in the sector [0.2969,0.3298]. 6. 

In Examples 7.1 through 7.3, we have considered cases where the sector condition 
is satisfied globally. In the next example, the sector condition is satisfied only on a 
finite interval. 

Example 7.4 Consider the feedback connection of Figure 7.1, where the linear 
system is represented by the transfer function 

s+2 
G(s) = (s+1)(8-1) 

and the nonlinear element is 'IjJ(y) = sat(y). The nonlinearity belongs globally to 
the sector [0,1]. However, since G(s) is not Hurwitz, we must apply the first case 
'If the circle criterion, which requires the sector condition to hold with a positive 
a. 'T'hus, we cannot conclude absolute stability by using the circle criterion. 5 The 
best w" ~8,n hope for is to show absolute stability with a finite domain ~ 
shows that '" the interval [-a, a!, +h~ If' ue1ullgS to the sector [a, (3] 
with a = 1/ a alL' r.; = 1. Since Gr.,,) has a pole with positive real part, the Nyquist 
plot of G(jw), show., 111 FIgure 7.10, must encircle the disk D(a,l) once in the 
counterclockwise directi0 . .i. It can be verified, analytically, that condition (7.10) is 
satisfied for a > 0.5359. Thus, ,'hoosing a = 0.55, the sector condition is satisfied on 
the interval [-1.818,1.818] and the D(0.55, 1) is encircled once by the Nyquist 
plot in the counterclockwise direction. From the first case of the circle criterion, we 

fact, the origin is not 
rium points. 

asymptotically stable because the system has three equilib-
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Figure 7.9: Sector for Example 7.4. 
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Figure 7.10: Nyquist plot for Example 7.4. 

conclude that the system is absolutely stable with a finite domain. \i\Te can also use 
a quadratic Lyapunov function V(x) = xT Px to estimate the region of attraction. 
Consider the state model 

Xl x2 

X2 Xl +U 

Y 2XI + x2 

U _.?jJ(y) 

The loop transformation of Figure 7.3 is given by 

U -o:y + iL = -0.55y + iL 

Y ({3 - o:)y + iL = 0.45y + iL 

Thus, the transformed linear system is given by 

X = Ax + BiL, y = ex + DiL 
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Figure 7.11: Region of attraction for Example 7.4. 

where 

A=[ o 
-0.1 -0~55]' B = [ ~ ], C = [0.9 0.45 J) and D = 1 
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The matrix P is the solution of equations (7.6) through (7.8). It can be verified 
that6 

[ 
0.4946 0.4834] 

E = 0.02, P = 0.4834 1.0774 ' L = [ 0.2946 -0.4436 J, and IV = V2 

satisfy (7.6) through (7.8). Thus, V(x) = xT Px is a Lyapunov function for the 
system. We estimate the region of attraction by 

nc = {x E R2 I V (x) :::; c} 

Whe;Cl c :::; min{lyl=1.818} V(x) = 0.3445 to ensure that nc is contained in the set 
{I Y I :::; .l. 018}. Taking c = 0.34 gives the estimate shown in Figure 7.11. ,6., 

7.1.2 Popov C..   ;terion 

Consider a special case o~~ +he system (7.1 )-(7.31 

Y 

Ax Bu 

Cx 

-'l/Ji(Yi), 1:::; i :::; p 

(7.13) 

(7.14) 

(7.15) 

where x E Rn, u, Y E RP, (A, B) is controllable, (A, C) is observable, and'l/Ji. : R ~ R 
is a locally Lipschitz memoryless nonlinearity that belongs to the sector [0, kiJ, In 
this special case, the transfer function G (s) = C (s1 - A) -1 Bis strictly proper 

6The value of c is chosen such that G(s - c/2) is positive real and [(c/2)I 
G(s) = C(sI - A)-l B + D. Then, P is calculated by solving a Riccati 
Exercise 6.8. 

is Hurwitz, where 
as described in 
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L-----r---------~ 

Figure 7.12: Loop transformation. 

and 'l/J is time invariant and dewupled; that is, 'l/Ji(Y) = 'l/Ji(Yi)' Since D = 0, the 
feedback connection has a well-defined state model. The following theorem, known 
as the multivariable Popov criterion, is proved by using a (Lure-type) Lyapunov 
function of the form V = (1 /2)xT Px + L Ii J~i 'l/Ji (0") dO", which is motivated by 
the application of a loop transformation that transforms the system (7.13)-(7.15) 
into the feedback connection of two passive dynamical systems. 

Theorem 7.3 The system (7.13)-(7.15) is absolutely stable if, for 1 :S i :S p, 
'l/Ji E [0, hi], ° < hi :S 00, and there exists a constant Ii 2: 0, with (1 + Akli) =1= ° 
for every eigenvalue Ak of A, such that M + (I + sr)G(s) is strictly positive real, 
where r = diag(rl,'" "P) and M = diag(l/kl ,"" l/kp). If the sector condition 
'l/Ji E [0, kd is satisfied only on a set Y c RP, then the foregoing conditions ensure 
that the system is absolutely stable with a finite domain. 0 

Proof: The loop transformation of Figure 7.12 results in a feedback connection of 
HI and H2 , where HI is a linear system whose transfer function is 

M + (I + sr)G(s) M + (I + sr)C(sI - A)-l B 

M + C(sI - A)-l B + rCs(sI - A)-l B 

M + C(sI - A)-l B + rC(sI - A + A)(sI - A)-l B 

M + (C + rCA)(sI - A)-l B + rCB 

Thus, M + (I sr)G(s) can be realized by the state model {A., B, C, V}, where 
A. = A, B = B, C = C + rCA, and V = M + rCB. Let Ak be an eigenvalue of A 
and Vk be the associated eigenvector. Then 
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The condition (1 + Akl'i) =1= 0 implies that (A, C) is observable; hence, the realization 
{A,B,C, D} is minimal. If M + (I + sr)G(s) is strictly positive real, we can apply 
the Kalman-Yakubovich-Popov lemma to conclude that there are matrices P 
pT > 0, L, and \iV, and a positive constant E that satisfy 

_LTL EP 

(C + rCA)T LTTV 

2M + rCB + BTcTr 

(7.16) 

(7.17) 

(7.18) 

and V = (1/2)xT Px is a storage function for HI' One the other hand. it can be veri­
fied (Exercise 6.2) that H2 is passive with the storage fU1V ":i:;!1 I:~:,-~ ~i J;' '!/Ji(0") dO". 
Thus, the storage function for the transformer1 :..::edback connection of Figure 7.12 
is 

We use V as a Lyapunov function candidate for the original feedback connection 
(7.13)-(7.15). The derivative If is given by 

If ~xTp±+~±Tpx+'ljJT(y)ry 

~xT(PA + AT P)x + xT PBu + 'ljJT(y)rC(Ax + Bv,) 

Using (7.16) and (7.17) yields 

If = - ~xT LT Lx - ~ExT Px + xT(CT + ATCTr - LTliV)u 

+ 1jJT(y)rCAx + 'ljJT (y)rCBu 

Substituting u = -'ljJ(y) and using (7.18), we obtain 

which shows that the origin is globally asymptotically stable. If '~) satisfies the sector 
condition only for y E Y, the foregoing analysis will be valid in some neighborhood 
of the origin, showing that the origin is asymptotically stable. 0 

For M + (I + sr)G(s) to be strictly positive real, G(s) must be Hurwitz. As 
we have done in the circle criterion, this restriction on G ( s) may be removed by 
performing a loop transformation that replaces G(s) by G(s)[J + K1G(s)t 1

, "rye 
will not repeat this idea in general, but will illustrate it by an example. In the scalar 
case p = 1, we can test the strict positive realness of Z (s ) (1/ k) + (1 Sl') G (s ) 
graphically. By Lemma 6.1, Z(s) is strictly positive real if G(s) is Hurwitz and 

~ + Re[G(jw)]- I'wIm[G(jw)] > 0, \:j w E 001 (7.19) 
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slope = 1/y rolm[GOro)] 

Re[GOro)] 

Figure 7.13: Popov plot., 

where G(jw) Re[G(juJ)] + jIm[G(jw)]. If we plot Re[G(jw)] versus wIm[G(jw)] 
with w as a parameter, then condition (7.19) is satisfied if the plot lies to the 
right of the line that intercepts the point -(11k) + jO with a slope l/,y. (See 
Figure 7.13.) Such a plot is known as a Popov plot, in contrast to a Nyquist plot, 
which is a plot of Re[G(jw)] versus Im[G(jw)]. If condition (7.19) is satisfied only 
for w E (-00, (0), while the left-hand side approaches zero as w tends to 00, then 
we need to analytically verify that 

}~ w 2 {~+ Re[G(jw)] - ,wIm[G(jw)]} > ° 
This case arises when k = 00 and G (s) has relative degree two. 

With, = 0, condition (7.19) reduces to the circle criterion condition Re[G(jw)] > 
-11k, which shows that, for the system (7.13)-(7.15), the conditions of the Popov 
criterion are weaker than those of the circle criterion. In other words, with, > 0, 
absolute stability can be established under less stringent conditions. 

Example 7.5 Consider the second-order system 

Xl X2 

X2 -X2 - h(y) 

Y Xl 

This system would fit the form (7.13)-(7.15) if we took '1jJ = h, but the matrix A 
would not be Hurwitz. Adding and subtracting the term ay to the right-hand side 
of the second state equation, where a > 0, and defining 1jJ(y) = h(y) - ay, the 
system takes the form (7.13)-(7.15), with 
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Figure 7.14: Popov plot for Example 7.5. 

Assume that h belongs to a sector [a,,8], where ,8 > a. Then, 'l/J belongs to the 
sector [0, kJ, where k = ,8 - a. Condition (7.19) takes the form 

1 a - w2 +,w2 
-k + ( 2)2 2 > 0, 'II w E [-00,00] a-w +w 

For all finite positive values of a and k, this inequality is satisfied by choosing, > 1. 
Even at k = 00, the foregoing inequality is satisfied for all w E (-00,00) and 

. w2(a - w2 + ,w2) 
hm ( 2)2 2 = ,- 1 > ° 

w->CX) a - w + w 

Hence, the system is absolutely stable for all nonlinearities h in the sector [a, 00], 
where a can be arbitrarily small. Figure 7.14 shows the Popov plot of G(jw) for 
a = 1. The plot is drawn only for w :2: 0, since Re[G(jw)] and wlm[G(jw)] are 
even functions of w. The Popov plot asymptotically approaches the line through 
the origin of unity slope from the right side. Therefore, it lies to the right of any 
line of slope less than one that intersects the real axis at the origin and approaches 
it asymptotically as w tends to 00. To see the advantage of having, > 0, let us 
take, = ° and apply the circle criterion. From the second case of Theorem 7.2, 
the system is absolutely stable if the Nyquist plot of G(jw) lies to the right of the 
vertical line defined by Re [s] -1/ k. Since a portion of the Nyquist plot lies in 
the left-half plane, k cannot be arbitrarily large. The maximum permissible value 
of k can be determined analytically from the condition 

1 a _w2 

-k + ( 2)2 2 > 0, 'II w E [-00,00] a-w +w 

which yields k < 1 + 2fo. Thus, using the circle criterion, we can only conclude that 
the system is absolutely stable for all nonlinearities h in the sector [a, 1 +a+2fo-c]' 
where a > ° and c > ° can be arbitrarily small. 6. 
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7.2 The Describing nction Method 

Consider a single-input-single-output nonlinear system represented by the feedback 
connection of Figure 7.1 , where G ( s) is a strictly proper, rational transfer function 
and 'ljJ is a time-invariant, memoryless nonlinearity. We assume that the external 
input r = 0 and study the existence of periodic solutions. A periodic solution 
satisfies y (t + 27r / w) = y (t) for all t, where w is the frequency of oscillation. We 
will use a general method for finding periodic solutions, known as the method of 
harmonic balance. The idea of the method is to represent a periodic solution by a 
Fourier series and seek a frequency wand a set of Fourier coefficients that satisfy 
the system's equation. Suppose y(t) is periodic and let 

00 

yet) = L ak exp(jkwt) 
k=-oo 

be its Fourier series, where ak are complex coefficients,7 ak = a_k and j = .J=T. 
Since 'ljJ(.) is a time-invariant nonlinearity, 'ljJ(y(t)) is periodic with the same fre­
quency w and can be written as 

00 

'ljJ(y(t)) = L Ck exp(jkwt) 
k=-oo 

where each complex coefficient Ck is a function of all a/so For y(t) to be a solution 
of the feedback system, it must satisfy the differential equation 

d(p)y(t) + n(p)'ljJ(y(t)) = 0 

where p is the differential operator p(.) = dO / dt and n( s) and d( s) are the numer­
ator and denominator polynomials of G ( s ). Because 

d 
pexp(jkwt) = dt exp(jkwt) = jkwexp(jkwt) 

we have 
00 00 

d(p) L ak exp(jkwt) = L d(jkw)ak exp(jkwt) 
k=-oo k=-oo 

and 
00 00 

n(p) L Ck exp(jkwt) L n(jkw)ck exp(jkwt) 
k=-oo k=-oo 

Substituting these expressions back into the differential equation yields 

00 

[d(jkw)ak + n(jkw)ckl exp(jkwt) = 0 
k=-oo 

bar over a complex variable denotes its complex conjugate. 
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Using the orthogonality of the functions exp(jkwt) for different values of k, we find 
that the Fourier coefficients must satisfy 

G(jkW)Ck + ak = 0 (7.20) 

for all integers k. Because G(jkw) = G(-jkw), ak = a_k, and Ck C-k, we need 
only look at (7.20) for k ;:::: O. Equation (7.20) is an infinite-dimensional equation, 
which we can hardly solve. We need to find a finite-dimensional approximation of 
(7.20). Noting that the transfer function G(s) is strictly proper, that is, G(jw) ~ 0 
as w ~ 00, it is reasonable to assume that there is an integer q > 0 such that for 
all k > q, IG(jkw)1 is small enough to replace G(jkw) (and consequently ak) by O. 
This approximation reduces (7.20) to a finite-dimensional problem 

G(jkW)Ck + ak = 0, k = 0,1,2, ... , q (7.21) 

where the Fourier coefficients are written with a hat accent to emphasize that a 
solution of (7.21) is only an approximation to the solution of (7.20). In essence, we 
can proceed to solve (7.21). However, the complexity of the problem will grow with 
q and, for a large q, the finite-dimensional problem (7.21) might still be difficult 
to solve. The simplest problem results if we can choose q = 1. This, of course, 
requires the transfer function G(s) to have sharp "low-pass filtering" characteristics 
to allow us to approximate G (j kw) by 0 for all k > 1. Even though we know G ( s ), 
we cannot judge whether this is a good approximation, since we do not know the 
frequency of oscillation w. Nevertheless, the classical describing function method 
makes this approximation and sets ak = 0 for k > 1 to reduce the problem to one 
of solving the two equations 

G(O)Co(ao, 0,1) + 0,0 

G(jW)Cl(aO, 0,1) + 0,1 

o 
o 

(7.22) 

(7.23) 

Notice that (7.22) and (7.23) define one real equation (7.22) and one complex equa­
tion (7.23) in two real unknowns, wand 0,0, and a complex unknown 0,1' When 
expressed as real quantities, they define three equations in four unknowns. This 
is expected because the time origin is arbitrary for an autonomous system, so if 
(0,0,0,1) satisfies the equation, then (aO,ale je ) will give another solution for arbi­
trary real e. To take care of this nonuniqueness, we take the first harmonic of y(t) 
to be a sin wt, with a ;:::: 0; that is, we choose the time origin such that the phase of 
the first harmonic is zero. Using 

a 
asinwt = 2j [exp(jwt) 

A a 
exp( -jwt)] ::::} al = 2j 

we rewrite (7.22) and (7.23) as 

G(O)co (0,0, 2~ ) + 0,0 o (7.24) 

G(jW)Cl (0,0, 2
a
j) + 2

a
j o (7.25) 
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Since (7.24) does not depend on w, it may be solved for 0,0 as a function of a. Note 
that if 'ljJ(.) is an odd function, that is, 

'ljJ( -y) = -'ljJ(y) 

then 0,0 = Co = ° is a solution of (7.24) because 

w l27r/W 
Co = - 'ljJ(ao + a sinwt) dt 

21r . 0 

For convenience, let us restrict our attention to nonlinearities with odd symmetry 
and take 0,0 = Co = 0. Then, we can rewrite (7.25) as 

(7.26) 

The coefficient C1 (0, a/2j) is the complex Fourier coefficient of the first harmonic at 
the output of the nonlinearity when its input is the sinusoidal signal a sinwt. It is 
given by 

C1 (0, a/2j) w 127r

/

w 

- 'ljJ(asinwt) exp(-jwt) dt 
21r 0 

w 127r

/

w 

- ['ljJ ( a sin wt) cos wt - j'ljJ ( a sin wt ) sin wt] dt 
21r 0 

The first term under the integral sign is an odd function, while the second term 
is an even function. Therefore, the integration of the first term over one complete 
cycle is zero, and the integral simplifies to 

w 17r

/

w 

cdO, a/2j) = -j- 'ljJ(asinwt) sinwt dt 
1r 0 

Define a function 'lJ ( a) by 

IT'(a) __ C1 (0, a/2j) 2w 17r

/

w 
( ) ~ -----,----,- = - 'ljJ a sin wt sin wt dt 

a/2j 1ra 0 
(7.27) 

so that (7.26) can be rewritten as 

[G(jw)'lJ(a) + l]a = ° (7.28) 

Since we are not interested in a solution with a = 0, we can solve (7.28) completely 
by finding all solutions of 

G(jw)'lJ(a) + 1 = ° (7.29) 

Equation (7.29) is known as the first-order harmonic balance equation, or simply 
the harmonic balance equation. The function 'lJ(a) defined by (7.27) is called the 
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describing function of the nonlinearity '0. It is obtained by applying a sinusoidal 
signal a sin wt at the input of the nonlinearity and by calculating the ratio of the 
Fourier coefficient of the first harmonic at the output to a. It can be thought of as 
an "equivalent gain" of a linear time-invariant element whose response to a sin wt is 
W(a)asinwt. This equivalent gain concept (sometimes called equivalent lineariza­
tion) can be applied to more general time-varying nonlinearities or nonlinearities 
with memory, like hysteresis and backlash. 8 In that general context, the describ­
ing function might be complex and dependent on both a and w. We will only 
deal with describing functions of odd, time-invariant, memoryless nonlinearities for 
which W(a) is real, dependent only on a, and given by the expression 

W(a) = ~ (1r '0 (a sin e) sin e de 
7ra Jo (7.30) 

which is obtained from (7.27) by changing the integration variable from t to e = wt. 
The describing function method states that if (7.29) has a solution (as, ws ), then 

there is "probably" a periodic solution of the system with frequency and amplitude 
(at the input of the nonlinearity) close to Ws and as. Conversely, if (7.29) has no 
solutions, then the system "probably" does not have a periodic solution. More 
analysis is needed to replace the word "probably" with "certainly" and to quantify 
the phrase "close to Ws and as" when there is a periodic solution. We will postpone 
these investigations until a later point in the section. For now, we would like to 
look more closely at the calculation of the describing function and the question of 
solving the harmonic balance equation (7.29). The next three examples illustrate 
the calculation of the describing function for odd nonlinearities. 

Example 7.6 Consider the signum nonlinearity '0(y) = sgn(y). The describing 
function is given by 

217r 217r 4 W(a)=- '0(asine)sinede= sinede=-
7ra 0 7ra 0 7ra 

Example 7.7 Consider the piecewise-linear function of Figure 7.15. If a sinusoidal 
input to this nonlinearity has amplitude a ::; 15, the nonlinearity will act as a linear 
gain. The output will be a sinusoid with amplitude Sl a. Hence, the describing 
function is W(a) = 81, independent of a. When a > 15, we divide the integral on 
the right-hand side of (7.30) into pieces, with each piece corresponding to a linear 
portion of '0(-). Furthermore, using the odd symmetry of the output waveform, we 
simplify the integration to 

W(a) 

8See [18] or [85]. 

~ {1r '0 ( a sin e) sin e de 
7ra Jo 
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'I'(y) 'If(a sine) 

y e 

a y 

e 

Figure 7.15: Piecewise-linear function. 

Thus, 

A sketch of the describing function is shown in Figure 7.16. By selecting specific 
values for c5 and the slopes 31 and 32, we can obtain the describing function of several 
common nonlinearities. For example, the saturation nonlinearity is a special case of 
the piecewise·-linear function of Figure 7.15 with c5 = 1, 31 = 1, and 32 = O. Hence, 
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'¥ (a) ,¥(a) t 

a a 

Figure 7.16: Describing function for the piecewise-linear function of Figure 7.15. 

its describing function is given by 

if 0 ::; a ::; 1 

if a > 1 

Example 7.8 Consider an odd nonlinearity that satisfies the sector condition 

for all y E R. The describing function \II (a) satisfies the lower bound 

\II(a) = - ?,b(asinB)sinB dB 2: - sin2 B dB = Ct 217r 2Ct 17r 
7ra 0 7r 0 

and the upper bound 

\II(a) = - ?,b(asinB) sinB dB ::; - sin2 B dB = fJ 2 17r 2fJl7r 
7ra 0 7r 0 

Therefore, 
Ct ::; \II(a) ::; fJ, Y a 2: 0 

Since the describing function \II(a) is real, (7.29) can be rewritten as 

{Re[G(jw)] + jIm[G(jw)]} \II (a) + 1 = 0 

This equation is equivalent to the two real equations 

1 + \II (a)Re[G(jw )] 
Im[G(jw)] 

o 
o 

(7.31 ) 

(7.32) 
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Because (7.32) is independent of a, we can solve it first for w to determine the pos­
sible frequencies of oscillation. For each solution w, we solve (7.31) for a. Note that 
the possible frequencies of oscillation are determined solely by the transfer function 
G (8); they are independent of the nonlinearity '1jJ (-). The nonlinearity determines 
the corresponding value of a, that is, the possible amplitude of oscillation. This pro-· 
cedure can be carried out analytically for low-order transfer functions, as illustrated 
by the next examples. 

Example 7.9 Let 
1 

G ( 8) - ----:--------:-,-:----------:­
- 8(8+1)(8+2) 

and consider two nonlinearities: the signum nonlinearity and the saturation nonlin­
earity. By simple manipulation, we can write G(jw) as 

-3w j (2 - w2 ) 
G(jw) = 2 

9w3 + w (2 -- w2 ) 

Equation (7.32) takes the form 

(2-w
2

) -0 
9w3 + w (2 - w2 )2 -

which has one positive root w = .J2. Note that for each positive root of (7.32), 
there is a negative root of equal magnitude. We only consider the positive roots. 
Note also that a root at w = 0 would be of no interest because it would not give rise 
to a nontrivial periodic solution. Evaluating Re[G(jw)] at w = .J2 and substituting 
it in (7.31), we obtain W(a) = 6. All this information has been gathered without 
specifying the nonlinearity '1jJ(.). Consider now the signum nonlinearity. We found 
in Example 7.6 that W(a) = 4/na. Therefore, w(a) = 6 has a unique solution 
a = 2/3n. Now we can say that the nonlinear system formed of G(8) and the signum 
nonlinearity will "probably" oscillate with frequency close to .J2 and amplitude 
(at the input of the nonlinearity) close to 2/3n. Consider next the saturation 
nonlinearity. We found in Example 7.7 that w(a) S 1 for all a. Therefore, W(a) = 6 
has no solutions. Therefore, we expect that the nonlinear system formed of G(8) 
and the saturation nonlinearity will not have a sustained oscillation. D 

Example 7.10 Let 
-8 

G (8) = --:::-+-0.-88-+-8 

and consider two nonlinearities: the saturation nonlinearity and a dead-zone non­
linearity that is a special case of the piecewise-linear function of Example 7.7 with 
8 1 = 0, 82 = 0.5, and 6 = 1. We can write G(jw) as 

-0.8w2 jw 
G (jw) = ------'------:0:-'-

0.64w2 + (8-
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Equation (7.32) has a unique positive root w = 2J2. Evaluating Re[G(jw)] at 
w = 2J2 and substituting it in (7.31), we obtain \[1(0,) = 0.8. For the saturation 
nonlinearity, the describing function is given in Example 7.7, and \[1(0,) = 0.8 has 
the unique solution a = 1.455. Therefore, we expect that the nonlinear system 
formed of G(s) and the saturation nonlinearity will oscillate with frequency close 
to 2J2 and amplitude (at the input of the nonlinearity) close to 1.455. For the 
dead-zone nonlinearity, the describing function \[I ( a) is less than 0.8 for all a. Thus, 
\[1(0,) = 0.8 has no solutions, and we expect that the nonlinear system formed of 
G (s) and the dead-zone nonlinearity will not have sustained oscillations. In this 
particular example, we can confirm the no oscillation conjecture by showing that 
the system is absolutely stable for a class of sector nonlinearities, which includes 
the given dead-zone nonlinearity. It can be easily checked that 

Re[G(jw)] 2: -1.25, V wE R 

Therefore, from the circle criterion (Theorem 7.2), we know that the system is 
absolutely stable for a sector [0,,8] with ,8 < 0.8. The given dead-zone nonlinear­
ity belongs to this sector. Consequently, the origin of the state space is globally 
asymptotically stable and the system cannot have a sustained oscillation. D. 

Example 7.11 Consider Raleigh's equation 

where E is a positive constant. To study existence of periodic solutions, we represent 
the equation in the feedback form of Figure 7.1. Let U = -i3 /3 and rewrite the 
system's equation as 

Z - Ei + z EU 

U 

The first equation defines a linear system. Taking y = i to be its output, its transfer 
function is 

ES 
G(s) = ---Es-+-l 

The second equation defines a nonlinearity ?j;(y) = y3/3. The two equations together 
represent the system in the feedback form of Figure 7.1. The describing function of 
?j;(y) = y3/3 is given by 

\[1(0,) = ~ {n (asine)3 sine de = ~a2 
31[0, Jo 

The function G(jw) can be written as 
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The equation Im[G(jw)] = 0 yields w(l - w2 ) = 0; hence, there is a unique positive 
solution w = 1. Then, 

1 + w(a)Re[G(j)] = 0 =* a = 2 

Therefore, we expect that Raleigh's equation has a periodic solution of frequency 
near 1 rad/sec and that the amplitude of oscillation in z is near 2. 6 

For higher-order transfer functions, solving the harmonic balance equation (7.29) 
analytically might be very complicated. Of course, we can always resort to numerical 
methods for solving (7,29). However, the power ofthe describing function method is 
not in solving (7.29) analytically or numerically; rather, it is the graphical solution 
of (7,29) that made the method popular. Equation (7,29) can be rewritten as 

G(jw) = - w~a) (7.33) 

or 
1 

G(jw) = -w(a) (7,34) 

Equation (7.33) suggests that we can solve (7.29) by plotting the Nyquist plot of 
G (jw) for w > 0 and the locus of -1 /W (a) for a 2:: O. Intersections of these loci give 
the solutions of (7.29). Since W(a) is real for odd nonlinearities, the locus of -l/W(a) 
in the complex plane will be confined to the real axis, Equation (7.34) suggests a 
similar procedure by plotting the inverse Nyquist plot of G (jw) (that is, the locus in 
the complex plane of l/G(jw) as w varies) and the locus of -W(a). The important 
role of Nyquist plots in classical control theory made this graphical implementation 
of the describing function method a popular tool with control engineers as they 
faced nonlinearities. 

Example 7.12 Consider again the transfer function G(s) of Example 7.9. The 
Nyquist plot of G (jw) is shown in Figure 7.17. It intersects the real axis at ( -1/6, 0). 
For odd nonlinearities, (7.29) will have a solution if the locus of -l/w(a) on the 
real axis includes this point of intersection. 6 

Let us turn now to the question of justifying the describing function method. 
Being an approximate method for solving the infinite-dimensional equation (7.20), 
the describing function method can be justified by providing estimates of the error 
caused by the approximation. In the interest of simplicity, we will pursue this 
analysis only for nonlinearities with the following two features: 9 

~ Odd nonlinearity, that is, 7jJ(y) = -7jJ(-y), '1/ y =1= O. 

III Single-valued nonlinearity with a slope between a and /3; that is, 

for all real numbers Yl and Y2 > Yl. 

[129], and [189] for describing function theory for more general nonlinearities. 
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Figure 7.17: Nyquist plot for Example 7.12. 

A nonlinearity 'l/J(.) with these features belongs to a sector [a, ,6]. Hence, from 
Example 7.8, its describing function satisfies a ::; \Il(a) ::; ,6 for all a ~ O. It should 
be noted, however, that the slope restriction is not the same as the sector condition. 
A nonlinearity may satisfy the foregoing slope restriction with bounds a and ,6, and 
could belong to a sector [a,,8j with different bounds a and ,8.10 We emphasize that 
in the forthcoming analysis, we should use the slope bounds a and ,6, not the sector 
boundaries a and ,8. 

Example 7.13 Consider the piecewise-linear odd nonlinearity 

{ 

y, 
'l/J(y) = 4 - y, 

y- 2, 

for 0 ::; y ::; 2 
for 2 ::; y ::; 3 
for y ~ 3 

shown in Figure 7.18. The nonlinearity satisfies the slope restriction 

-1 <'l/J(Y2) - 'l/J(Yl) ::; 1 
- Y2 - Yl 

as well as the sector condition 

In the forthcoming analysis, we should take a = -1 and ,6 1. 

We will restrict our attention to the question of the existence of half-wave symmetric 
periodic solutions;l1 that is, periodic solutions that only have odd harmonics. This 
is a reasonable restriction in view of the odd symmetry of 'l/J. The Fourier coefficients 

lOVerify that [a, c [a,,B]. 
llThis restriction is made only for convenience. See [128] for a more general analysis that does 

not make this assumption. 
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Figure 7.18: Nonlinearity of Exampl,e 7.13. 

of the odd harmonics of a periodic solution y(t) satisfy (7.20) for k = 1,3,5, .... 
The basic idea of the error analysis is to split the periodic solution y(t) into a first 
harmonic Yl (t) and higher harmonics Yh (t). We choose the time origin such that 
the phase of the first harmonic is zero; that is, Yl(t) = asinwt. Thus, 

y(t) = a sinwt + Yh(t) 

U sing this representation, the Fourier coefficients of the first harmonic of Y (t) and 
'ljJ(y(t)) are 

a 
2j 

Cl ~ 'ljJ(a sinwt + Yh(t)) exp( -jwt) dt 1
7r / w 

1r 0 

From (7.20), with k = 1, we have 

Introducing the function 

W*(a,Yh) = ~ = 'ljJ(asinwt+Yh(t))exp(-jwt) dt 2w 17f

/

w 

al 1ra 0 

we can rewrite the equation as 

G(~w) + W*(a,Yh) = 0 

Adding W(a) to both sides of (7.35), we can rewrite it as 

1 
G(jw) + W(a) = oW 

(7.35) 

(7.36) 
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Figure 7.19: Finding p(w). 

where 

When Yh = 0, W*(a, 0) W(a). Thus, 6W = 0 and (7.36) reduces to the harmonic 
balance equation 

1 
G(jw) + W(a) = 0 (7.37) 

Therefore, the harmonic balance equation (7.37) is an approximate version of the 
exact equation (7.36). The error term 6W cannot be found exactly, but its size can 
often be estimated. Our next step is to find an upper bound on 6W. To that end, 
let us define two functions p(w) and O"(w). Start by drawing the locus of l/G(jw) 
in the complex plane. On the same graph paper, draw a (critical) circle with the 
interval [-,8, -a] on the real axis as a diameter. Notice that the locus of -W(a) lies 
inside this circle on the real axis, since a :::; W(a) :::; ,8. Now consider an w such that 
the points on the locus l/G corresponding to kw (k > 1 and odd) lie outside the 
critical circle, as shown in Figure 7.19. The distance from anyone of these points 
to the center of the critical circle is 

l
a+,8 1 I 
-2- + G(jkw) 

Define 

w = mf --+---. la+,8 1 I 
p() k>ljk odd 2 G(jkw) (7.38) 

Note that we have defined p(w) only for w at which l/G(jkw) lies outside the critical 
circle for all k = 3,5, ... ; that is, for w in the set 

n = {w I p(w) > ~(,8-a)} 
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On any connected subset [2' of [2, define 

(7.39) 

The positive quantity CT(W) is an upper bound on the error term ow, as stated in 
the next lemma. 

Lemma 7.1 Under the stated assumptions, 

lowl s CT(W), 'If w E [2' 

Proof: See Appendix C.13. 

(7.40) 

(7.41 ) 

o 

The proof of Lemma 7.1 is based on writing an equation for Yh(t) in the form 
Yh = T(Yh) and showing that T(·) is a contraction mapping. This allows us to 
calculate the upper bound of (7.40), which is then used to calculate the upper 
bound of (7.41) on the error term. The slope restrictions on the nonlinearity 'ljJ are 
used in showing that T(·) is a contraction mapping. 

Using the bound of (7.41) in (7.36), we see that a necessary condition for the 
existence of a half-wave symmetric periodic solution with w E 0,' is 

Geometrically, this condition states that the point -w(a) must be contained in a 
circle with a center at l/G(jw) and radius CT(w). For each w E [2' c [2, we can 
draw such an error circle. The envelope of all error circles over the connected set 
[2' forms an uncertainty band. The reason for choosing a subset of [2 is that, as w 
approaches the boundary of [2, the error circles become arbitrarily large and cease 
to give any useful information. The subset [2' should be chosen with the objective 
of drawing a narrow band. If G(jw) has sharp low-pass filtering characteristics, the 
uncertainty band can be quite narrow over [2'. Note that p( w) is a measure of the 
low-pass filtering characteristics of G(jw); for the smaller IG(jkw)1 for k > 1, the 
larger p(w), as seen from (7.38). A large p(w) results in a small radius CT(W) for the 
error circle, as seen from (7.39). 

We are going to look at intersections of the uncertainty band with the locus 
of -W(a). If no part of the band intersects the -w(a) locus, then clearly (7.36) 
has no solution with w E [2'. If the band intersects the locus completely, as in 
Figure 7.20, then we expect that there is a solution. This is indeed true, provided 
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Figure 7.20: A complete intersection. 
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we exclude some degenerate cases. Actually, we can find error bounds by examining 
the intersection. Let al and a2 be the amplitudes corresponding to the intersections 
of the boundary of the uncertainty band with the - \f! (a) locus. Let WI and W2 be 
the frequencies corresponding to the error circles of radii cr(Wl) and cr(W2), which 
are tangent to the -\II (a) locus on either side of it. Define a rectangle r in the 
(w, a) plane by 

r = {(w, a) I WI < W < W2, al < a < a2} 

The rectangle r contains the point (WSl as) for which the loci of l/G and -\II 
intersect, that is, the solution of the harmonic balance equation (7.37). It turns out 
that if certain regularity conditions hold, then it is possible to show that (7.36) ha..s 
a solution in the closure of r. These regularity conditions are 

A complete intersection between the uncertainty band and the - \II (a) locus can 
now be precisely defined as taking place when the 1 I G (jw) locus intersects the 
-\f!(a) locus and a finite set r can be defined, as shown, such that (ws, as) is the 
unique intersection point in r and the regularity conditions hold. 

Finally, notice that at high frequencies for which all harmonics (including the 
first) have the corresponding I/G(jw) points outside the critical circle, we do not 
need to draw the uncertainty band. Therefore, we define a set 

and take the smallest frequency in n as the largest frequency in fl', then decrease 
W until the error circles become uncomfortably large. 

The next theorem on the justification of the describing function method is the 
main result of this section. 
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Theorem 7.4 Consider- the feedback connection of Figur-e 7.1, wher-e the nonlin­
ear-ity 'ljJ(.) 'is memor-yless, time 'invar-iant, odd, and single valued with slopes between 
0: and (3. Draw the loci of l/G(jw) and -\li(a) in the complex plane and constr-uct 
the cr-itical circle and the band of uncer-tainty as descr-ibed eadier-. Then, 

• the system has no half-wave symmetr-ic per-iodic solutions with fundamental 
jl'equency wEn. 

• the system has no half-wave symmetr-ic per-iodic solutions with fundamental 
freq'uency w E Sf' zf the cor-r-esponding er-TOr- cir-cle does not inter-sect the - \Ii (a) 
locus . 

., for- each complete inter-section defining a set r in the (w, a) plane, ther-e is at 
least one half-wave symmetr-ic per-iodic solution 

y(t) = asinwt + Yh(t) 

with (w, a) in f' and Yh(t) satisfies the bound of (7.40). 

Proof: See Appendix C.14. 

Note that the theorem gives a sufficient condition for oscillation and a suffi­
cient condition for nonoscillation. Between the two conditions, there is an area of 
ambiguity where we cannot reach conclusions of oscillation or nonoscillation. 

~:x:an1.pj.e 7.14 Consider again 

-s 
G( s) = -s2-+-0-.-8-s-+-8 

together with the saturation nonlinearity. We have seen in Example 7.10 that the 
harmonic balance equation has a unique solution Ws = 2v2 ~ 2.83 and as = 1.455. 
The saturation nonlinearity satisfies the slope restrictions with 0: = 0 and (3 = 1. 
Therefore, the critical circle is centered at -0.5 and its radius is 0.5. The function 
l/G(jw) is given by 

1 8 - w2 

G(jw) = -0.8 + j-w-

Hence, the locus of l/G(jw) lies on the line Re[s] = -0.8, as shown in Figure 7.21. 
The radius of the error circle 0'( w) has been calculated for eight frequencies starting 
with w = 2.65 and ending with w = 3.0, with uniform increments of 0.05. The 
centers of the error circles are spread on the line Re[s] = -0.8 inside the critical 
circle. The value of o'(w) at w = 2.65 is 0.0388 and at w = 3.0 is 0.0321, with 
monotonic change between the two extremes. In all cases, the closest harmonic to 
the critical circle is the third harmonic, so that the infimum in (7.38) is achieved at 
k = 3. The boundaries of the uncertainty band are almost vertical. The intersection 
of the uncertainty band with the - \Ii (a) locus correspond to the points al = 1.377 



7.2. THE DESCRIBING FUNCTION METHOD 295 

0.5 Critical circle 
Band of 

0.4 uncertainty 

0.3 

0.2 

0.1 (0=2.8 

0 

-0.1 (0=2.85 

-0.2 

-0.3 

-0.4 1/G(j (0 ) 

-0.5 I I 

-1.2 -1 -0.8 -0.6 -0.4 -0.2 o 0.2 

Figure 7.21: Uncertainty band for Example 7.14. 

and a2 = 1.539. The error circle corresponding to w = 2.85 is almost tangent to the 
real axis from the lower side, so we take W2 = 2.85. The error circle corresponding 
to w = 2.8 is the closest circle to be tangent to the real axis from the upper side. 
This means that WI > 2.8. Trying w = 2.81, we have obtained a circle that is almost 
tangent to the real axis. Therefore, we define the set r as 

r = {(w, a) I 2.81 < w < 2.85, 1.377 < a < 1.539} 

There is only one intersection point in r. We need to check the regularity conditions. 
The derivative 

d 2 d [ . -1 (1) 1FITJ1)2] - W (a) = - - sm - + - 1 - -
da 1rda a a a 

is different from zero at a = 1.455, and 

d I 2 "dIm[G(jw)] = (0.8)2 =1= 0 
w w=V8 

Thus, by Theorem 7.4, we conclude that the system indeed has a periodic solution. 
Moreover, we conclude that the frequency of oscillation w belongs to the interval 
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-3 
-6 -4 -2 0 

Figure 7.22: Inverse Nyquist plot and critical circl,e for Example 7.15. 

[2.81,2.85]' and the amplitude of the first harmonic at the input of the nonlinearity 
belongs to the interval [1.377,1.539]. From the bound of (7.40), we know also that 
the higher harmonic component Yh (t) satisfies 

w 12Tr
/
w 

- Y~ (t) dt ::; 0.0123, 'II (w, a) E r 
7r 0 

which shows that the waveform of the oscillating signal at the nonlinearity input is 
fairly close to its first harmonic a sin wt. D 

Example 7.15 Reconsider Example 7.9 with 

1 
G ( 8) = -8 ("-8-+-1-:-) -:-( 8-+-2-:-) 

and the saturation nonlinearity. The nonlinearity satisfies the slope restriction with 
a = 0 and (3 = 1. The inverse Nyquist plot of G(jw), shown in Figure 7.22, lies 
outside the critical circle for all w > O. Hence, n = (0,00), and we conclude that 
there is no oscillation. D 

7.3 Exercises 

7.1 Using the circle criterion, study absolute stability for each ofthe scalar transfer 
functions given next. In each case, find a sector [a, (3] for which the system is 
absolutely stable. 

(1) 
8 

G(8)= 2 1 8 - 8+ 

(2) 
1 

G ( 8) = -:-( 8-+-2-:-)-:-( 8-+-3--:-) 
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(3) G(8) = 
1 

+8+1 

(4) 
82 - 1 

G(8) -
- (8 + 1) (82 + 1) 

(5) 
1-8 

G(8) -
- (8+1)2 

(6) G(8)- 8+1 
- (8 + 2)2(8 - 1) 

(7) 
1 

G(8) -
- (8+1)4 

(8) 
1 

G(8) -
- (8 + 1)2(8 + 2)2 

7.2 Consider the feedback connection of Figure 7.1 with G(8) = 28/(82 + 8 + 1). 

(a) Show that the system is absolutely stable for nonlinearities in the sector [0) 1]. 

(b) Show that the system has no limit cycles when 'ljJ(y) = sat(y). 

7.3 Consider the system 

where h is a smooth function satisfying 

yh(y) 2: 0, V Y E R, h(y) = 0, 
{ 

c, 

-c 

1 h(y) 1 :::; c, for al < y < a2 and - a2 < Y < -al 

(a) Show that the origin is the unique equilibrium point. 

(b) Show, using the circle criterion, that the origin is globally asymptotically stable. 

7.4 ([201]) Consider the system 

where fJ, a, q, and ware positive constants. Represent the system in the form of 
Figure 7.1 with 'ljJ(t, y) = qy cos wt and use the circle criterion to derive conditions 
on fJ, a, q, and w, which ensure that the origin is exponentially stable. 

7.5 Consider the linear time-varying system i; = [A + BE(t)C]x, where A is 
Hurwitz, IIE(t) 112 :::; 1, V t 2: 0, and sUPwER O"max[C(jwI - A)-l B] < 1. Show that 
the origin is uniformly asymptotically stable. 
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7.6 Consider the system x Ax + Bu and let 'U = -Fx be a stabilizing state 
feedback control; that is, the matrix (A BF) is Hurwitz. Suppose that, due to 
physical limitations, we have to use a limiter to limit the value of Ui to lUi (t) I :::; L. 
The closed-loop system can be represented by x = Ax - BL sat(Fx/ L), where 
sat (v) is a vector whose ith component is the saturation function. 

(a) Show that the system can be represented in the form of Figure 7.1 with G(s) = 
F(sI- A + BF)-l Band 'ljJ(y) = L sat(y/ L) - y. 

(b) Derive a condition for asymptotic stability of the origin using the multivariable 
circle criterion. 

(c) Apply the result to the case 

A = [0~5 ~ l' B = [ ~ l' F = [1 2 ] ' and L = 1 

and estimate the region of attraction. 

7.7 Repeat Exercise 7.1 using the Popov criterion. 

7.8 In this exercise, we derive a version of the Popov criterion for a scalar transfer 
function G(s) with all poles in the open left-half plane, except for a simple pole on 
the imaginary axis having a positive residue. The system is represented by 

i = Az - B'ljJ(y) , v = -'ljJ(y), and y = Cz + dv 

where d > 0, A is Hurwitz, (A, B) is controllable, (A, C) is observable, and 'ljJ 
belongs to a sector (0, k]. Let V(z, v) = zT pz + a(y - Cz)2 + b J; 'ljJ(0") dO", where 
p = pT > 0, a > 0, and b ~ 0. 

(a) Show that V is positive definite and radially unbounded. 

(b) Show that V satisfies the inequality 

V :::; zT (P A + AT P)z - 2zT (PB - w)'ljJ(y) _,'ljJ2(y) 

where w adCT + (1/2)bATCT and, = (2ad/k) + b(d + CB). Assume b is 
chosen such that , ~ 0. 

(c) Show that the system is absolutely stable if 

1 b 
k + Re[(l + j W 17)G(jw)] > 0, \f wE R, where 17 = 2ad 

7.9 ([85]) The feedback system of Figure 7.23 represents a control system where 
H (s) is the (scalar) transfer function of the plant and the inner loop models the 
actuator. Let H(s) = (s + 6)/(s + 2)(s + 3) and suppose k ~ ° and 'ljJ belongs to a 
sector (0,,6], where ,6 could be arbitrarily large, but finite. 
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(a) Show that the system can be represented as the feedback connection of Fig­
ure 7.1 with G(s) = [H(s) + kJls. 

(b) Using the version of the Popov criterion in Exercise 7.8, find a lower bound kc 
such that the system is absolutely stable for all k > kc. 

r = 0 + 

Figure 7.23: Exercise 7.9. 

7.10 For each odd nonlinearity 1jJ(y) on the following list, verify the given expres­
sion of the describing function W (a): 

(1) 1jJ(y) y5; W(a) = 5a4 /8 

(2) 1jJ(y) y31YI; W(a) = 32a3 /157r 

(3) 1jJ(y) Figure 7.24(a); 
4A 

W(a) = k +-
7ra 

( 4) 1jJ(y) Figure 7.24(b) 

W(a) { 0, for a :::; A 
(4B/7ra)[1- (A/a)2J1/2, for a ~ A 

(5) 1jJ(y) Figure 7.24( c) 

{ 0, 
for a :::; A 

w(a) k[l - N(a/A)], for A:::; a:::; B 
k[N(a/ B) - N(a/A)], for a ~ B 

where 

N(x) = ~ [ sin-
1 G) + ~jl- G)' ] 

7.11 Using the describing function method, investigate the existence of periodic 
solutions and the possible frequency and amplitude of oscillation in the feedback 
connection of Figure 7.1 for each of the following cases: 
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1jJ(y) 1jJ(y) slope k 

A 
slope = k 

y 

(a) (b) (c) 

Figure 7.24: Exercise 7.10. 

(1) G(s) = (1 - s)/s(s + 1) and 1jJ(y) = y5. 

(2) G(s) = (1 - s)/s(s + 1) and 1jJ is the nonlinearity of Exercise 7.10, part (5), 
with A = 1, B = 3/2, and k 2. 

(3) G(s) = l/(s + 1)6 and 1jJ(y) = sgn(y). 

(4) G(s) = (s + 6)/s(s + 2)(s + 3) and 1jJ(y) = sgn(y). 

(5) G(s) = s/(s2 s + 1) and 1jJ(y) = y5. 

(6) G(s) = 5(s + 0.25)/82(S + 2)2 and 1jJ is the nonlinearity of Exercise 7.10, part 
(3), with A = 1 and k 2. 

(7) G(s) = 5(8 + 0.25)/s2(8 + 2)2 and 1jJ is the nonlinearity of Exercise 7.10, part 
( 4), with A = 1 and B = 1. 

(8) G(s) 5(s + 0.25)/ s2(8 + 2)2 and 1jJ is the nonlinearity of Exercise 7.10, part 
(5), with A = 1, B = 3/2, and k = 2. 

(9) G(8) = l/(s + 1)3 and 'lj)(y) = sgn(y). 

(10) G(s) = 1/(8 + 1)3 and 1jJ(y) = sat(y). 

7.12 Apply the describing function method to study the existence of periodic 
solutions in the negative resistance oscillator of Section 1.2.4 with h( v) = -v + v3 -

v5/5 and c 1. For each possible periodic solution, estimate the frequency and 
amplitude of oscillation. Using computer simulation, determine how accurate the 
describing function results are. 

7.13 Consider the feedback connection of Figure 7.1 with G (s) = 2b8/ (s2 - bs + 1) 
and 'i/J(y) = sat(y). Using the describing function method, show that for sufficiently 
small b > 0 the system has a periodic solution. Confirm your conclusion by applying 
Theorem 7.4 and estimate the frequency and amplitude of oscillation. 
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7.14 Consider the feedback connection of Figure 7.1 with 

1 
G(8) = (8 + 1)2(3 + 2)2' {

by 
1jJ(y) = 

sgn(y) blyl > 1 

where b > O. 

(a) Using the circle criterion, find the largest b for which we can confirm that the 
origin of the closed-loop system is globally asymptotically stable. 

(b) Using the Popov criterion, find the largest b for which we can confirm that the 
origin of the closed-loop system is globally asymptotically stable. 

(c) Using the describing function method, find the smallest b for which the system 
will oscillate and estimate the frequency of oscillation. 

(d) For b = 10, study the existence of periodic solutions by using Theorem 7.4. For 
each oscillation, if any, 

i. find the frequency interval [WI, W2] and the amplitude interval [aI, a2]; 

ii. use Lemma 7.1 to find an upper bound on the energy content ofthe higher­
order harmonics and express it as a percentage of the energy content of 
the first harmonic; and 

iii. simulate the system and compare the simulation results with the foregoing 
analytical results. 

(e) Repeat part (d) for b = 30. 

7.15 Repeat parts (a) to (c) of the previous exercise for G(3) = 10/(8+1)2(3+2). 

7.16 Consider the feedback connection of Figure 7.1, where G(3) = 1/(3 + 1)3 
and 1jJ(y) is the piecewise-linear function of Figure 7.15 with <5 = l/k, 31 = k, and 
32 = O. 

(a) Using the describing function method, investigate the existence of periodic 
solutions and the possible frequency and amplitude of oscillation when k = 10. 

(b) Continuing with k = 10, apply Theorem 7.4. For each oscillation, if any, find 
the frequency interval [WI, W2] and the amplitude interval [aI, a2]. 

(c) What is the largest slope k > 0 for which Theorem 7.4 ensures that there is no 
oscillation? 

7.17 For each of the following cases, apply Theorem 7.4 to study the existence of 
periodic solutions in the feedback connection of Figure 7.1. For each oscillation, if 
any, find the frequency interval [WI, W2] and the amplitude interval [aI, a2]. 
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(1) 0(8) = 2(8 -1)/83(8 + 1) and 't/J(y) = sat(y). 

(2) 0(8) = -8/(82 + 0.88 + 8) and 'l/J(y) = (1/2) siny. 

(3) 0(8) = -8/(82 + 0.88 + 8) and 'l/J(y) is the nonlinearity of Example 7.13. 

(4) 0(8) = -24/82 (8 + 1)3 and 'l/J(y) is an odd nonlinearity defined by 

{ 

y3 + y / 2, for 0 .:; y .:; 1 
'l/J(y) = 

2y - 1/2, for y 2: 1 



Chapter 8 

Advanced Stability Analysis 

In Chapter 4, we gave the basic concepts and tools of Lyapunov stability. In this 
chapter, we examine some of these concepts more closely and present a number of 
extensions and refinements. 

We saw in Chapter 4 how to use linearization to study stability of equilibrium 
points of autonomous systems. We saw also that linearization fails when the J a­
cobian matrix, evaluated at the equilibrium point, has some eigenvalues with zero 
real parts and no eigenvalues with positive real parts. In Section 8.1, we introduce 
the center manifold theorem and use it to study stability of equilibrium points of 
autonomous systems in the critical case when linearization fails. 

The concept of the region of attraction of an asymptotically stable equilibrium 
point was introduced in Section 4.1. In Section 8.2, we elaborate further on that 
concept and present some ideas for providing estimates of this region. 

LaSalle's invariance principle for autonomous systems is very useful in applica­
tions. For a general nonautonomous system, there is no invariance principle in the 
same form that was presented in Theorem 4.4. There are, however, theorems which 
capture some features of the invariance principle. Two such theorems are given in 
Section 8.3. The first theorem shows convergence of the trajectory to a set, while 
the second one shows uniform asymptotic stability of the origin. 

Finally, in Section 8.4, we introduce notions of stability of periodic solutions and 
invariant sets. 

8.1 The Center Manifold Theorem 

Consider the autonomous system 

i; = f(x) (8.1) 

where f : D -+ Rn is continuously differentiable and D c R n is a domain that 
contains the origin x = O. Suppose that the origin is an equilibrium point of (8.1). 

303 



304 CHAPTER 8. ADVANCED STABILITY ANALYSIS 

Theorem 4.7 states that if the linearization of f at the origin, that is, the matrix 

A of (x) 
ox 

has all eigenvalues with negative real parts, then the origin is asymptotically stable; 
if it has some eigenvalues with positive real parts, then the origin is unstable. If 
A has some eigenvalues with zero real parts with the rest of the eigenvalues having 
negative real parts, then linearization fails to determine the stability properties of 
the origin. In this section, we take a closer look into the case when linearization 
fails. Failure of linearization leaves us with the task of analyzing the nth-order 
nonlinear system (8.1) in order to determine stability of the origin. The interesting 
finding that we are going to present in the next few pages is that stability properties 
of the origin can be determined by analyzing a lower o~der nonlinear system - a 
system whose order is exactly equal to the number of eigenvalues of A with zero 
real parts. This will follow as an application of the center manifold theory.l 

A k-dimensional manifold in Rn (1 :S k < n) has a rigorous mathematical 
definition. 2 For our purpose here, it is sufficient to think of a k-dimensional manifold 
as the solution of the equation 

'f/(x) = 0 

where 'f/ : Rn ~ Rn-k is sufficiently smooth (that is, sufficiently many times con­
tinuously differentiable). For example, the unit circle 

{x E R2 I xi + x~ = 1} 

is a one-dimensional manifold in R2. Similarly, the unit sphere 

n 

{x E R n I LX; = 1} 
i=l 

is an (n - 1 )-dimensional manifold in Rn. A manifold {'f/ (x) = O} is said to be an 
invariant manifold for (8.1) if 

'f/(x(O)) 0 ~ 'f/(x(t)) == 0, 'II t E [0, t l ) c R 

where [0, td is any time interval over which the solution x(t) is defined. 
Suppose now that f (x) is twice continuously differentiable. Equation (8.1) can 

be represented as 

[
of 1 -i; = Ax + f (x) - ox (0) x = Ax + f (x) 

center manifold theory has several applications to dynamical systems. It is presented here 
only insofar as it relates to determining the stability of the origin. For a broader viewpoint of the 

the reader may consult [34J. 
for example, [71]. 
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where 
- of 
f(x) = f(x) - ax (0) x 

is twice continuously differentiable and 

](0) = 0; oj (0) = 0 
ax 
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Since our interest is in the case when linearization fails, assume that A has k eigen­
values with zero real parts and m = n - k eigenvalues with negative real parts. 
We can always find a similarity transformation T that transforms A into a block 
diagonal matrix, that is, 

TAT-l = [~l 12] 
where all eigenvalues of Al have zero real parts and all eigenvalues of A2 have 
negative real parts. Clearly, Al is k x k and A2 is m x m. The change of variables 

[ ; ] = Tx; y E Rk; z E Rm 

transforms (8.1) into the form 

iJ 
i 

Aly + gI(y, z) 

A 2z + g2(y, z) 

(8.2) 

(8.3) 

where gI and g2 inherit properties of j. In particular, they are twice continuously 
differentiable and 

(8.4) 

for i = 1,2. If z = h(y) is an invariant manifold for (8.2)-(8.3) and h is smooth, 
then it is called a center manifold if 

ah 
h (0) = 0; ay (0) = 0 

Theorem 8.1 If gI and g2 are twice continuously differentiable and satisfy (8.4), 
all eigenvalues of Al have zero real parts, and all eigenvalues of A2 have negative real 
parts, then there exist a constant 6 > 0 and a continuously differentiable function 
h(y), defined for allilyll < 6, such that z = h(y) is a center manifold for (8.2)-(8.3). 

o 

Proof: See Appendix C.15. 

If the initial state of the system (8.2)-(8.3) lies in the center manifold; that is, 
z(O) = h(y(O)), then the solution (y(t), z(t)) will lie in the manifold for all t 2: 0; 
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that is, z(t) == h(y(t)). In this case, the motion ofthe system in the center manifold 
is described by the kth-order differential equation 

(8.5) 

which we refer to as the r-educed system. If z(O) =1= h(y(O)), then the difference 
z(t) - h(y(t)) represents the deviation of the trajectory from the center manifold at 
any time t. The change of variables 

transforms (8.2)-(8.3) into 

A1y + gl(y,W + h(y)) (8.6) 
8h 

A2[w+h(y)]+g2(y,w+h(y))- 8y(y) [A1y+gl(y,w+h(y))] (8.7) 

In the new coordinates, the center manifold is w = O. The motion in the manifold 
is characterized by 

w(t) == 0 =} w(t) == 0 

Substituting these identities into (8.7) results in 

8h 
0= A2h(y) + g2(y, h(y)) - 8y (y) [AlY + gl(y, h(y))] (8.8) 

Since the equation must be satisfied by any solution that lies in the center mani­
fold, we conclude that the function h(y) must satisfy the partial differential equation 
(8.8). Adding and subtracting gl(y, h(y)) to the right-hand side of (8.6), and sub­
tracting (8.8) from (8.7), we can rewrite the equation in the transformed coordinates 
as 

where 

and 

iJ 
w 

A1y + gl(y, h(y)) + N1(y, w) 

A2w + N 2 (y, w) 

N1(y,w) gl(y,w+h(y))-gl(y,h(y)) 

8h 
N2(y,w) =g2(y,w+h(y)) -g2(y,h(y)) - 8y(y) N1(y,w) 

(8.9) 

(8.10) 

It is not difficult to verify that Nl and N2 are twice continuously differentiable, and 

Ni(y,O) = 0; :i (0, 0) = 0 
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for i = 1,2. Consequently, in the domain 

N1 and N2 satisfy 
IINi(y, w) 112 :::; ki Ilwll, i = 1,2 

where the positive constants k1 and k2 can be made arbitrarily small by choosing 
p small enough. These inequalities, together with the fact that A2 is Hurwitz, 
suggest that the stability properties of the origin are determined by the reduced 
system (8.5). The next theorem, known as the reduction p'rinciple, confirms this 
conjecture. 

Theorem 8.2 Under the assumptions of Theorem 8.1, if the origin y = 0 of the 
reduced system (8.5) is asymptotically stable (respectively, unstable) then the origin 
of the full system (8.2) and (8.3) is also asymptotically stable (respectively, unstable). 

o 
Proof: The change of coordinates from (y, z) to (y, w) does not change the stability 
properties of the origin (Exercise 4.26); therefore, we can work with the system (8.9) 
and (8.10). If the origin of the reduced system (8.5) is unstable, then, by invariance, 
the origin of (8.9) and (8.10) is unstable. This is so because for any solution y(t) 
of (8.5), there is a corresponding solution (y(t),O) of (8.9) and (8.10). Suppose 
now that the origin of the reduced system (8.5) is asymptotically stable. By (the 
converse Lyapunov) Theorem 4.16, there is a continuously differentiable function 
V (y) that is positive definite and satisfies the inequalities 

3V 
3y [A1Y + gl (y, h(y))] :::; -a3(lIyIl2) 

II ~~ 112 :::; a4(lIyIl2) :::; k 

in a neighborhood of the origin, where a3 and a4 are class J( functions. On the 
other hand, since A2 is Hurwitz, the Lyapunov equation 

PA2 +Afp= -1 

has a unique positive definite solution P. Consider 

v(y, w) = V(y) + VwT Pw 

as a Lyapunov function candidate3 for the full system (8.9) and (8.10). The deriva­
tive of v along the trajectories of the system is given by 

v(y, w) 

3The function v(y, w) is continuously differentiable everywhere around the origin, except on 
the manifold w = O. Both v(y, w) and v(y, w) are defined and continuous around the origin. It 
can be easily seen that the statement of Theorem 4.1 is still valid. 
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Since kl and k2 can be made arbitrarily small by restricting the domain around the 
origin to be sufficiently small, we can choose them small enough to ensure that 

Hence, 

which shows that v(y, w) is negative definite. Consequently, the origin of the full 
system (8.9)-(8.10) is asymptotically stable. 0 

"'\TVe leave it to the reader (Exercises 8.1 and 8.2) to extend the proof of Theo­
rem 8.2 to prove the next two corollaries. 

Corollary 8.1 Under the assumptions of Theorem 8.1, if the origin y = 0 of the 
reduced system (8.5) is stable and there is a continuously differentiable Lyapunov 
function V (y) such that 4 

in some neighborhood of y = 0, then the origin of the full system (8.2)-(8.3) is 
~abk. 0 

Corollary 8.2 Under the assumptions of Theorem 8.1, the origin of the reduced 
system (8.5) is asymptotically stable if and only if the origin of the full system 
(8.2)-(8.3) is asymptotically st'able. 0 

existence of the Lyapunov function V(y) cannot be inferred from a converse Lyapunov 
theorem. The converse Lyapunov theorem for stability [72, 107] guarantees the existence of a 
Lyapunov function V(t, y) whose derivative satisfies V(t, y) :S O. In general, this function cannot be 
made independent of t. (See [72, page 228].) Even though we can choose V(t, y) to be continuously 
differentiable in its arguments, it cannot be guaranteed that the partial derivatives 8V/8Yi, 8V/8t 
will be uniformly bounded in a neighborhood of the origin for all t 2:: O. (See [107, page 53].) 
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To use Theorem 8.2, we need to find the center manifold z = h(y). The function 
h is a solution of the partial differential equation 

clef 8h 
N(h(y)) = 8y(y) [Al y+gl(y,h(y))]-A2h(y)-g2(y,h(y)) =0 (8.11) 

with boundary conditions 
8h 

h(O) = 0; 8y (0) = 0 (8.12) 

This equation for h cannot be solved exactly in most cases (to do so would imply 
that a solution of the full system (8.2)-(8.3) has been found), but its solution can 
be approximated arbitrarily closely as a Taylor series in y. 

Theorem 8.3 If a continuously differentiable function ¢(y) with ¢(O) = 0 and 
[8¢j8y](0) = 0 can be found such that N(¢(y)) = O(llyIIP) for some p > 1, then for 

sufficiently small Ilyll 
h(y) - ¢(y) = O(llyIIP) 

and the reduced system can be represented as 

iJ = Aly + gl (y, ¢(y)) + O(llyllp+l) 

<> 

Proof: See Appendix C.15. 

The order of magnitude notation 0(-) will be formally introduced in Chapter 10 
(Definition 10.1). For our purpose here, it is enough to think of f(y) = O(llyIIP) 
as a shorthand notation for Ilf(y)11 :::; kllyllP for sufficiently small Ilyli. Let us now 
illustrate the application of the center manifold theorem by examples. In the first 
two examples, we will make use of the observation that for a scalar state equation 
of the form 

iJ = ayP + 0 (Iylp+l) 

where p is a positive integer, the origin is asymptotically stable if p is odd and 
a < O. It is unstable if p is odd and a > 0, or p is even and a =1= 0. 5 

Example 8.1 Consider the system 

Xl X2 

X2 -X2 + axi + bXlX2 

where a =1= O. The system has a unique equilibrium point at the origin. The 
linearization at the origin results in the matrix 

5See Exercise 4.2. 
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which has eigenvalues at 0 and -1. Let M be a matrix whose columns are the 
eigenvectors of A; that is, 

A1=[1 1] o -1 

and take T = 1\1[-1. Then, 

TAT- 1 = [0 0] . 0 -1 

The change of variables 

puts the system into the form 

iJ a(y + z)2 - b(yz + z2) 

Z -z - a(y + Z)2 + b(yz + zZ) 

The center manifold equation (8.11) with the boundary condition (8.12) becomes 

N(h(y)) h'(y)[a(y + h(y))Z - b(yh(y) + hZ(y))] + h(y) 

+ a(y + h(y))z - b(yh(y) + hZ(y)) = 0, h(O) = h'(O) = 0 

We set h(y) = hzyZ + h3y3 + ... and substitute this series in the center manifold 
equation to find the unknown coefficients hz, h3, ... by matching coefficients of like 
powers in y (since the equation holds as an identity in y). We do not know in 
advance how many terms of the series we need. We start with the simplest ap­
proximation h(y) ~ O. VIe substitute h(y) = O(lyIZ) into the reduced system and 
study stability of its origin. If the stability properties of the origin can be deter­
mined, we are done. Otherwise, we calculate the coefficient hz, substitute h(y) = 
hZy 2 + O(lyI3), and study stability of the origin. If it cannot be resolved, we pro­
ceed to the approximation h(y) ~ hzyz + h3y3, and so on. Let us start with the 
approximation h(y) ~ O. The reduced system is 

iJ ayZ + O(lyI3) 

Notice that an O(lyIZ) error in h(y) results in an O(lyI3) error in the right-hand side 
of the reduced system. This is a consequence of the fact that the function 91 (y, z), 
which appears on the right-hand side of the reduced system (8.5) as 91(y, h(y)), 
has a partial derivative with respect to z that vanishes at the origin. Clearly, this 
observation is also valid for higher order approximations; that is, an error of order 
O(lylk) in h(y) results in an error of order O(lylk+1) in 91(y, h(y)), for k 2 2. The 
term ayZ is the dominant term on the right-hand side of the reduced system. For 
a =1= 0, the origin of the reduced system is unstable. Consequently, by Theorem 8.2, 
the origin of the full system is unstable. D 
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Example 8.2 Consider the system 

y yz 

Z -z + ay2 

which is already represented in the (y, z) coordinates. The center manifold equation 
(8.11) with the boundary condition (8.12) is 

h'(y) [yh(y)] + h(y) - ay2 = 0, h(O) = h'(O) = 0 

We start by trying ¢(y) = O. The reduced system is 

Clearly, we cannot reach any conclusion about the stability of the origin. Therefore, 
we substitute h(y) = h2y2 + O(lyI3) into the center manifold equation and calculate 
h2' by matching coefficients of y2, to obtain h2 = a. The reduced system is6 

Therefore, the origin is asymptotically stable if a < 0 and unstable if a > O. Conse­
quently, by Theorem 8.2, we conclude that the origin of the full system is asymptot­
ically stable if a < 0 and unstable if a > O. If a = 0, the center manifold equation 
(8.11) with the boundary condition (8.12) reduces to 

h'(y) [yh(y)] +" h(y) = 0, h(O) = h'(O) = 0 

which has the exact solution h(y) = O. The reduced system y = 0 has a stable origin 
with V(y) = y2 as a Lyapunov function. Therefore, by Corollary 8.1, we conclude 
that the origin of the full system is stable if a = 0 .6, 

Example 8.3 Consider the system (8.2)-(8.3) with 

Al = [ _ ~ ~ 1   ' 91 = [ _y~~ z2 1   ' A2 = -1, and 92 = y{ - 3yf + 3yiY2 

It can be verified that ¢(y) = 0 results in N(¢(y)) = 0 (1Iyll~) and 

y = [ -y{ + y~ 1 + 0 (1Iyll~) 
-Yl - Y2 

Using V(y) = (yr + y~)/2 as a Lyapunov function candidate, we obtain 

error on the right-hand side of the reduced system is actually O(lyI5) since, if we write 
h(y) = h2y2 h3y3 + .. " we will find that h3 = O. 
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in some neighborhood of the origin where k > O. Hence, 

which shows that the origin of the reduced system is asymptotically stable. Conse­
quently, the origin of the full system is asymptotically stable. D 

Notice that in the preceding example it is not enough to study the system 

We have to find a Lyapunov function that confirms asymptotic stability of the origin 
for all perturbations of the order 0 (1Iyll~). The impo~tance of this observation is 
illustrated by the next example. 

Example 8.4 Consider the previous example, but change Al to 

A =[01] 
1 0 0 

,\iVith ¢(y) = 0, the reduced system can be represented as 

Without the perturbation term 0 (lIyll~), the origin of this system is asymptotically 
stable. 7 If you try to find a Lyapunov function V(y) to show asymptotic stability 
in the presence of the perturbation term, you will not succeed. In fact, it can 
be verified that the center manifold equation (8.11) with the boundary condition 
(8.12) has the exact solution h(y) = yr, so that the reduced system is given by the 
equation 

. - [ -yr + Y2] y - y6 y3 
1 - 2 

whose origin is unstable. 8 

8.2 Region of Attraction 

Quite often, it is not sufficient to determine that a given system has an asymp­
totically stable equilibrium point. Rather, it is important to find the region of 
attraction of that point, or at least an estimate of it. To appreciate the importance 
of determining the region of attraction, let us run a scenario of events that could 

Exercise 4.56. 
8See Exercise 4.13. 
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Figure 8.1: Critical clearance time. 
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happen in the operation of a nonlinear system. Suppose that a nonlinear system 
has an asymptotically stable equilibrium point, which is denoted by xpr in Suppose 
the system is operating at steady state at x pr ' Then, at time to a fault that changes 
the structure of the system takes place, for example, a short circuit in an electrical 
network. Suppose the faulted system does not have equilibrium points at xpr or 
in its neighborhood. The trajectory of the system will be driven away from xpr' 
Suppose further that the fault is cleared at time tl and the postfault system has 
an asymptotically stable equilibrium point at x ps , where either xps = xpr or xps 
is sufficiently close to xpr so that steady-state operation at xps is still acceptable. 
At time tl the state of the system, say, x(t 1 ), could be far from the postfault equi­
librium xps. Whether or not the system will return to steady-state operation at 
Xps depends on whether x(td belongs to the region of attraction of x ps , as deter­
mined by the postfault system equation. A crucial factor in determining how far 
x(t 1 ) could be from xps is the time it takes the operators of the system to remove 
the fault, that is, the time difference (t1 to). If (t1 - to) is very short, then, by 
continuity of the solution with respect to t, it is very likely that x(t 1 ) will be in the 
region of attraction of xps. However, operators need time to detect the fault and fix 
it. How much time they have is a critical question. In planning such a system, it is 
valuable to give operators a "critical clearance time," say t e , such that they have to 
clear the fault within this time; that is, (tl - to) must be less than te. If we know 
the region of attraction of xps, we can find te by Figure 8.1. integrating the faulted 
system equation starting from the prefault equilibrium xpr until the trajectory hits 
the boundary of the region of attraction. The time it takes the trajectory to reach 
the boundary can be taken as the critical clearance time because if the fault is 
cleared before that time the state x(t 1 ) will be within the region of attraction. Of 
course, we are assuming that xpr belongs to the region of attraction of xps, which is 
reasonable. If the actual region of attraction is not known, and an estimate tee of te 
is obtained by using an estimate of the region of attraction, then tee < te) since the 
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boundary of the estimate of the region of attraction will be inside the actual bound­
ary of the region. (See Figure 8.1.) This scenario shows an example where finding 
the region of attraction is needed in planning the operation of a nonlinear system. 
It also shows the importance of finding estimates of the region of attraction that 
are not too conservative. A very conservative estimate of the region of attraction 
would result in tce that is too small to be useful. Let us conclude this motivating 
discussion by saying that the scenario of events described here is not hypothetical. 
It is the essence of the transient stability problem in power systems. 9 

Let the origin x = 0 be an asymptotically stable equilibrium point for the 
nonlinear system 

x = f(x) (8.13) 

where f : D ---7 Rn is locally Lipschitz and D c Rn is a domain containing the 
origin. Let ¢(t; x) be the solution of (8.13) that starts at initial state x at time 
t = O. The region of attraction of the origin, denoted by RA, is defined by 

RA = {x E D I ¢( ti x) is defined V t 2:: 0 and ¢( t; x) ---7 0 as t ---7 oo} 

Some properties of the region of attraction are stated in the next lemma, whose 
proof is given in Appendix C.16. 

Lemma 8.1 If x = 0 is an asymptotically stable equilibrium point for (8.13), then 
'its region of attraction RA is an open, connected, invariant set. Moreover, the 
boundary of RA is formed by trajectories. 0 

Lemma 8.1 suggests that one way to determine the region of attraction is to 
characterize those trajectories that lie on the boundary of RA. There are some 
methods that approach the problem from this viewpoint, but they use geometric 
notions from the theory of dynamical systems that are not introduced in this book. 
Therefore, ,ve will not describe this class of methods.lO We may, however, get a 
flavor of these geometric methods in the case of second-order systems (n = 2) by 
employing phase portraits. Examples 8.5 and 8.6 show typical cases in the state 
plane. In the first example, the boundary of the region of attraction is a limit cycle, 
\vhile in the second one the boundary is formed of stable trajectories of saddle points. 
Example 8.7 shows a rather pathological case where the boundary is a closed curve 
of equilibrium points. 

Example 8.5 The second-order system 

Xl -x2 

X2 Xl + (xi - 1)x2 

is a Van der Pol equation in reverse time, that is, with t replaced by -to The system 
has one equilibrium point at the origin and one unstable limit cycle, as determined 
from the phase portrait shown in Figure 8.2. The phase portrait shows that the 

for an introduction to the transient stability problem in power systems . 
.bXil,nu)Jes of these methods can be found in [36] and [216]. 
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Figure 8.2: Phase portrait for Example 8.5. 

origin is a stable focus; hence, it is asymptotically stable. This can be confirmed by 
linearization, since 

A- afl - ax x=o [ 
0 -1 1 
1 -1 

has eigenvalues at -1/2 ± j-/3/2. Clearly, the region of attraction is bounded 
because trajectories starting outside the limit cycle cannot cross it to reach the 
origin. Because there are no other equilibrium points, the boundary of RA must be 
the limit cycle. Inspection of the phase portrait shows that indeed all trajectories 
starting inside the limit cycle spiral toward the origin. D 

Example 8.6 Consider the second-order system 

Xl X2 

X2 -Xl + ~xi - x2 

This system has three isolated equilibrium points at (0,0), (-/3,0), and (--/3,0). 
The phase portrait of the system is shown in Figure 8.3. The phase portrait shows 
that the origin is a stable focus, and the other two equilibria are saddle points. 
Thus, the origin is asymptotically stable and the other equilibria are unstable; a 
fact that can be confirmed by linearization. From the phase portrait, we can also 
see that the stable trajectories of the saddle points form two separatrices that are 
the boundaries of the region of attraction. The region is unbounded. D 
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Figure 8.3: Phase portrait for Example 8.6. 

Example 8.7 The system 

Xl -Xl (1 - xi - x~) 

X2 -X2(1- xi - x~) 

has an isolated equilibrium point at the origin and a continuum of equilibrium points 
on the unit circle; that is, every point on the unit circle is an equilibrium point. 
Clearly, RA must be confined to the interior of the unit circle. The trajectories of 
the system are the radii of the unit circle. This can be seen by transforming the 
system into polar coordinates. The change of variables 

Xl = pcos(), X2 = psin() 

yields 

All trajectories starting with p < 1 approach the origin as t -+ 00. Therefore, RA 
is the interior of the unit circle. D 

Lyapunov's method can be used to find the region of attraction RA or an es­
timate of it. The basic tool for finding the boundary of RA is Zubov's theorem, 
which is given in Exercise 8.10. The theorem, however, has the character of an 
existence theorem and requires the solution of a partial differential equation. Via 
much simpler procedures, we can find estimates of RA by using Lyapunov's method. 
By an estimate of RA, we mean a set S1 C RA such that every trajectory starting 
in S1 approaches the origin as t -+ 00. For the rest of this section, we will discuss 
sorne aspects of estimating RA. Let us start by showing that the domain D of The­
orem 4.1 (or Corollary 4.1) is not an estimate of RA. We have seen in Theorem 4.1 
and Corollary 4.1 that if D is a domain that contains the origin, and if we can 
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find a Lyapunov function V (x) that is positive definite in D and V (x) is negative 
definite in D or negative semidefinite, but no solution can stay identically in the 
set {V(x) = O} except for the zero solution x = 0, then the origin is asymptoti­
cally stable. One may jump to the conclusion that D is an estimate of RA. This 
conjecture is not true, as illustrated by the next example. 

Example 8.8 Consider again the system of Example 8.6: 

Xl x2 

X2 -Xl + ~x1- X2 

This system is a special case of that of Example 4.5 with 

h(XI) = Xl - ~x1 and a = 1 

Therefore, a Lyapunov function is given by. 

V(x) 

and 

Defining a domain D by 

[! !] X + loxl (y - ~y3) dy 

! 1 

D = {x E R2 I - v3 < Xl < v3} 
it can be easily seen that V(x) > 0 and V(x) < 0 in D - {O}. Inspecting the phase 
portrait in Figure 8.3 shows that D is not a subset of RA. ~ 

In view of this example, it is not difficult to see why D of Theorem 4.1 or 
Corollary 4.1 is not an estimate of RA. Even though a trajectory starting in D 
will move from one Lyapunov surface V (x) = CI to an inner Lyapunov surface 
V (x) = C2, with C2 < CI, there is no guarantee that the trajectory will remain 
forever in D. Once the trajectory leaves D, there is no guarantee that V (x) will 
be negative. Consequently, the whole argument about V(x) decreasing to zero falls 
apart. This problem does not arise when RA is estimated by a compact positively 
invariant subset of D; that is, a compact set neD such that every trajectory 
starting in n stays in n for all future time. Theorem 4.4 shows that n is a subset 
of RA. The simplest such estimate is the setH 

nc = {x E Rn I V (x) :S c} 

llThe set {V(x) :::; c} may have more than one component, but there can be only one bounded 
component in D, and that is the component we work with. For example, if V(x) = x 2 /(1 + 
x4 ) and D = {Ixl < I}, the set {V(x) :::; 1/4} has two components: {Ixl :::; V2 - V3} and 

{Ixl ~ V2 + V3}. We work with {Ixl :::; V2 - V3}. 
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when nc is bounded and contained in D. For a quadratic Lyapunov function V(x) = 
xTpx and D {llxllz < r}, we can ensure that nc c D by choosing 

c < min xT Px = Amin (P)r Z 

Ilxl12=r 

rZ . Tp 
mIn x x = bTP-Ib 

IbTxl=r 

Therefore, {xTpx :S c} will be a subset of D = {lbTxl < ri, 
choose 

rZ 
c < min 2 

l:::;i:::;p bT P-1bi 

1, ... p}, if we 

The simplicity of estimating the region of attraction by nc = {xT Px :S c} has 
increased significance in view of the linearization results of Section 4.3. There, we 
saw that if the Jacobian matrix 

A= of 
ox 

is Hurwitz, then we can always find a quadratic Lyapunov function V(x) = xT Px 
by solving the Lyapunov equation P A + AT P = -Q for any positive definite matrix 
Q. Putting the pieces together, we see that whenever A is Hurwitz, we can estimate 
the region of attmction of the origin. This is illustrated by the next example. 

Example 8.9 The second-order system 

Xl -Xz 

Xz Xl + (xi - l)xz 

was treated in Example 8.5. There, we saw that the origin is asymptotically stable 
since 

[ 
0 -1 1 
1 -1 

is Hurwitz. A Lyapunov function for the system can be found by taking Q = I and 
solving the Lyapunov equation 

[122, Section 10.3]' the Lagrangian associated with the constrained optimization 
.\) = x T Px + .\[(bT x)2 - r 2 J. The first-order necessary conditions are 2Px + 

2.\(bT x)b = and (bT x)2 - r2 o. It can be verified that the solutions .\ = and 
x = ±1'p-l b/(bTp-J b) yield the minimal value 1'2 /(bT P-1b). 
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for P. The unique solution is the positive definite matrix 

P = [ 1.5 -0.5] 
-0.5 1 
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The quadratic function V (x) = xT Px is a Lyapunov function for the system in 
a certain neighborhood of the origin. Because our interest here is in estimating 
the region of attraction, we need to determine a domain D about the origin where 
V (x) is negative definite and a constant c > 0 such that f2c {V (x) :::; c} is a 
subset of D. We are interested in the largest set f2c that we can determine, that 
is, the largest value for the constant c. Notice that we do not have to worry about 
checking positive definiteness of V(x) in D because V(x) is positive definite for all 
x. Moreover, V (x) is radially unbounded; hence f2c is bounded for any c > O. The 
derivative of V (x) along the trajectories of the system is given by 

V(x) = -(xi + x~) - (XIX2 - 2xix~) 

The right-hand side of V(x) is written as the sum of two terms. The first term, 
-llxll~, is the contribution of the linear part Ax, while the second term is the 
contribution of the nonlinear term g(x) = f(x) Ax. Since 

Ilg(x) 112 --+ 0 as IIxl12 --+ 0 
IIxl12 

we know that there is an open ball D = {x E R2 I IIxl12 < r} such that V(x) is 
negative definite in D. Once we find such a ball, we can find f2c c D by choosing 

c < min V(x) = Am in(P)r2 

Ilxl12=r 

Thus, to enlarge the estimate of the region of attraction, we need to find the largest 
ball on which V (x) is negative definite. We have 

. 2 12 J5 4 V(x) :::; -llxl12 + IXII IXIX21 IXI - 2X21 :::; -llxl 2 + 211xl12 

where we used IXII :::; Ilx112' IXIX21 :::; Ilxll~/2, and IXI 2X21:::; J5llxlb Thus, V(x) 
is negative definite on a ball D of radius given by r2 = 2/ J5 = 0.8944. In this 
second-order example, a less conservative estimate of ftc can be found by searching 
for the ball D in polar coordinates. Taking 

we get 

Xl = pcose, X2 = psine 

V _p2 + p4 cos2 e sin e(2 sin e - cos e) 

:::; _p2 + p41 cos2 e sinel . 12sine - cosel 

:::; _p2 + p4 x 0.3849 x 2.2361 
1 

:::; _p2 + 0.861p4 < 0, for p2 < 0.861 
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-2~~~----~~~--~ 

-2 -1 o 
(a) 

2 

2 

-2 

-2 o 
(b) 

2 

Figure 8.4: (a) Contours of V(x) = 0 (dashed), V(x) = 0.8 (dash-dot), and V(x) = 
2.25 (solid) for Example 8.9; (b) comparison of the region of attraction with its estimate. 

Using this last equation, together with .Amin(P) 2: 0.69, we choose 

0.69 
c = 0.8 < 0.861 = 0.801 

The set Dc with c = 0.8 is an estimate of the region of attraction. A less conservative 
(that is, larger) estimate can be obtained by plotting contours of V(x) = 0 and 
V (x) c for increasing values of c until we determine the largest c for which 
V(x) = cwillbein{lf (x) < o}. This is shown in Figure 8.4(a) where cis determined 
to be c = 2.25. Figure 8.4(b) compares this estimate with the region of attraction 
whose boundary is a limit cycle. D. 

Estimating the region of attraction by Dc = {V (x) :::; c} is simple, but usually 
conservative. According to LaSalle's theorem (Theorem 4.4), we can work with 
any compact set D C D provided we can show ,that D is positively invariant. It 
typically requires investigating the vector field at the boundary of D to ensure that 
trajectories starting in n cannot leave it. The next example illustrates this idea. 

Example 8.10 Consider the system 

Xl X2 

X2 -4(XI + X2) - h(XI + X2) 

where h : R ----7 R is a locally Lipschitz function that satisfies 

h(O) = 0; uh(u) 2: 0, V lui:::; 1 

Consider the quadratic function 

V(x) = 2 
1 
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Figure 8.5: Estimates of the region of attraction for Example 8.10. 

as a Lyapunov function candidate. I3 The derivative V(x) is given by 

V(x) (4XI + 2X2)XI + 2(XI + X2)X2 

-2xi 6(XI + X2)2 - 2(XI + x2)h(XI + X2) 

:::; -2xi - 6(Xl + X2)2, V IXI + x21 :::; 1 

_xT [~ ~ 1 x 

Therefore, V(x) is negative definite in the set 

and we can conclude that the origin is asymptotically stable. To estimate RA, let 
us start by an estimate of the form Dc = {V (x) :::; c}. The largest c > 0 for which 
Dc eGis given by 

. T 1 
c = mIn x P x = bTP-1 b = 1 

!Xl+X2!=1 

where bT = [1 1]. Hence, Dc with c = 1 is an estimate of RA. (See Figure 8.5.) 
In this example, we can obtain a better estimate of RA by not restricting ourselves 
to estimates of the form Dc. A key point in the development is to observe that 
trajectories inside G cannot leave through certain segments of the boundary IXI + 
x21 = 1. This can be seen by examining the vector field at the boundary or by the 
following analysis: Let 

Lyapunov function candidate can be derived by using the variable gradient method or 
by applying the circle criterion and the Kalman-Yakubovich-Popov lemma. 
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such that the boundary of G is given by 0- = 1 and 0- = -1. The derivative of 0-
2 

along the trajectories of the system is given by 

On the boundary 0- = 1, 

This implies that when the trajectory is at any point on the segment of the boundary 
0- = 1 for which X2 ::; 4, it cannot move outside the set G, because at such point 0-

2 

is nonincreasing. Similarly, on the boundary 0- = -1, 

d 2 
- 0- < - 2X2 - 8 < 0 V X2 >_ -4 dt - - , 

Hence, the trajectory cannot leave the set G through the segment of the boundary 
0- = -1 for which X2 2: -4. This information can be used to form a closed, bounded, 
positively invariant set n that satisfies the conditions of Theorem 4.4. Using the 
two segments of the boundary of G just identified to define the boundary of n, we 
now need two other segments to close the set. These segments should have the 
property that trajectories cannot leave the set through them. We can take them 
as segments of a Lyapunov surface. Let CI be such that the Lyapunov surface 
V(x) = CI intersects the boundary Xl + X2 = 1 at X2 = 4, that is, at the point 
(-3,4). (See Figure 8.5.) Let C2 be such that the Lyapunov surface V(x) = C2 

intersects the boundary Xl + X2 -1 at X2 = -4, that is, at the point (3, -4). The 
required Lyapunov surface is defined by V (x) = min { CI, cd. The constants CI and 
C2 are given by 

Therefore, we take C = 10 and define the set n by 

This set is closed, bounded, and positively invariant. Moreover, V(x) is negative 
definite in n, since neG. Thus, all the conditions of Theorem 4.4 are satisfied and 
we can conclude that all trajectories starting in n approach the origin as t --? 00; 
that is, n c RA. D, 

8.3 Invariance-like Theorems 

In the case of autonomous systems, LaSalle's invariance theorem (Theorem 4.4) 
shows that the trajectory of the system approaches the largest invariant set in E, 
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where E is the set of all points in n where V(x) = O. In the case of non autonomous 
systems, it may not even be clear how to define a set E, since ,f(t, x) is a function 
of both t and x. The situation will be simpler if it can be shown that 

V(t, x) :::; -W(x) :::; 0 

for, then, a set E may be defined as the set of points where W(x) = O. \rye may 
expect that the trajectory of the system approaches E as t tends to 00. This is, 
basically, the statement of the next theorem. Before we state the theorem, we state 
a lemma that will be used in the proof of the theorem. The lemma is interesting in 
its own sake and is known as Barbalat's lemma. 

Lemma 8.2 Let ¢ : R --7 R be a uniformly continuous function on [0,00). Suppose 

that limt->oo J; ¢( T) dT exists and is finite. Then, 

¢(t) --7 0 as t --7 00 

<> 

Proof: If it is not true, then there is a positive constant kI such that for every 
T > 0, we can find TI 2:: T with I¢(TI)I 2:: k1 . Since ¢(t) is uniformly continuous, 
there is a positive constant k2 such that I¢(t + T) - ¢(t)1 < kI/2 for all t 2:: 0 and 
all 0 :::; T :::; k2 . Hence, 

1¢(t)1 I¢(t) ¢(TI ) + ¢(TI)I 

2:: I¢(TI)I-I¢(t) - ¢(TI)I 

> kl - ~kl = ~kI' 'i t E [TIl TI + k2J 

Therefore, 

where the equality holds, since ¢(t) retains the same sign for Tl :::; t :::; TI + k2 . 

Thus, J; ¢( T) dT cannot converge to a finite limit as t --7 00, a contradiction. 0 

Theorem 8.4 Let D c Rn be a domain containing x = 0 and suppose f(t, x) is 
piecewise continuous in t and locally Lipschitz in x, uniformly in t, on [0,00) x D. 
Furthermore, suppose f(t,O) is uniformly bounded for all t 2:: o. Let V : [0,00) x 
D --7 R be a continuously differentiable function such that 

WI (x) :::; V ( t, x) :::; VV2 (x) 

. av av 
V(t, x) = at + ax f(t, x) :::; -VV(x) 
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Y t?: 0, Y xED, wheT'e H!l(X) and W2 (x) aT'e continuous positive definite functions 
and 1¥ (x) is a contin'uo'us positive semidefinite function on D. Choose T' > 0 such 
t;hat B r· C D and let p < minllxll=r T¥l(X). Then, all solutions ofi; = f(t,x) with 
x(to) E {x E Br I W2 (x) :S p} aT'e bounded and satisfy 

W(x(t)) - 0 as t - 00 

M OT'eoveT', if all the assumptions hold globally and Wd x) is radially unbounded, the 
statement is tT'ue foT' all x(to) E Rn. 0 

Proof: Similar to the proof of Theorem 4.8, it can be shown that 

x(to) E {x E Br I T¥2(X) :S p} ::::} x(t) E nt,p C {x E Br I Wdx) :S p}, Y t?: to 

since V(t, x) :S O. Hence, Ilx(t)11 < T' for all t ?: to. Because V(t, x(t)) is mono­
tonically nonincreasing and bounded from below by zero, it converges as t - 00. 

Now, 

rt Tif!(X(T)) dT :S -it V(T, X(T)) dT = V(to, x(to)) - V(t, x(t)) 
.J to to 

Therefore, limt-too J~: T¥(X(T)) dT exists and is finite. Since x(t) is bounded, i;(t) = 
f(t, x(t)) is bounded, uniformly in t, for all t ?: to. Hence, x(t) is uniformly contin­
uous in t on [to) 00). Consequently, Tif!(x(t)) is uniformly continuous in t on [to, 00) 
because W(x) is uniformly continuous in x on the compact set B r . Therefore, by 
Lemma 8.2, we conclude that H!(x(t)) - 0 as t - 00. If all the assumptions hold 
globally and H!l(X) is radially unbounded, then for any x(to), we can choose p so 
large that x(to) E {x E Rn I W2 (x) :S pl. 0 

The limit Tif!(x(t)) - 0 implies that x(t) approaches E as t - 00, where 

E = {x E D I W(x) = O} 

Therefore, the positive limit set of x(t) is a subset of E. The mere knowledge that 
x(t) approaches E is much weaker than the invariance principle for autonomous 
systems, which states that x(t) approaches the largest invariant set in E. The 
stronger conclusion in the case of autonomous systems is a consequence of the 
property of autonomous systems stated in Lemma 4.1, namely the positive limit 
set is an invariant set. There are some special classes of nonautonomous systems 
where positive limit sets have some sort of an invariance property.14 However, for a 
general nonautonomous system, the positive limit sets are not invariant. The fact 
that, in the case of autonomous systems, x(t) approaches the largest invariant set 

t;x11m])les are periodic systems, almost-periodic systems, and asymptotically autonomous sys-
tems. See Chapter 8J for invariance theorems for these classes of systems. See, also, [136J for 
a different generalization of the invariance principle. 
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in E allowed us to arrive at Corollary 4.1, where asymptotic stability of the origin 
is established by showing that the set E does not contain an entire trajectory of 
the system, other than the trivial solution. For a general nonautonomous system, 
there is no extension of Corollary 4.1 that would show uniform asymptotic stability. 
However, the next theorem shows that it is possible to conclude uniform asymptotic 
stability if, in addition to V (t, x) :::; 0, we can show that V decreases over the interval 
[t, t + 8].15 

Theorem 8.5 Let D c Rn be a domain containing x = 0 and suppose f(t, x) is 
piecewise continuous in t and locally Lipschitz in x for all t 2:: 0 and xED. Let 
x = 0 be an equilibrium point for i; = f(t, x) at t = O. Let V: [0,00) x D -+ R be a 
continuously differentiable function such that 

Wdx) :::; V(t, x) :::; TiV2 (x) 

. av av 
V(t, x) = at + ax f(t, x) :::; 0 

V(t+8,¢(t+8;t,x)) - V(t,x):::; -AV(t,X), 0 < A < 116 

\I t 2:: 0, \I xED, for some 8> 0, where W 1 (x) and W2 (x) ar'e continuous positive 
definite functions on D and ¢( T; t, x) is the solution of the system that starts at 
(t, x) . Then, the origin is uniformly asymptotically stable. If all the assumptions 
hold globally and WI (x) is radially unbounded, then the origin is globally uniformly 
asymptotically stable. If 

then the origin is exponentially stable. (> 

Proof: Choose r > 0 such that Br E D. Similar to the proof of Theorem 4.8, it 
can be shown that 

where p < minllxll=r W 1 (x), because V(t, x) :::; O. Now, for all t 2:: to, we have 

V(t + 8, x(t + 8)) :::; V(t, x(t)) - AV(t, x(t)) = (1 - A)V(t, x(t)) 

Moreover, since V(t, x) :::; 0, 

V(T, X(T)) :::; V(t, x(t)), \I T E [t, t + 8] 

15It is shown in [1] that the condition "Ii ::; 0 can be dropped and uniform asymptotic stability 
can be shown if 

V(t + 0, ¢(t + 0; t, x)) - V(t, x) ::; -I'Ulxll) 
for some class JC function 1'. 

16There is no loss of generality in assuming that A < 1, for if the inequality is satisfied with 
A1 ~ 1, then it is satisfied for any positive A < 1, since -A1 V::; -A\I. Notice, however, that this 
inequality could not be satisfied with A> 1, since V(t, x) > 0, V x =I- O. 
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For any t 2': to, let N be the smallest positive integer such that t ::; to + No. Divide 
the interval [to, to + (N 1 )0] into (N - 1) equal subintervals oflength 0 each. Then, 

V(t, x(t)) ::; V(to + (N 1)0, x(to + (N - 1)0)) 

::; (1 - ),,)V(to + (N 2)0, x(to + (N 2)0)) 

::; (1 - ).,)(N-l)V(to, x(to)) 

::; _1_ (1 _ ).,)(t-to)/8V(to x(to)) 
(1 ).,) , 

1 --e-b(t-to)V(to x(to)) 
(1 ).,) , 

where 

Taking 

() r -bs 
0" r, S = (1 _ ).,) e 

it can be easily seen that O"(r,s) is a class 7(£ function and V(t,x(t)) satisfies 

V(t,x(t))::; O"(V(to,x(to)),t to), V V(to,x(to)) E [O,p] 

From this point on, the rest of the proof is identical to that of Theorem 4.9. The 
proof of the statements on global uniform asymptotic stability and exponential 
stability are the same as the proofs of Theorems 4.9 and 4.10. 0 

Example 8.11 Consider the linear time-varying system 

i: = A(t)x 

where A( t) is continuous for all t 2': O. Suppose there is a continuously differentiable, 
symmetric matrix P(t) that satisfies 

as well as the matrix differential equation 

-p(t) = P(t)A(t) + AT (t)P(t) + CT (t)C(t) 

where C(t) is continuous in t. The derivative of the quadratic function 

V(t, x) = xT P(t)x 

along the trajectories of the system is 
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The solution of the linear system is given by ¢(7j t, x) = <1>(7, t)x, where <1>(7, t) is 
the state transition matrix. Therefore, 

V(t+6,¢(t+6jt,x)) - V(t,x) 

where 

I
t+o 

W(t,t+6) = t <1>T(7, t)CT(7)C(7)<1>(7, t) d7 

Suppose there is a positive constant k < C2 such that 

W(t, t + 6) ~ kI, 'II t ~ 0 

then 

V(t+6,¢(t+6jt,x)) - V(t,x):S -kllxll~:s - ~V(t,x) 
C2 

Thus, all the assumptions of Theorem 8.5 are satisfied globally with 

and we conclude that the origin is globally exponentially stable. Readers familiar 
with linear system theory will recognize that the matrix W(t, t + 6) is the observ­
ability Gramian of the pair (A(t), C(t)) and that the inequality W(t, t + 6) ~ kI 
is implied by uniform observability of (A(t), C(t)). Comparing this example with 
Example 4.21 shows that Theorem 8.5 allows us to replace the positive definite­
ness requirement on the matrix Q(t) of (4.28) by the weaker requirement Q(t) = 
CT (t)C(t), where the pair (A(t), C(t)) is uniformly observable. 6 

Theorems 8.4 and 8.5 and their application to linear systems, as in Example 8.11, 
are extensively used in the analysis of adaptive control systems. 17 As an example, 
we analyze the adaptive control system of Section 1.2.6. 

Example 8.12 In Section 1.2.6, we saw that the closed-loop equation of a model 
reference adaptive control system, with plant Yp = apYp + kpu and reference model 
Ym = amYm + km'T', is given by 

eo ameo + kp¢lr(t) + kp¢2[eo + Ym(t)] 

¢I -,eo'T'(t) 

¢2 -,eo [eo + Ym(t)] 

for example, [87] and [168]. 
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where I> 0 is the adaptation gain, eo = Yp -Ym is the output error, and (PI and (h 
are the parameter errors. It was assumed that kp > 0 and, of course, the reference 
model must have am < O. Furthermore, we assume that r ( t) is piecewise continuous 
and bounded. Using 

1 [e; 1 2 2)] V = - - + - (¢1 + ¢2 
2 kp I 

as a Lyapunov function candidate, we obtain 

By applying Theorem 8.4, we conclude that for any c > 0 and for all initial states 
in the set {V :::; c}, all state variables are bounded for all t 2: to and limt-.... oo eo (t) = 

O. 
This shows that the output of the plant YP tracks the desired output Ym, but 
says nothing about the convergence of the parameter errors ¢1 and ¢2 to zero. 
In fact, they may not converge to zero. For example, if rand Ym are nonzero 
constant signals, the closed-loop system will have an equilibrium subspace {eo 
0, ¢2 = (am/km)¢d, which shows clearly that, in general, ¢l and ¢2 do not 
converge to zero. To derive conditions under which ¢1 and ¢2 will converge to 
zero, we apply Theorem 8.5. This will yield conditions under which the origin 
(eo = 0, ¢1 = 0, ¢2 0) is uniformly asymptotically stable. Since we have already 
shown that all state variables are bounded, we can represent the closed-loop system 
as the linear time-varying system 

where 

Suppose the reference signal r( t) has a steady-state value rss( t); that is, limt . .... oo [r(t)­
rss(t)] = O. Then, limt-+oo[Ym(t) Yss(t)] = 0, where Yss(t) is the steady-state 
response of the reference model. These limits, together with limt-too eo(t) = 0, 
show that the linear system can be represented by 

i; [A(t) + B(t)]x 

where 

and lim B(t) = 0 
t-tOO 

If we can show that the origin of i; = A(t)x is uniformly asymptotically stable, we 
can use the property limt-too B (t) = 0 to show that the origin of i; = [A( t) + B (t)] x 
is uniformly asymptotically stable. 18 Therefore, we concentrate our attention on 

Example 9.6. 
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the system x = A(t)x. Once again, using V as a Lyapunov function candidate, we 
obtain 

From Example 8.12, we see that the origin will be uniformly asymptotically stable if 
the pair (A(t), C) is uniformly observable. Since uniform observability of (A(t), C) 
is equivalent to uniform observability of (A(t) - K(t)C, C) for any piecewise con­
tinuous, bounded matrix K (t), 19 we take 

to simplify the pair to 

A(t) - K(t)C = [ ~ C = t:.m [ 1 o o ] 

By investigating observability of this pair for a given reference signal, we can de­
termine whether the conditions of Theorem 8.5 are satisfied. For example, if r is 
a nonzero constant signal, it can be easily seen that the pair is not observable. 
This is not surprising, since we have already seen that in this case the origin is not 
uniformly asymptotically stable. On the other hand, if r (t) = a sin wt with positive 
a and w, we have rss(t) = r(t) and yss(t) = aM sin(wt + 0), where M and 0 are 
determined by the transfer function of the reference model. It can be verified that 
the pair is uniformly observable; hence the origin (eo = 0, (h = 0, cP2 = 0) is 
uniformly asymptotically stable and the parameter errors cPl (t) and cP2 (t) converge 
to zero as t tends to infinity. 20 L:, 

8.4 Stability of Periodic Solutions 

In Chapter 4, we developed an extensive theory for the stability of equilibrium 
points. In this section, we consider the corresponding problem for periodic solutions. 
If u(t) is a periodic solution of the system 

x=f(t,x) (8.14) 

what can we say about other solutions that start arbitrarily close to u(t)? Will 
they remain in some neighborhood of u(t) for all t? Will they eventually approach 

[87, Lemma 4.8.1]. 
2oFor this example, the reference r(t) = asinwt is said to be persistently exciting, while a 

constant reference is not persistently exciting. To read more about persistence of excitation, see 
[5], [15], [87], [139], [168]' or Section 13.4 of the second edition of this book. 
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u(t)? Such stability properties of the periodic solution u(t) can be characterized 
and investigated in the sense of Lyapunov. Let 

y = x u(t) 

so that the origin y 
system 

o becomes an equilibrium point for the nonautonomous 

iJ = f(t, y + u(t)) .- f(t, u(t)) (8.15) 

The behavior of solutions of (8.14) near u(t) is equivalent to the behavior of solu­
tions of (8.15) near y = O. Therefore, we can characterize stability properties of 
u(t) from those of the equilibrium y O. In particular, we say that the periodic 
solution u(t) is uniformly asymptotically stable if y = 0 is a uniformly asymptot­
ically stable equilibrium point for the system (8.15). Similar statements can be 
made for other stability properties, like uniform stability. Thus, investigating the 
stability of u(t) has been reduced to studying the stability of an equilibrium point of 
a nonautonomous system, which we studied in Chapter 4. We shall find this notion 
of uniform asymptotic stability of periodic solutions in the sense of Lyapunov to be 
useful when we study nonautonomous systems dependent on small parameters in 
Chapter 10. The notion, however, is too restrictive when we analyze periodic solu­
tions of autonomous systems. The next example illustrates the restrictive nature of 
this notion. 

!:!.i}~aln}:)le 8.13 Consider the second-order system 

[( 2 2)3] 1 - xl - X2 2 2 2 
Xl 2 2 - X2 [1 + (1 - xl - X2) ] 

Xl + x 2 

[( 2 2)3] 1 - xl X 2 2 2 2 
X2 .2 2 + Xl [1 + (1 - xl - X2) ] 

Xl + X 2 

which is represented in the polar coordinates 

by 

Xl = rcose, 

(1 - 1'2)3 
r=----

The solution starting at (1'0, eo) is given by 

r(t) 

X2 = l' sine 

e(t) eo + t + ~ In [1 + 4t(1 - r5)2J 
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From these expressions, we see that the system has a periodic solution 

The corresponding periodic orbit is the unit circle r 1. All nearby solutions 
spiral toward this periodic orbit as t -+ 00. This spiralling is clearly the kind of 
"asymptotically stable" behavior we expect to see with a periodic orbit. In fact, 
the periodic orbit has been known classically as a stable limit cycle. However, 
the periodic solution x(t) is not uniformly asymptotically stable in the sense of 
Lyapunov. Recall that for the solution to be uniformly asymptotically stable, we 
must have 

[r(t) cosO(t) - cost]2 + [r(t) sinO(t) - sintj2 -+ 0 as t -+ 00 

for sufficiently small [ro cos 00 - IF + [ro sin OoF. Because r (t) -+ 1 as t -+ 00, we 
must have 

11 - cos (O(t) - t)l-+ 0 as t -+ 00 

which clearly is not satisfied when ro =1= 1, since (O(t) - t) is an ever-growing mono­
tonically increasing function of t. D. 

The point illustrated by this example is true in general. In particular, a nontrivial 
periodic solution of an autonomous system can never be asymptotically stable in 
the sense of Lyapunov. 21 

The stability-like properties of the periodic orbit of Example 8.13 can be cap­
tured by extending the notion of stability in the sense of Lyapunov from stability 
of an equilibrium point to stability of an invariant set. Consider the autonomous 
system 

x = f(x) (8.16) 

where f : D -+ Rn is a continuously differentiable map from a domain D c Rn into 
Rn. Let M c D be a closed invariant set of (8.16). Define an c-neighborhood of M 
by 

Uc = {x E Rn I dist (x, M) < c} 

where dist(x, Jill) is the minimum distance from x to a point in M; that is, 

dist(x, M) = inf Ilx - yll 
yEM 

Definition 8.1 The closed invariant set M of (8.16) is 

.. stable if, for each c > 0, there is 6 > 0 such that 

x(O) E U8 =} x(t) E Uc , V t 2 0 

21See [72, Theorem 81.1] for a proof of this statement. 
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• asymptotically stable if it is stable and 6 can be chosen s'uch that 

x(O) E U8 =? lim dist(x(t), M) = 0 
t->oo 

This definition reduces to Definition 4.1 when M is an equilibrium point. Lyapunov 
stability theory for equilibrium points, as presented in Chapter 4, can be extended 
to invariant sets. 22 For example, by repeating the proof of Theorem 4.1, it is 
not hard to see that if there is a function V(x), which is zero on M and positive 
in some neighborhood D of M, excluding M itself, and if the derivative V(x) = 
[8V/8xlJ(x) :::; 0 in D, then M is stable. Furthermore, if V(x) is negative in D, 
excluding M, then .l'v1 is asymptotically stable. 

Stability and asymptotic stability of invariant sets are interesting concepts in 
their own sake. We will apply them here to the specific,case when the invariant set 
M is the closed orbit associated with a periodic solution. Let u(t) be a nontrivial 
periodic solution of the autonomous system (8.16) with period T, and let I be the 
closed orbit defined by 

1= {x E R n I x = u(t), 0:::; t :::; T} 

The periodic orbit I is the image of u(t) in the state space. It is an invariant 
set whose stability properties are characterized by Definition 8.1. It is common, 
especially for second-order systems, to refer to asymptotically stable periodic orbits 
as stable limit cycles 

Example 8.14 The harmonic oscillator 

has a continuum of periodic orbits, which are concentric circles with a center at 
the origin. Anyone of these periodic orbits is stable. Consider, for example, the 
periodic orbit Ie defined by 

Ie = {x E R2 I r = c> O}, where r = J xi + x~ 

The neighborhood of Ie is defined by the annular region 

Uc: = {x E R2 I c - E < r < c + E} 

This annular region itself is an invariant set. Thus, given E > 0, we can take 6 = E 

and see that any solution starting in the U8 neighborhood at t = 0 will remain in 
the Dc: neighborhood for all t :;:: O. Hence, the periodic orbit Ie is stable. However, 
it is not asymptotically stable, because a solution starting in a U8 neighborhood 

for example, [213] and [221J for comprehensive coverage and [118J for some interesting 
results on converse Lyapunov theorems. 
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of IC does not approach IC as t --7 00, no matter how small 0 is. Stability of the 
periodic orbit {r = c} can be also shown by the Lyapunov function 

V(x) = (r2 - c2)2 = (xi + x~ - c2)2 

whose derivative along the trajectories of the system is 

V(x) = 4(r2 - c2)rf = 0 

Example 8.15 Consider the system of Example 8.13. It has an isolated periodic 
orbit 

I = {x E R2 I r = I}, where r = vi xi + x~ 
For x if. i, we have 

dist(X,i) = inf!lx - Yl12 = inf V(X1 - Y1)2 + (X2 - Y2)2 = Ir -11 
yE~ yE~ 

Recalling that 

r(t) = [1- l- r5 ]1/2 

vi 1 + 4t (1 - r5) 
2 

it can be easily seen that the E-O requirement for stability is satisfied and 

dist (x ( t ) , i) --7 0, as t --7 00 

Hence, the periodic orbit is asymptotically stable. The same conclusion can be 
arrived at using the Lyapunov function 

V(x) = (r2 - 1)2 = (xi + x~ - 1)2 

whose derivative along the trajectories of the system is 

V(x) = 4(r2 - l)rf = -4(r2 - 1)4 < 0, for r =1= 1 

Having defined the stability properties of periodic orbits, we can now define the 
stability properties of periodic solutions. 

Definition 8.2 A nontrivial periodic solution u(t) of (8.16) is 

• orbitally stable if the closed orbit i generated by u (t) is stable . 

• asymptotically orbitally stable if the closed orbit i generated by u(t) is asymp-
totically stable. 

Notice that different terminology is used depending on whether we are talking about 
the periodic solution or the corresponding periodic orbit. In Example 8.15, we say 
that the unit circle is an asymptotically stable periodic orbit, but we say that the 
periodic solution (cos t, sin t) is orbitally asymptotically stable. 
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8.5 Exercises 

8.1 Prove Corollary 8.1. 

8.2 Prove Corollary 8.2. 

8.3 Suppose the conditions of Theorem 8.1 are satisfied in a case where gl(Y,O) = 
0, 92(Y, 0) 0, and Al = O. Show that the origin of the full system is stable. 

8.4 Reconsider Example 8.1 with a = O. Show that the origin is stable. 

8.5 ([88]) Consider the system 

Xa fa(x a, Xb) 

Xb Abxb + fb(X a, Xb) 

where dim(xa) = nl, dim(xb) = n2, Ab is Hurwitz, fa and fb are continuously 
differentiable, [8fb/8xb](0,0) = 0, and fb(X a, 0) = 0 in a neighborhood of Xa = O. 

(a) Show that if Xa = 0 is an exponentially stable equilibrium point of xa = 
fa(x a, 0), then (xa, Xb) = (0,0) is an exponentially stable equilibrium point of 
the full system. 

(b) Show that if Xa 0 is an asymptotically (but not exponentially) stable equilib­
rium point of xa = fa(x a, 0), then (xa, Xb) = (0,0) is an asymptotically stable 
equilibrium point of the full system. 

8.6 ([70)) For each of the following systems, investigate stability of the origin by 
using the center manifold theorem: 

(1) Xl -X§ 
(2) Xl axi - X§, aiO 

X2 -X2 -+ xi XlX2 X2 -X2 + xi + XIX2 

Xl -X2 -+ XIX3 
Xl xix2 (3) X2 Xl + X2 X3 (4) 

X3 -X3 (xi + X§) -+ x§ 
X2 -x~ - X2 

(5) Xl XIX~ (6) 
Xl -Xl -+ X~(XI + X2 - 1) 

X2 -X2 xi + 2x~ X2 X~(XI + X2 - 1) 

Xl X2 Xl - 2XI - 3X2 + X3 + x§ 
(7) X2 -X2 -+ axV(l + xi) (8) X2 Xl + xi + x2 

aiO X3 x2 
1 

8.7 ([34]) Consider the system 

Xl = XIX:2 + axr + bXIX~, X2 = -X2 -+ cXI + dXI x2 
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Investigate stability of the origin by using the center manifold theorem for each of 
the following cases: 

(1) a + c > O. 
(3) a + c = 0 and cd + bc2 < O. 
(5) a + c = cd + bc2 = O. 

8.8 ([34]) Consider the system 

(2) a + c < O. 
(4) a + c = 0 and cd + bc2 > O. 

Investigate stability of the origin by using the center manifold theorem for all pos­
sible values of the real parameter a. 

8.9 ([88]) Consider the system 

Investigate stability of the origin by using the center manifold theorem for all pos­
sible values of the real constants a, b, and c. 

8.10 (Zubov's Theorem) Consider the system (8.13) and let G c Rn be a do­
main containing the origin. Suppose there exist two functions V : G ---+ Rand 
h : Rn ---+ R with the following properties: 

.. V is continuously differentiable and positive definite in G and satisfies 

o < V(x) < 1, V x E G - {O} 

.. As x approaches the boundary of G, or in case of unbounded G as Ilxll ---+ 00, 

lim V(x) = 1. 

., h is continuous and positive definite on Rn. 

II For x E G, V (x) satisfies the partial differential equation 

av 
ax f(x) = -h(x)[l - V(x)] (8.17) 

Show that x = 0 is asymptotically stable and G is the region of attraction. 

8.11 ([72]) Consider the second-order system 

where 
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g'i(O) = 0, Zgi(Z) > 0 V - ai < Z < bi 

foz gi(O") dO" -+ 00 as z -+ -ai or z -+ bi 

for some positive constants a'i, bi (ai = 00 or bi = 00 is allowed). Apply Zubov's 
theorem to show that the region of attraction is {x E R2 I - ai < Xi < bi }. 
Hint: Take h(x) = gl(Xl)h1(Xl) and seek a solution of the partial differential 
equation (8.17) in the form \l(x) = 1- W1(Xl)W2(X2). Note that, with this choice 
of h, Ii (x) is only negative semidefinite; apply LaSalle's invariance principle. 

8.12 Find the region of attraction of the system 

Hint: Use the previous exercise. 

8.13 Let n be an open, positively invariant set containing the origin. Suppose 
every trajectory in n approaches the origin as t -+ 00. Show that n is connected. 

8.14 Consider a second-order system :i; = f(x) with asymptotically stable origin. 
Let V(x) = xi + x~, and D = {x E R2 I IX21 < 1, IXI - x21 < I}. Suppose 
[oV/ox] f(x) is negative definite in D. Estimate the region of attraction. 

8.15 Consider the system 

(a) Using V(x) = 5xi + 2XIX2 + 2x~, show that the origin is asymptotically stable. 

(b) Let 

Show that S is an estimate of the region of attraction. 

8.16 Show that the origin of 

is asymptotically stable and estimate the region of attraction. 

8.17 Consider a second-order system:i; = f(x), together with a Lyapunov function 
V(x). Suppose that 11(x) < 0 for all xi +x~ ~ a2. The sketch, given in Figure 8.6, 
shows four different directions of the vector field at a point on the circle xi + x~ = a2. 
'vVhich of these directions are possible and which are not? Justify your answer. 

8.18 Consider the system 



8.5. EXERCISES 

Figure 8.6: Exercise 8.17. 

(a) Show that the origin is the unique equilibrium point. 

(b) Show, using linearization, that the origin is asymptotically stable. 

(c) Let ()' = Xl +X2· Show that ()' a-:::; -I(}'I for 1(}'12: 1. 

(d) Let V(x) = xi + 0.5x~ + 1 - cos Xl. Show that 

Me = {x E R2 I V(x) :::; c} n {x E R2 I I(}'I :::; I}, c> 0 

337 

is positively invariant and trajectories in Me approach the origin as t -7 00. 

(e) Show that the origin is globally asymptotically stable. 

8.19 Consider the synchronous generator model described in Exercise 1.8. Take 
the state variables and parameters as in parts ( a) and (b) of the exercise. Moreover, 
take T = 6.6 sec, M = 0.0147 (per unit power) x sec2 jrad, and DjM = 4 sec-I. 

(a) Find all equilibrium points in the region -7r :::; Xl :::; 7r, and determine the 
stability properties of each equilibrium by using linearization. 

(b) Estimate the region of attraction of each asymptotically stable equilibrium. 

8.20 ([113]) Consider the system 

where g(t) is continuously differentiable and 0 < kl :::; g(t) :::; k2 for all t 2: O. 

(a) Show that the origin is exponentially stable. 

(b) Would (a) be true if g(t) were not bounded? Consider g(t) = 2 + exp(t). 
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8.21 Consider the system 

X2 - sin Xl - g(t)X2 

where get) is continuously differentiable and 0 < kl ::; get) ::; k2 for all t 2: O. Show 
that the origin is exponentially stable. 
Hint: Use the previous exercise. 

8.22 Consider the system 

Xl = -Xl - X2 - a(t)x3, X2 = Xl, X3 = a(t)xI 

where aCt) = sin t + sin 2t. Show that the origin is exponentially stable. 

8.23 Consider the single-input-single-output nonlinear system 

Xi xi+I,1::;i::;n-1 

xn fo(x) + (e*f hex) + go(x)u 

where fo, h, and go are known smooth functions of X, defined for all X ERn, 
while e* E RP is a vector of unknown constant parameters. The function go(x) is 
bounded away from zero; that is, Igo(x)1 2: ko > 0, for all X ERn. We assume that 
all state variables can be measured. It is desired to design a state feedback adaptive 
controller such that Xl asymptotically tracks a desired reference signal ret), where 
l' and its derivatives up to r(n) are continuous and bounded for all t 2: O. 

(a) Taking ei = Xi _r(i-l) and e = [el, ... , enV, show that e satisfies the equation 

e = Ae + B[Jo(x) + (e*f hex) + go(x)u - r(n)] 

where (A, B) is a controllable pair. 

(b) Design K such that A - BK is Hurwitz and let P be the positive definite 
solution of the Lyapunov equation peA - BK) + (A - BKf P = -I. Using 
the Lyapunov function candidate V = eT Pe + ¢Tr-l¢, where ¢ = e - e* and 
r is a symmetric positive definite matrix, show that the adaptive controller 

u _1_ [_ fo(x) - eT hex) + r(n) - Ke] 
go(x) 

rh(x)eTPB 

ensures that all state variables are bounded and limt->oo e(t) = O. 

(c) Let 

A(t) = [ Onxn 
Opxn 

-B/[(R) 1 
Opxp , 

C = [In Onxp ] 

where R = [1', ... , r(n-I)V. Show that if (A(t), C) is uniformly observable, 
then the parameter error ¢ converges to zero as t --+ 00. 



Chapter 9 

Stability of Perturbed Systems 

Consider the system 
x = f(t,x) + g(t,x) (9.1) 

where f : [0,00) x D --t Rn and 9 : [0,00) x D --t Rn are piecewise continuous in 
t and locally Lipschitz in x on [0,00) x D, and D c Rn is a domain that contains 
the origin x = 0. We think of this system as a perturbation of the nominal system 

x = f(t,x) (9.2) 

The perturbation term g(t, x) could result from modeling errors, aging, or uncertain­
ties and disturbances, which exist in any realistic problem. In a typical situation, 
we do not know g(t, x), but we know some information about it, like knowing an 
upper bound on Ilg(t, x)ll· Here, we represent the perturbation as an additive term 
on the right-hand side of the state equation. Uncertainties that do not change the 
system's order can always be represented in this form. For if the perturbed right­
hand side is some function j(t, x), then by adding and subtracting f(t, x), we can 
rewrite the right-hand side as 

j(t, x) = f(t, x) + [j(t, x) - f(t, x)] 

and define 
g(t,x) = j(t,x) - f(t,x) 

Suppose the nominal system (9.2) has a uniformly asymptotically stable equilibrium 
point at the origin, what can we say about the stability behavior of the perturbed 
system (9.1)? A natural approach to address this question is to use a Lyapunov 
function for the nominal system as a Lyapunov function candidate for the perturbed 
system. This is what we have done in the analysis of the linearization approach in 
Sections 4.3 and 4.6. The new element here is that the perturbation term could be 
more general than the perturbation term in the case of linearization. The conclu­
sions we can arrive at depend critically on whether the perturbation term vanishes 

339 
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at the origin. If g(t, 0) 0, the perturbed system (9.2) has an equilibrium point 
at the origin. In this case, we analyze the stability behavior of the origin as an 
equilibrium point of the perturbed system. If g(t, 0) :::J 0, the origin will not be 
an equilibrium point of the perturbed system. In this case, we study ultimate 
boundedness of the solutions of the perturbed system. 

The cases of vanishing and nonvanishing perturbations are treated in Sections 9.1 
and 9.2, respectively. In Section 9.3, we restrict our attention to the case when the 
nominal system has an exponentially stable equilibrium point at the origin and use 
the comparison lemma to derive some sharper results on the asymptotic behavior of 
the solution of the perturbed system. In Section 9.4, we give a result that establishes 
continuity of the solution of the state equation on the infinite-time interval. 

The last two sections deal with interconnected systems and slowly varying sys­
tems, respectively. In both cases, stability analysis is simplified by viewing the 
system as a perturbation of a simpler system. In the case of interconnected sys­
tems, the analysis is simplified by decomposing the system into smaller isolated 
subsystems, while in the case of slowly varying systems, a nonautonomous system 
with slowly varying inputs is approximated by an autonomous system where the 
slowly varying inputs are treated as constant parameters. 

9.1 Vanishing Perturbation 

Let us start with the case g(t, 0) = O. Suppose x = 0 is an exponentially stable equi­
librium point of the nominal system (9.2), and let V(t, x) be a Lyapunov function 
that satisfies 

(9.3) 

(9.4) 

(9.5) 

for all (t, x) E [0,00) x D for some positive constants Cl, C2, C3, and C4. The 
existence of a Lyapunov function satisfying (9.3) through (9.5) is guaranteed by 
Theorem 4.14, under some additional assumptions. Suppose the perturbation term 
9 (t, x) satisfies the linear growth bound 

Ilg(t,x)11 :S ,llxll, V t 2: 0, V xED (9.6) 

where, is a nonnegative constant. This bound is natural in view of the assumptions 
on 9 (t) x). In fact, any function 9 (t, x) that vanishes at the origin and is locally 
Lipschitz in x, uniformly in t for all t 2: 0, in a bounded neighborhood of the origin 
satisfies (9.6) over that neighborhood. 1 We use V as a Lyapunov function candidate 

however, that the linear growth bound (9.6) becomes restrictive when required to hold 
globally, because that would require 9 to be globally Lipschitz in x. 
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to investigate the stability of the origin as an equilibrium point for the perturbed 
system (9.1). The derivative of V along the trajectories of (9.1) is given by 

. oV oV oV 
V(t, x) = at + ox f(t, x) + ox g(t, x) 

The first two terms on the right-hand side constitute the derivative of V (t, x) along 
the trajectories of the nominal system, which is negative definite and satisfies (9.4). 
The third term, [oVlox]g, is the effect of the perturbation. Since we do not have 
complete knowledge of g, we cannot judge whether this term helps or hurts the 
cause of making V(t, x) negative definite. With the growth bound (9.6) as our 
only information on g, the best we can do is worst case analysis where [oV lox]g is 
bounded by a nonnegative term. Using (9.4) through (9.6), we obtain 

If I is small enough to satisfy the bound 

(9.7) 

then 

Therefore, by Theorem 4.10, we conclude the next lemma. 

Lemma 9.1 Let x = ° be an exponentially stable equilibrium point of the nominal 
system (9.2). Let V(t, x) be a Lyapunov function of the nominal system that satisfies 
(9.3) through (9.5) in [0,00) x D. Suppose the perturbation term g(t,x) satisfies 
(9.6) and (9.7). Then, the origin is an exponentially stable equilibrium point of 
the perturbed system (9.1) . Moreover, if all the assumptions hold globally, then the 
origin is globally exponentially stable. <> 

This lemma is conceptually important because it shows that exponential stability 
of the origin is robust with respect to a class of perturbations that satisfy (9.6) and 
(9.7). To assert this robustness property, we do not have to know V(t,x) explicitly. 
It is just enough to know that the origin is an exponentially stable equilibrium 
of the nominal system. Sometimes, we may be able to show that the origin is 
exponentially stable without actually finding a Lyapunov function that satisfies 
(9.3) through (9.5).2 Irrespective of the method we use to show exponential stability 
of the origin, we can assert the existence of V(t, x) satisfying (9.3) through (9.5) by 
application of Theorem 4.14 (provided the Jacobian matrix [of lox] is bounded). 
However, if we do not know the Lyapunov function V(t, x) we cannot calculate the 

2This is the case, for example, when exponential stability of the origin is shown using Theo­
rem 8.5. 



342 CHAPTER 9. STABILITY OF PERTURBED SYSTEMS 

bound of (9.7). Consequently, our robustness conclusion becomes a qualitative one 
where we say that the origin is exponentially stable for all perturbations satisfying 

Ilg(t,x)11 ::; ,llxll 
with sufficiently small ,. On the other hand, if we know V(t, x), we can calculate 
the bound of (9.7), which is an additional piece of information. We should be 
careful not to overemphasize the usefulness of such bounds because they could be 
conservative for a given perturbation g(t, x). The conservatism is a consequence of 
the worst case analysis we have adopted from the beginning. 

Example 9.1 Consider the system 

x=Ax+g(t,x) 

where A is Hurwitz and Ilg(t, x) 112 ::; ,llxl12 for all t 2: 0 and all x ERn. Let 
Q = QT > 0 and solve the Lyapunov equation 

PA+ATp= -Q 

for P. From Theorem 4.6, we know that there is a unique solution P = pT > O. 
The quadratic Lyapunov function V(x) = xT Px satisfies (9.3) through (9.5). In 
particular, 

Amin(P)llxll~ ::; V(x) ::; Amax(P)llxll~ 

av T 2 
a-;;-Ax = -x Qx::; -Amin(Q)llxI12 

II ~~ 112 = 112xT PII2 ::; 211PII211xll2 = 2Amax(P)lIxIl2 

The derivative of V (x) along the trajectories of the perturbed system satisfies 

Hence, the origin is globally exponentially stable if, < Amin(Q)/2Amax (P). Since 
this bound depends on the choice of Q, one may wonder how to choose Q to maxi­
mize the ratio Amin(Q)/)'max(P), It turns out that this ratio is maximized with the 
choice Q = I (Exercise 9.1). t6. 

Example 9.2 Consider the second-order system 

Xl X2 

X2 -4Xl - 2X2 + ,Bx~ 
where the constant ,B 2: 0 is unknown. \7\Te view the system as a perturbed system 
of the form (9.1) with 



9.1. VANISHING PERTURBATION 343 

The eigenvalues of A are -1 ± jV3. Hence, A is Hurwitz. The solution of the 
Lyapunov equation 

is given by 

p [~ ~] 
As we saw in Example 9.1, the Lyapunov function V(x) = xT Px satisfies inequalities 
(9.3) through (9.5) with C3 = 1 and 

C4 = 2.A.max (P) = 2 x 1.513 = 3.026 

The perturbation term g(x) satisfies 

for all IX21 :S k2· At this point in the analysis, we do not know a bound on X2(t), 
although we know that X2(t) will be bounded whenever the trajectory x(t) is con­
fined to a compact set. We keep k2 undetermined and proceed with the analysis. 
Using V(x) as a Lyapunov function candidate for the perturbed system, we obtain 

V(x) :S -llxll~ + 3.026/3k~llxll~ 
Hence, 11 (x) will be negative definite if 

1 
/3 < 3.026k~ 

To estimate the bound k2' let Oc = {x E R2 I V (x) :S c}. For any positive constant 
c, the set Oc is closed and bounded. The boundary of Oc is the Lyapunov surface 

V(x) = ~xi + ~XIX2 + -&x~ = c 
The largest value of IX21 on the surface V (x) = c can be determined by differentiating 
the surface equation partially with respect to Xl. This results in 

3XI + ~X2 = 0 

Therefore, the extreme values of X2 are obtained at the intersection of the line 
Xl = -x2/12 with the Lyapunov surface. Simple calculations show that the largest 
value of x§ on the Lyapunov surface is 96c/29. Thus, all points inside Oc satisfy 
the bound 

Therefore, if 
29 0.1 

/3< ~-
3.026 x 96c c 
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v (x) will be negative definite in Oc and we can conclude that the origin x = 0 
is exponentially stable with Oc as an estimate of the region of attraction. The 
inequality (3 < 0.1/ c shows a tradeoff between the estimate of the region of attraction 
and the estimate of the upper bound on (3. The smaller the upper bound on (3, the 
larger the estimate of the region of attraction. This tradeoff is not artificial; it does 
exist in this example. The change of variables 

Zl ffx 2 

Z2 fi 3 S(4x1 + 2X2 - (3x2) 

T 2t 

transforms the state equation into 

dZ1 

dT 
dZ2 

dT 

-fiX2 

which was shown in Example 8.5 to have a bounded region of attraction surrounded 
by an unstable limit cycle. When transformed into the x-coordinates, the region 
of attraction will expand with decreasing (3 and shrink with increasing (3. Finally, 
let us use this example to illustrate our remarks on the conservative nature of the 
bound of (9.7). Using this bound, we came up with the inequality (3 < 1/3.026k~, 
which allows the perturbation term g(t, x) to be any second-order vector that sat­
isfies Ilg(t, x)112 ::; (3k~llxI12' This class of perturbations is more general than the 
perturbation we have in this specific problem. We have a structured perturbation in 
the sense that the first component of 9 is always zero, while our analysis allowed 
for an unstructured perturbation where the vector 9 could change in all directions. 
Such disregard of the structure of the perturbation will, in general, lead to conser­
vative bounds. Suppose we repeat the analysis, this time taking into consideration 
the structure of the perturbation. Instead of using the general bound of (9.7), we 
calculate the derivative of V (t, x) along the trajectories of the perturbed system to 
obtain 

V(x) -lIxll~ + 2xT Pg(x) 

-lIxll~ + 2(3x~ UXIX2 + fgxD 

::; -llxll~ + 2(3x~ (ftllxll~ + fgllxll~) 
::; -lIxll~ + ~(3k~lIxll~ 

Hence, V(x) is negative definite for (3 < 4/3k~. Using, again, the fact that for all 
x E Oc, 12 ::; k~ = 96c/29, we arrive at the bound (3 < O.4/c, which is four times 
the bound we obtained by using (9.7). D 
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When the origin of the nominal system (9.2) is uniformly asymptotically stable, 
but not exponentially stable, the stability analysis of the perturbed system is more 
involved. Suppose the nominal system has a positive definite, decrescent Lyapunov 
function V ( t, x) that satisfies 

for all (t,x) E [0,00) x D, where W3 (x) is positive definite and continuous. The 
derivative of V along the trajectories of (9.1) is given by 

V(t,x) 
oV oV oV at + ox f(t, x) + ox g(t, x) 

~ -W3(X)+II~~g(t'X)11 
Our task now is to show that 

for all (t, x) E [0,00) x D, a task that cannot be done by putting a simple order 
of magnitude bound on Ilg( t, x) II, as we have done in the exponential stability case. 
The growth bound on Ilg(t,x)11 will depend on the nature of the Lyapunov function 
of the nominal system. One class of Lyapunov functions for which the analysis 
is almost as simple as in exponential stability is the case when V( t, x) is positive 
definite, decrescent, and satisfies 

(9.8) 

(9.9) 

for all (t, x) E [0,00) x D for some positive constants C3 and C4, where ¢ : Rn -+ R 
is positive definite and continuous. A Lyapunov function satisfying (9.8) and (9.9) 
is usually called a quadratic-type Lyapunov function. It is clear that a Lyapunov 
function satisfying (9.3) through (9.5) is quadratic type, but a quadratic-type Lya­
punov function may exist even when the origin is not exponentially stable. We 
will illustrate this point shortly by an example. If the nominal system (9.2) has a 
quadratic-type Lyapunov function V (t, x), then its derivative along the trajectories 
of (9.1) satisfies 

Suppose now that the perturbation term satisfies the bound 

Ilg(t,x)11 ~ ,¢(x), ,< C3 
C4 
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Then, 
V(t, x) ::; -(C3 - C41)q?(X) 

which shows that Ii (t, x) is negative definite. 

Example 9.3 Consider the scalar system 

± = _x3 + g(t, x) 

The nominal system 

has a globally asymptotically stable equilibrium point at the origin, but, as we saw 
in Example 4.23, the origin is not exponentially stable. Thus, there is no Lyapunov 
function that satisfies (9.3) through (9.5). The Lyapunov function V(x) = x4 
satisfies (9.8) and (9.9), with ¢(x) = Ix1 3

, C3 = 4, and C4 = 4. Suppose the 
perturbation term g(t,x) satisfies the bound Ig(t,x)1 ::; IIxl3 for all x, with I < 1. 
Then, the derivative of V along the trajectories of the perturbed system satisfies 

V(t, x) ::; -4(1 -I)q?(x) 

Hence, the origin is a globally uniformly asymptotically stable equilibrium point of 
the perturbed system. 6-

In contrast to the case of exponential stability, it is important to notice that a 
nominal system with uniformly asymptotically stable, but not exponentially stable, 
origin is not robust to smooth perturbations with arbitrarily small linear growth 
bounds of the form of (9.6). This point is illustrated by the next example. 3 

Example 9.4 Consider the scalar system of the previous example with perturba­
tion 9 = IX where I > 0; that is, 

It can be easily seen, via linearization, that for any I > 0 the origin is unstable, no 
Inatter how small I is. 6-

9.2 Nonvanishing Perturbation 

Let us turn now to the more general case when we do not know that g(t,O) = O. 
The origin x = 0 may not be an equilibrium point of the perturbed system (9.1). 
'liVe can no longer study stability of the origin as an equilibrium point, nor should 
we expect the solution of the perturbed system to approach the origin as t -+ 00. 

The best we can hope for is that x(t) will be ultimately bounded by a small bound, 
if the perturbation term g(t,x) is small in some sense. We start with the case when 
the origin of the nominal system (9.2) is exponentially stable. 

also, Exercise 9.7. 
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Lemma 9.2 Let x = 0 be an exponentially stable equilibrium point of the nominal 
system (9.2). Let V (t, x) be a Lyapunov function of the nominal system that satisfies 
(9.3) through (9.5) in [0,00) x D, where D = {x E Rn I Ilxll < r}. Suppose the 
perturbation term g( t, x) satisfies 

(9.10) 

for all t 2: 0, all xED, and some positive constant B < 1. Then, for all Ilx(to) II < 
vcI/c2r, the solution x(t) of the perturbed system (9.1) satisfies 

Ilx(t)11 ::; kexp[-i(t - to)lllx(to)ll, '1/ to ::; t < to + T 

and 
Ilx(t)11 ::; b, '1/ t 2: to + T 

for some finite T, where 

<> 

Proof: We use V(t, x) as a Lyapunov function candidate for the perturbed system 
(9.1). The derivative of V(t,x) along the trajectories of (9.1) satisfies 

V(t,x) ::; -c31IxI12+11~~llllg(t,x)11 
::; -c311x112 + c4 0llxll 

-(1- B)C311x112 - BC311xl12 + c4ollxll, 0 < B < 1 

::; -(1 - B)C31IxI12, '1/ Ilxll 2: OC4/Bc3 

Applying Theorem 4.18 and Exercise 4.51 completes the proof. D 

Note that the ultimate bound b in Lemma 9.2 is proportional to the upper 
bound on the perturbation O. Once again, this result can be viewed as a robustness 
property of nominal systems having exponentially stable equilibria at the origin, 
because it shows that arbitrarily small (uniformly bounded) perturbations will not 
result in large steady-state deviations from the origin. 

Example 9.5 Consider the second-order system 

Xl X2 

X2 -4XI - 2X2 + iJx3 + d(t) 

where iJ 2: 0 is unknown and d(t) is a uniformly bounded disturbance that satisfies 
]d(t)] ::; 0 for all t 2: O. This is the same system we studied in Example 9.2, except 
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for the additional perturbation term d(t). Again, the system can be viewed as 
a perturbation of a nominal linear system that has a Lyapunov function V(x) = 
xTpx, where 

p=[~ ~] 
We use V(x) as a Lyapunov function candidate for the perturbed system, but 
we treat the two perturbation terms ,6x~ and d( t) differently, since the first term 
vanishes at the origin while the second one does not. Calculating the derivative of 
V(x) along the trajectories of the perturbed system, we obtain 

Vet, x) 

where we have used the inequality 

12xl + 5X 21 ~ Ilxll2V4 + 25 
and k2 is an upper bound on IX21. Suppose,6 ~ 4(1 - () /3k~, where 0 < ( < l. 
Then, 

. v'29c5 v'29c5 
V(t, x) ~ -(llxll~ + -8-llxI12 ~ -(1 - O)(llxll~, 'i IIxl12 ~ fL = 8(0 

where 0 < e < 1. As we saw in Example 9.2, IX212 is bounded on nc by 96c/29. 
Thus, if,6 ~ 0.4(1- ()/c and c5 is so small that fL2 Amax (p) < c, then Bf.L c nc and 
all trajectories starting inside nc remain for all future time in nc' Furthermore, 
the conditions of Theorem 4.18 are satisfied in nco Therefore, the solutions of the 
perturbed system are uniformly ultimately bounded by 

b = v'29c5 
8(0 

In the more general case when the origin x 0 is a uniformly asymptotically 
stable equilibrium point of the nominal system (9.2), rather than exponentially 
stable, the analysis of the perturbed system proceeds in a similar manner. 

Lemma 9.3 Let x = 0 be a uniformly asymptotically stable equilibrium point of the 
nom'inal system (9.2). Let V(t,x) be a Lyapunov function of the nominal system 
that sat'isfies the inequalities4 

(9.11) 

existence of a Lyapunov function satisfying these inequalities (on a bounded domain) is 
guaranteed by Theorem 4.16 under some additional assumptions. 
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av av. at + ax j(t, x) ::; -a3(llxll) (9.12) 

II ~~ II ::; a4(llxll) (9.13) 

in [0,(0) x D, where D = {x ERn Illxll < r} and aie), i = 1,2,3,4, are class IC 
functions. Suppose the perturbation term g( t, x) satisfies the uniform bound 

(9.14) 

for all t 2': 0, all xED, and some positive constant e < 1. Then, for allllx(to)11 < 
a21(al(r)), the solution x(t) of the perturbed system (9.1) satisfies 

II x (t) II ::; ,8 ( II x ( to) II, t - to), V to ::; t < to + T 

and 
Ilx(t)11 ::; p(o), V t 2': to + T 

for some class ICC function ,8 and some finite T, where p is a class IC function of 
o defined by 

o 

Proof: We use V(t, x) as a Lyapunov function candidate for the perturbed system 
(9.1). The derivative of V(t, x) along the trajectories of (9.1) satisfies 

V(t, x) ::; -003 (1Ixll) + II ~~ 1IIIg(t, x) II 

::; -a3(ll x ll) + oa4(llxll) 

::; -(1 - e)a3(llxll) - ea3(llxll) + oa4(r), 0 < e < 1 

::; -(1 - e)a3(llxll), V Ilxll 2': 0031 (oa~(r)) 

Applying Theorem 4.18 completes the proof. D 

This lemma is similar to the one we arrived at in the special case of exponen­
tial stability. However, there is an important feature of our analysis in the case of 
exponential stability, which has no counterpart in the more general case of uniform 
asymptotic stability. In the case of exponential stability, 0 is required to satisfy 
(9.10). The right-hand side of (9.10) approaches (X) as r -7 00. Therefore, if the 
assumptions hold globally, we can conclude that for all uniformly bounded distur­
bances, the sol'U,tion of the perturbed system will be uniformly bounded. This is the 
case because, for any 0, we can choose r large enough to satisfy (9.10). In the case 
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of uniform asymptotic stability, r5 is required to satisfy (9.14). Inspection of (9.14) 
shows that, without further information about the class J( functions, we cannot 
say anything about the limit of the right-hand side as r . ...... 00. Thus, we cannot 
conclude that uniformly bounded perturbations of a nominal system with a 
uniformly asymptotically stable equilibrium at the origin will have bounded 
solutions irrespective of the size of the perturbation. Of course the fact that we 
cannot show it, does not mean it is not true. It turns out, however, that such a 
statement is not true. It is possible to construct examples (Exercise 9.13) where 
the origin is globally uniformly asymptotically stable, but a bounded 
perturbation could drive the solution of the perturbed system to infinity. 

9.3 Comparison Method 

Consider the perturbed system (9.1). Let V(t, x) be a Lyapunov function for the 
nominal system (9.2) and suppose the derivative of V along the trajectories of (9.1) 
satisfies the differential inequality 

v :s; h(t, V) 

By (the comparison) Lemma 3.4, 

V(t, x(t)) :s; y(t) 

where y(t) is the solution of the differential equation 

iJ = h ( t, y), y (to) = V ( to, x ( to) ) 

This approach is particularly useful when the differential inequality is linear, that is, 
when h(t, V) a(t)V + b(t), for then we can write down a closed-form expression 
for the solution of the first-order linear differential equation of y. Arriving at a 
linear differential inequality is possible when the origin of the nominal system (9.2) 
is exponentially stable. 

Let V(t,x) be a Lyapunov function of the nominal system (9.2) that satisfies 
(9.3) through (9.5) for all (t,x) E [0,(0) x D, where D = {x E Rn Illxll < r}. 
Suppose the perturbation term g(t, x) satisfies the bound 

Ilg(t,x)11 :s; ,(t)llxll + r5(t), V t::: 0, V xED (9.15) 

where, : R -, R is nonnegative and continuous for all t ::: 0, and r5 : R ........................................... R is 
nonnegative, continuous, and bounded for all t ::: 0. The derivative of V along the 
trajectories of (9.1) satisfies 

V(t, x) 
8V 8V 8V at + 8x f(t, x) + 8x g(t, x) 

:s; -c311x11 2 + II ~~ 11"g(t, x)11 

:s; -c311x11 2 + c4,(t)llxI1 2 + c4r5(t)llxll (9.16) 
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Using (9.3), we can find an upper bound on V as 

To obtain a linear differential inequality, we take W ( t) = JV (t, x (t)) and use the 

fact W = V /2VV, when V =I 0, to obtain 

w::; - 1 [C3 _ C4,(t)] W + ~o(t) 
2 C2 Cl 2JC1 

(9.17) 

When V = 0, it can be shown5 that D+W(t) ::; c40(t)/2JC1. Hence, D+W(t) 
satisfies (9.17) for all values of V. By the comparison lemma, W(t) satisfies the 
inequality 

W(t) ::; ¢(t, to)W(to) + c~ it ¢(t, r)o(r) dr 
2y Cl to 

(9.18) 

where the transition function ¢(t, to) is given by 

Using (9.3) in (9.18), we obtain 

j¥;2 c4it Ilx(t) II::; -¢(t, to) Ilx(to) II + -2 ¢(t, r)o( r) dr 
Cl Cl to 

(9.19) 

Suppose now that ,(t) satisfies the condition 

(9.20) 

for some nonnegative constants E and 'TI, where 

(9.21) 

Defining the constants 0: and p by 

0: = ~ [C3 - E C4] > 0, 
2 C2 Cl 

(9.22) 

and using (9.20) and (9.21) in (9.19), we obtain 

Ilx(t)ll::; f§'"pllx(to)lle-O(t-t o) + C4P it e-a(t-r)o(r) dr (9.23) V ~l 2Cl to 

Exercise 9.14. 
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For this bound to be valid, we must ensure that Ilx(t) II < r for all t ?:: to. Noting 
that6 

Ilx(t) II 

we see that the condition II x (t) II < r will be satisfied if 

and 

IIx(to)1I < - -r/f;l 
P C2 

2Cl ar 
sup o(t) < --
t?to C4P 

For easy reference, we summarize our findings in the next lemma. 

(9.24) 

(9.25) 

Lemma 9.4 Let x 0 be an exponentially stable equilibrium point of the nominal 
system (9.2). Let V(t, x) be a Lyapunov function of the nominal system that satisfies 
(9.3) through (9.5) in [0, (0) x D, where D = {x E Rn I IIxll2 < r}. Suppose 
the perturbation term g(t, x) satisfies (9.15), where ,(t) satisfies (9.20) and (9.21). 
Then, provided x(to) satisfies (9.24) and SUPt>to o(t) satisfies (9.25), the solution of 
the pert'urbed system (9.1) satisfies (9.23). Furthermore, if all the assumptions hold 
globally, then (9.23) is satisfied for any x(to) and any bounded o(t). 0 

Specializing the foregoing lemma to the case of vanishing perturbations; that is, 
when o(t) :::: 0, we obtain the following result: 

Corollary 9.1 Letx = 0 be an exponentially stable equilibrium point of the nominal 
system (9.2). Let V(t, x) be a Lyapunov function of the nominal system that satisfies 
(9.3) thro'ugh (9.5) in [0, (0) x D. Suppose the perturbation term g(t, x) satisfies 

IIg(t, x)1I ::; ,(t)lIxll 

wher-e ,(t) satisfies (9.20) and (9.21). Then, the origin is an exponentially stable 
equilibr'i'um point of the perturbed system (9.1). Moreover, if all the assumptions 
hold globally, then the or-igin is globally exponentially stable. 0 

If ,(t) :::: , = constant, then Corollary 9.1 requires, to satisfy the bound 
1 < CIC3/C2C4) which has no advantage over the bound, < C3/C4 required by 
Lemma 9.1, since (cl/c2) ::; 1. In fact, whenever (Cl/C2) < 1, the current bound 
will be more conservative (that is, smaller) than the bound required by Lemma 9.1. 
The advantage of Corollary 9.1 is seen in the case when the integral of ,(t) satisfies 
conditions (9.20) and (9.21), even when SUPt?to ,(t) is not small enough to satisfy 
SUPt?to ,( t) < C3 / C4. Three such cases are given in the next lemma. 

use the fact that the function ae- od + b(l - e- od ), with positive a, b, and (x, relaxes 
monotonically from its initial value a to its final value b. Hence, it is bounded by the maximum 
of the two numbers. 
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Lemma 9.5 

1. If 

100 

,(T) dT :::; k 

then (9.20) is satisfied with C = 0 and'T/ = k. 

2. If 
,(t) --* 0 as t --* 00 

then for any C > 0, there is 'T/ = 'T/(c) > 0 such that (9.20) is satisfied. 

3. If there are constants .6. > 0, T ;:::: 0, and CI > 0 such that 

1 it+D. 
:6." t ,(T)dT:::;CI, Vt;::::T 

then (9.20) is satisfied with C = CI and 'T/ = cI.6. + JOT ,(t) dt. 

353 

<> 

Proof: The first case is obvious. To prove the second case, note that, because 
limt-+oo ,(t) = 0, for any C > 0, there is TI = TI(c) > 0 such that ,(t) < C for all 

t ;:::: TI. Let 'T/ = JO
T1 ,(t) dt. If to ;:::: TI, then 

i t ,(T) dT:S it C dT = c(t - to) 
to to 

If t :S T I , then 

i t lTl 
,(T)dT:::; ,(T)dT='T/ 

to 0 

If to :::; TI :S t, then 

i t ,(T) dT 
to i Tl ,(T) dT + rt ,(T) dT 

to JT1 

:S lT1

,(T) dT+c(t-TI) :::; 'T/+c(t-to) 

In the last case, if t :S T, then 

i t ,(T) dT:::; j'T ,(T) dT < 'T/ 
to 0 

For t ;:::: tl ;:::: T, let N be the integer for which (N - 1).6. :S t - tl :::; N.6., Then, 

i t ,(T) dT = 
tl 

i=N-2 

:::; L Cl.6. + CI.6. :::; CI (t - tl) + CI.6. 
i=O 
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This inequality is used next with t1 to when t ~ to ~ and with t1 = T when 
to ::; T ::; t. If t ~ to ~ T, then 

i t ,(T) dT ::; E1(t to) + E111 < E1(t - to) + If 
to 

while if to ::; T ::; t, then 

l
't 

,(T) dT = 
to i T j't 

,(T) dT + ,(T) dT 
to T 

< foT ,(T) dT + E1(t - T) + E111::; El(t - to) + If 

D 

In the first case of the foregoing lemma, condition (9.20) is satisfied with E = 0, 
while in the second case, it is satisfied with arbitrarily small E. Therefore, in both 
cases, condition (9.21) is always satisfied and the origin of the perturbed system 
(9.2) is exponentially stable. The third case of the lemma sets a bound on a moving 
average of ,(t) as t becomes sufficiently large. The origin of the perturbed system 
(9.2) will be exponentially stable if this bound is sufficiently small. 

Example 9.6 Consider the linear system 

x = [A(t) + B(t)]x 

where A(t) and B(t) are continuous and A(t) is bounded on [0,00), Suppose the 
origin is an exponentially stable equilibrium point of the nominal system 

±=A(t)x 

and 
B(t) -+ 0 as t -+ 00 

From Theorem 4.12, we know that there is a quadratic Lyapunov function V (t, x) = 
xTp(t)x that satisfies (9,3) through (9.5) globally. The perturbation term B(t)x 
satisfies the inequality 

IIB(t)xll ::; IIB(t)11 Ilxll 

Since IIB(t)11 -+ 0 as t -+ 00, we conclude from Corollary 9.1 and the second case 
of Lemma 9,5 that the origin is a globally exponentially stable equilibrium point of 
the perturbed system. D. 

Similar conclusions can be drawn when fooo IIB(t)11 dt < 00 (Exercise 9,15) and 
J~oo IIB(t)112 dt < 00 (Exercise 9.16). 

In the case of nonvanishing perturbations, that is, when 5(t) i= 0, the next 
lemma states a number of conclusions concerning the asymptotic behavior of x(t) 
as t -+ 00. 
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Lemma 9.6 Suppose the conditions of Lemma 9.4 are satisfied, and let x(t) denote 
the solution of the perturbed system (9.1). 

1. If 

for some positive constant /3, then x(t) is uniformly ultimately bounded with 
the ultimate bound 

b = c4P/3 
2c10 

where 0 E (0,1) is an arbitrary constant. 

2. If 

lim o(t) = 000 > ° t->oo 

then x (t) is uniformly ultimately bounded with the ultimate bound 

b = C4POoo 

2ac10 

where 0 E (0,1) is an arbitrary constant. 

3. If 

lim o(t) = 0, then lim x(t) = ° t->oo t-+oo 

If the conditions of Lemma 9.4 are satisfied globally, then the foregoing statements 
hold for any initial state x (to) . <> 

Proof: All three cases follow easily from inequality (9.23). In the first two cases, 
we use the property that if u(t) = w(t) + a with a > ° and limt-+oo w(t) = 0, then 
u(t) is ultimately bounded by alO for any positive 0 < 1. This is so because there 
is a finite time T such that Iw(t)1 :S a(l - 0)/0 for all t ~ T. In the last two cases, 
we use the property that if u(t) = It: exp( -a(t - r) )w( r) dr where w(t) is bounded 

and limt->oo w(t) = Woo, then limt-+oo u(t) = woo la. 7 0 

9.4 Continuity of Solutions on the Infinite Interval 

In Section 3.2, we studied continuous dependence of the solution of the state equa­
tion on initial states and parameters. In particular, in Theorem 3.4, we examined 
the nominal system 

i; = f(t, x) (9.26) 

[33, Theorem 3.3.2.33]. 
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and the perturbed system 
± = f(t,x) + g(t,x) (9.27) 

under the assumption that Ilg(t, x) II ::; 6 in the domain of interest. Using the 
Gronwall~Bellman inequality, we found that if y(t) and z(t) are well-defined solu­
tions of the nominal and perturbed systems, respectively, then 

6 
Ily(t) - z(t)11 ::; Ily(to) - z(to)11 exp[L(t - to)] + I{exp[L(t - to)] - I} (9.28) 

where L is a Lipschitz constant for f. This bound is valid only on compact time 
intervals, since the exponential term exp[L(t - to)] grows unbounded as t ---+ 00. In 
fact, the bound is useful only on an interval [to, tIl where tl is reasonably small, for 
if tl is large, the bound will be too large to be of any use. This is not surprising, 
because in Section 3.2, we did not impose any stability conditions on the system. 
In this section, we use Lemma 9.4 to calculate a bound on the error between the 
solutions of (9.26) and (9.27) that is valid uniformly in t for all t 2: to. 

Theorem 9.1 Let D c Rn be domain that contains the origin and suppose 

• f (t, x) and its first partial derivatives with respect to x are continuous, bounded, 
and Lipschitz in x, uniformly in t, for all (t, x) E [0, (0) x Do, for every com­
pact set Do cD; 

" 9 (t, x) is piecewise continuous in t, locally Lipschitz in x, and 

Ilg(t,x)11 ::; 6, 'II (t,x) E [0,(0) x D (9.29) 

• the origin x = 0 is an exponentially stable equilibrium point of the nominal 
system (9.26); 

" there is a Lyapunov function V(t, x) that satisfies the conditions of Theo­
rem 4.9 for the nominal system (9.26) for (t, x) E [0, (0) x D and {Wl(X) ::; c} 
is a compact subset of D. 

Let y(t) and z(t) denote solutions of the nominal system (9.26) and the perturbed 
system (9.27), respect'ively. Then, for each compact set n c {W2 (x) ::; pc, 0 < 
p < I}, there exist positive constants (3, I, 7], /-l, and k, independent of 6, such that 
if y(to) E n, 6 < 7], and Ilz(to) - y(to)11 < /-l, the solut'ions y(t) and z(t) will be 
uniformly bounded for all t 2: to 2: 0 and 

Ilz(t) - y(t)11 ::; ke-l'(t-to)llz(to) - y(to)11 + {36 (9.30) 

<> 

'iVhile the origin is exponentially stable, the Lyapunov function V is required to 
satisfy the conditions of uniform asymptotic stability, rather than (the more strin­
gent) conditions of exponential stability. This provides less conservative estimates 



9.4. CONTINUITY OF SOLUTIONS 357 

of the set O. When the nominal system (9.26) is autonomous, the function V is 
provided by (the converse Lyapunov) Theorem 4.17 and the set 0 can be any com­
pact subset of the region of attraction. Exponential stability is used only locally 
when the error z(t) - y(t) is sufficiently small. 

Proof of Theorem 9.1: The derivative of V along the trajectories of the per­
turbed system (9.27) satisfies 

for all x E {W1 (x) :::; c}, where kl is an upper bound on oVjox over {W1 (x) :::; 
c}. Let k2 > 0 be the minimum of W3 (x) over the compact set A = {WI (x) :::; 
c and W2 (x) ~ c}. Then 

This shows that Ii is negative on V (t, x) = c; hence the set {V (t, x) :::; c} is positively 
invariant. Therefore, for all z(to) E {W2 (x) :::; c}, the solution z(t) of (9.27) is 
uniformly bounded. Since 0 is in the interior of {W2 (x) :::; c}, there is /11 > 0 
such that z(to) E {W2 (x) :::; c} whenever y(to) E 0 and Ilz(to) - y(to)11 :::; /11. It is 
also clear that for y(to) E 0, y(t) is uniformly bounded and y(t) ---+ 0 as t ---+ 00, 

uniformly in to. The error e(t) = z(t) - y(t) satisfies the equation 

e = z - iJ = f(t, z) + g(t, z) - f(t, y) = f(t, e) + ~(t, e) + g(t, z) (9.31) 

where 
~(t, e) = f(t, y(t) + e) f(t, y(t)) - f(t, e) 

We analyze the error equation (9.31) over the ball {Ilell :::; T} C D. Equation (9.31) 
can be viewed as a perturbation of the system 

e = f(t, e) 

whose origin is exponentially stable. By Theorem 4.14, there exists a Lyapunov 
function V(t, e) that satisfies (9.3) through (9.5) for Ilell < TO < T. By the mean 
value theorem, the error term ~i can be written as 

where 0 < Ai < 1. Since the J aco bian matrix [of j ox 1 is Lipschitz in x, uniformly 
in t, the perturbation term (~+ g) satisfies 
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where y(t) -+ 0 as t -+ 00, uniformly in to. Consequently, 

for all Ilell ::; rl < roo This inequality takes the form (9.15) with 

Given any Cl > 0, there is Tl > 0 such that Ily(t)11 ::; Cl for all t 2:: to+T1 . Therefore, 
(9.20) is satisfied with 

( ,(T) dT::; (cl + L1r'd(t - to) + Tl maxL21Iy(t)11 
Jto t?:.to 

By taking Cl and rl small enough, we can satisfy (9.21)'. Thus, all the assumptions 
of Lemma 9.4 are satisfied and (9.30) follows from (9.23). 0 

9.5 Interconnected Systems 

When we analyze the stability of a nonlinear dynamical system, the complexity 
of the analysis grows rapidly as the order of the system increases. This situation 
motivates us to look for ways to simplify the analysis. If the system can be modeled 
as an interconnection of lower order subsystems, then we may pursue the stability 
analysis in two steps. In the first step, we decompose the system into smaller 
isolated subsystems by ignoring interconnections, and analyze the stability of each 
subsystem. In the second step, we combine our conclusions from the first step with 
information about the interconnections to draw conclusions about the stability of 
the interconnected system. In this section, we illustrate how this idea can be utilized 
in searching for Lyapunov functions for interconnected systems. 

Consider the interconnected system 

xi=h(t,Xi)+gi(t,X), i=1,2, ... ,m (9.32) 

where Xi E RrLi, nl + ... + nm = n, and X = [xI', ... , x~JT. Suppose hand gi 
are smooth enough to ensure local existence and uniqueness of the solution for all 
initial conditions in a domain of interest, and that 

h(t,O) = 0, gi(t,O) = 0, Vi 

so that the origin x = 0 is an equilibrium point of the system. Ignoring the inter­
connection terms gil the system decomposes into m isolated subsystems: 

(9.33) 

with each one having an equilibrium point at its origin Xi = O. We start by searching 
for Lyapunov functions that establish uniform asymptotic stability of the origin for 
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each isolated subsystem. Suppose this search has been successful and that, for each 
subsystem, we have a positive definite decrescent Lyapunov function Vi(t, Xi) whose 
derivative along the trajectories of the isolated subsystem (9.33) is negative definite. 
The function 

m 

V(t, x) = 2: di Vi(t, Xi), di > 0 
i=1 

is a composite Lyapunov junction for the collection of the m isolated subsystems 
for all values of the positive constants di . Viewing the interconnected system (9.32) 
as a perturbation of the isolated subsystems (9.33), it is reasonable to try V(t, x) 
as a Lyapunov function candidate for (9.32). The derivative of V(t, x) along the 
trajectories of (9.32) is given by 

The first term on the right-hand side is negative definite by virtue of the fact that 
Vi is a Lyapunov function for the ith isolated subsystem, but the second term is, in 
general, indefinite. The situation is similar to our earlier investigation of perturbed 
systems in Section 9.1. Therefore, we may approach the problem by performing 
worst case analysis where the term [aVi/axi]9i is bounded by a nonnegative upper 
bound. Let us illustrate the idea by using quadratic-type Lyapunov functions, 
introduced in Section 9.1. Suppose that, for i = 1,2, ... , m, Vi(t, Xi) satisfies 

aVi aVi 2( - + -f·(t x·) < -(X'~' x·) at aXi Z , Z - z<f'z z (9.34) 

(9.35) 

for all t 2:: 0 and Ilxll < r for some positive constants (Xi and f3i' where efi : Rni --7 R 
are positive definite and continuous. Furthermore, suppose that the interconnection 
terms 9i (t, x) satisfy the bound 

m 

119i (t, x) II ::; 2: rijefj (Xj) (9.36) 
j=1 

for all t 2:: 0 and Ilxll < r for some nonnegative constants rij' Then, the derivative 
of V(t, x) = 2:7:1 di Vi(t, Xi) along the trajectories of the interconnected system 
(9.32) satisfies the inequality 
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The right-hand side is a quadratic form in (PI, .. . ) ¢m, which we rewrite as 

V(t, x) ~ _. ~¢T (DS + ST D)¢ 

where 

and S is an m x m matrix whose elements are defined by 

_ { D:i - i3nii, 
Sij -

-i3nij, 

If there is a positive diagonal matrix D such that 

DS+STD > 0 

j 

i=!=j 
(9.37) 

then V(t, x) is negative definite, since ¢(x) = 0 if and only if x = 0; recall that 
¢'i (Xi) is a positive definite function of xi. Thus, a sufficient condition for uniform 
asymptotic stability of the origin as an equilibrium point of the interconnected sys­
tem is the existence of a positive diagonal matrix D such that DS + ST D is positive 
definite. The matrix S is special in that its off-diagonal elements are nonpositive. 
The next lemma applies to this class of matrices. 

Lemma 9.7 There exists a positive diagonal matrix D such that DS + ST D is 
positive definite if and only if S is an M -matrix; that is, the leading principal 
minors of S are posit'ive: 

[ 

Sl1 

S21 

det : 

SkI 

> 0, k = 1,2, ... , m 

o 
Proof: See [57]. 

The .l\1-matrix condition can be interpreted as a requirement that the diagonal 
elements of S be "larger as a whole" than the off-diagonal elements. It can be seen 
(Exercise 9.22) that diagonally dominant matrices with nonpositive off-diagonal 
elements are .l\1-matrices. The diagonal elements of S are measures of the "degree of 
stability" for the isolated subsystems in the sense that the constant D:i gives a lower 
bound on the rate of decrease of the Lyapunov function Vi with respect to ¢;(Xi)' 
The off-diagonal elements of S represent the "strength of the interconnections" in 
the sense that they give an upper bound on gi(t,X) with respect to ¢j(Xj) for j = 
1, ... ,m. Thus, the .l\I-matrix condition says that if the degrees of stability for the 
isolated subsystems are larger as a whole than the strength of the interconnections, 
then the interconnected system has a uniformly asymptotically stable equilibrium at 
the origin. \Ale summarize our conclusion in the next theorem. 
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Theorem 9.2 Consider the system (9.32) and s'uppose there are positive definite 
decrescent Lyapunov functions Vi(t, Xi) that satisfy (9.34) and (9.35) and that gi(t, x) 
satisfies (9.36) for all t ? 0 and Ilxll < r. Suppose the matrix S defined by (9.37) is 
an M -matrix. Then, the origin is uniformly asymptotically stable. Moreover, if all 
the assumptions hold globally and Vi (t, Xi) are radially unbounded, it will be globally 
uniformly asymptotically stable. <> 

Example 9.7 Consider the second-order system 

Xl -Xl - 1.5xix~ 

X2 -x~ + 0.5xix~ 

The system can be represented in the form (9.32) with 

fr(Xl) = -Xl, gl(X) = -1.5xix~, !2(X2) = -x~, and g2(X) = 0.5xix~ 

The first isolated subsystem Xl = -Xl has a Lyapunov function Vi (Xl) = xU2, 
which satisfies 

8Vi ) 2 2( ~ fr(Xl = -Xl = -O:lCPl Xl) 
UXI 

where 0:1 = 1 and CPl(Xl) = IXII. The second isolated subsystem X2 = -x~ has a 
Lyapunov function V2(X2) = x~/4, which satisfies 

where 0:2 = 1 and CP2(X2) = IX213. The Lyapunov functions satisfy (9.35) with 
/31 = /32 = 1. The interconnection term gl (x) satisfies the inequality 

for all IXII ::; Cl· The interconnectbn term g2 (x) satisfies the inequality 

for all IXII ::; Cl and IX21 ::; C2. Thus, if we restrict our attention to the set 

we can conclude that the interconnection terms satisfy (9.36) with 

/11 = 0, /12 = 1.5ci, /21 = 0.5ClC~, and /22 = 0 

The matrix 

[ 

1 
S= 

-0.5ClC~ 
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is an l\!J-matrix if O. 75crc~ < 1. This will be the case, for example, when Cl = 
C2 1. Thus, the origin is asymptotically stable. If we are interested in estimating 
the region of attraction, we need to know the composite Lyapunov function V = 
d1 VI + d2 V2 ; that is, we need to know a positive diagonal matrix D such that 
DS + ST D > O. Taking Cl = C2 = 1, we have 

-1.5dl - 0.5d2 ] 

2d2 

which is positive definite for 1 < d2 / dl < 9. Since there is no loss of generality in 
multiplying a Lyapunov function by a positive constant, we take d l = 1 and write 
the composite Lyapunov function as 

V(x) = ~xi + ~d2Xt 1 < d2 < 9 

An estimate of the region of attraction is given by 

Oc {x E R2 I V(x) :S c} 

where C :S min{1/2,d2/4} to ensure that Oc is inside the rectangle IXil :S 1. 
Noting that the surface V (x) = C intersects the xl-axis and the x2-axis at J2c 
and (4c/ d2 ) 1/4 , respectively, we maximize these distances by choosing d2 = 2 and 
C = 0.5. f:, 

Example 9.8 The mathematical model of an artificial neural network was pre­
sented in Section 1.2.5, and its stability properties were analyzed in Example 4.11 
by using LaSalle's invariance principle. A key assumption in Example 4.11 is the 
symmetry requirement Tij = T ji , which allows us to represent the right-hand side 
of the state equation as the gradient of a scalar function. Let us relax this require­
ment and allow Tij =1= T ji . We will analyze the stability properties of the network 
by viewing it as an interconnection of subsystems; each subsystem corresponds to 
one neuron. VVe find it convenient here to work with the voltages at the amplifier 
inputs Ui. The equations of motion are 

for i = 1,2, ... , n, where 9i (.) are sigmoid functions, Ii are constant current inputs, 
R,i > 0, and Ci > O. We assume that the system has a finite number of isolated 
equilibrium points. Each equilibrium point u* satisfies the equation 
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o 

o 

Figure 9.1: The sector nonlinearity 'TJi(Xi) of Example 9.8. 

To analyze the stability properties of a given equilibrium point u*, we shift it to 
the origin. Let Xi = Ui - ui. Then, 

Xi ~i iti = ~i [2( Tij 9j (Xj +Ui) - ~ (Xi +un +1;] 

~i [2(Tij~j(Xj) - ~ Xi] 

where 
'TJi(Xi) = gi(Xi + ur) - gi(U:) 

Assume that 'TJi (.) satisfies the sector condition 

a-2kil ::; a-'TJi(a-) ::; a-2ki2 ) for a- E [-Ti' Ti] 

where kil and ki2 are positive constants. Figure 9.1 shows that such condition is 
indeed satisfied when gi(Ui) = (2VM/rr) tan-l (A7l'ui/2VM), A > O. We can recast 
this system in the form (9.32) with 

Using 



364 CHAPTER 9. STABILITY OF PERTURBED SYSTEMS 

as a Lyapunov function candidate for the ith isolated subsystem, we obtain 

1 2 
- -x· + T·x·'Yl·(x·) Ri ~ ~~ ~ 'I~ ~ 

If Tii ::; 0, then 

and 

aVi (1 I I ) 2 -j-(x·) < - - + T· k' l x· aXi ~ ~ - Ri ~~ ~ ~ 

which is negative definite. If Tii > 0, then 

and 
aVi ( 1 ) 2 -j-(x·) < - - - T·k· 2 x· aXi ~ ~ - ~ ~~ ~ ~ 

In this case, we assume that Tii k.i2 < II R i , so that the derivative of Vi is negative 
definite. To simplify the notation, let 

if Tii > 0 

Then, Vi(Xi) satisfies (9.34) and (9.35) on the interval 

where Q:'i is positive by assumption. The interconnection term 9i (x) satisfies the 
inequality 

Thus, 9i(X) satisfies (9.36) with Iii = 0 and lij = kj21Tiji/Ci for i =F j. Now we 
can form the matrix S as 

for i = j 

for i i= j 

The equilibrium point u* is asymptotically stable if S is an M-matrix. We may 
estimate the region of attraction by the set 
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where c::::; 0.5 mini {diCirT} to ensure that nc is inside the set IXil ::::; rio This anal­
ysis is repeated for each asymptotically stable equilibrium point. The conclusions 
we could arrive at in this example are more conservative compared with the conclu­
sions we arrived at using LaSalle's invariance principle. First, the interconnection 
coefficients Tij must be restricted to satisfy the M-matrix condition. Second, we 
obtain only local estimates of the regions of attractions for the isolated equilibrium 
points. The union of these estimates does not cover the whole domain of interest. 
On the other hand, we do not have to assume that Tij = T ji . D. 

9.6 Slowly Varying Systems 

The system 

x = f(x, u(t)) (9.38) 

where x E Rn and u(t) Ere R= for all t 2: 0 is considered to be slowly varying if 
u(t) is continuously differentiable and Ilu(t) II is "sufficiently" small. The components 
of u(t) could be input variables or time-varying parameters. In the analysis of 
(9.38), one usually treats u as a "frozen" parameter and assumes that for each 
fixed u = ex E r, the frozen system has an isolated equilibrium point defined by 
x = h(ex). If a property of x = h(ex) is uniform in ex, then it is reasonable to 
expect that the slowly varying system (9.38) will possess a similar property. The 
underlying characteristic of such systems is that the motion caused by changes 
of initial conditions is much faster than that caused by inputs or time-varying 
parameters. In this section, we will see how Lyapunov stability can be used to 
analyze slowly varying systems. 

Suppose f(x, u) is locally Lipschitz on Rn x r, and for every u E r the equation 

0= f(x,u) 

has a continuously differentiable isolated root x = h( u); that is, 

0= f(h(u), u) 

Furthermore, suppose 

(9.39) 

To analyze the stability properties of the frozen equilibrium point x h( ex), we 
shift it to the origin via the change of variables z = x - h(ex) to obtain the equation 

i = f(z + h(ex), ex) ~f g(z, ex) (9.40) 

Now we search for a Lyapunov function to show that z = 0 is asymptotically stable. 
Since g(z, ex) depends on the parameter ex, a Lyapunov function for the system may 
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depend, in general, on 0:. Suppose we can find a Lyapunov function V(z, 0:) that 
satisfies the conditions 

cIilzliZ :::; V(z, 0:) :::; czllzllz (9.41) 

8V 
8z g(z, 0:) :::; -c3l1zllz (9.42) 

II ~~ II :::; c411zl1 (9.43) 

II ~~ II :::; c511zllz (9.44) 

for all zED = {z E R n I Ilzll < r} and 0: E f, where Ci, i = 1,2, ... ,5 are 
positive constants independent of 0:. Inequalities (9.41) and (9.42) state the usual 
requirements that V be positive definite and decrescent and has a negative definite 
derivative along the trajectories of the system (9.40). Furthermore, they show that 
the origin z = 0 is exponentially stable. The special requirement here is that 
these inequalities hold uniformly in 0:. Inequalities (9.43) and (9.44) are needed 
to handle the perturbations of (9.40), which will result from the fact that u(t) is 
not constant, but a time-varying function. With V(z, u) as a Lyapunov function 
candidate, the analysis of (9.38) proceeds as follows: The change of variables z = 
x h( u) transforms (9.38) into the form 

. ( ) 8h . z = 9 Z,u - 8u u (9.45) 

where the effect of the time variation of u appears as a perturbation of the frozen 
system (9.40). The derivative of V(z, u) along the trajectories (9.45) is given by 

8V. 8V. -z+ -u(t) 
8z 8u 
8V [8V 8V 8h] . -g(z,u) + - - -- u(t) 
8z 8u 8z 8u 

-c31lzllz + c51IzIIZllu(t) II + c4L lizil Ilu(t) II 
Setting 

,(t) = C
5

I1u (t)11 and c5(t) = Lllu(t)11 
C4 

we can rewrite the last inequality as 

which takes the form of inequality (9.16) of Section 9.3. Therefore, by applying the 
comparison lemma, as in Section 9.3, it can be shown that, if u(t) satisfies 

(9.46) 
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and 

Ilz(O)11 < ~ {§I; 
PI V ~ 

in which 0:1 and PI are defined by 

then z(t) satisfies the inequality 

367 

(
c5 rl1 ) PI = exp -- 2: 1 
2Cl 

(9.47) 

Depending upon the assumptions for Ilull, several conclusions can be drawn from 
the foregoing inequality. Some of these conclusions are stated in the next theorem. 

Theorem 9.3 Consider the system (9.45). Suppose that [ah/au] satisfies (9.39), 
II u (t) II :::; E for all t 2: 0, and there is a Lyapunov function V (z, u) that satisfies 
(9.41) through (9.44). If 

E < CI C3 x r 
C2C5 r+c4L / c5 

then for allllz(O)11 < rJ cd C2, the solutions of (9.45) are uniformly bounded for all 
t 2: 0 and uniformly ultimately bounded by 

b = C2 C4LE 

e(CIC3 - EC2C5) 

where e E (0,1) is an arbitrary constant. If, in addition, u(t) ~ 0 as t ~ 00, then 
z(t) ~ 0 as t ~ 00. Finally, if h(u) = 0 for all u E rand E < C3/C5, then z = 0 
is an exponentially stable equilibrium point of (9.45). Equivalently, x = 0 is an 
exponentially stable equilibrium point of (9.38). <> 

Proof: Since Ilu(t)11 :::; E < CIC3/C2C5, inequality (9.46) is satisfied with El = E and 
T/l = O. Hence, 

0:1 = ~ [C3 - E C5], PI = 1 
2 C2 Cl 

Using the given upper bound on E, we have 

> 
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Hence, the inequality SUPt;:::o Ilu(t)11 < 2clalr/c4L is satisfied and from (9.47), we 
obtain 

IIz(t) II 

After a finite time, the exponentially decaying term will be less than (1- e)b, which 
shows that z(t) will be ultimately bounded by b. If, in addition, u(t) -70 as t -7 00, 

then it is clear from (9.47) that z(t) -7 0 as t---* 00. If h(u) = 0 for all U E r, we 
can take L = O. Consequently, the upper bound on V simplifies to 

which shows that z = 0 will be exponentially stable if c < C3/ C5. o 

Theorem 9.3 requires the existence of a Lyapunov function V(z, a) for the frozen 
system (9.40), which satisfies inequalities (9.41) through (9.44). Lemma 9.8 shows 
that such Lyapunov function will exist, under some mild smoothness requirements, 
if the equilibrium point z 0 of the frozen system is exponentially stable uniformly 
in a. This is done by deriving a converse Lyapunov function for the system, as in 
the converse Lyapunov theorems of Section 4.7. 

Lemma 9.8 Consider the system (9.40) and suppose g(z, a) is continuously differ­
eni'iable and the Jacob'ian matrices [ag/az] and [ag/aa] satisfy 

for all (z,a) ED x r, where D = {z E Rn Ilizil < r}. Let k", and 1'0 be positive 
constants with 1'0 < 1'/ k, and define Do = {z E Rn I II z II < ro}. Assume that the 
tmjectories of the system satisfy 

IIz(t)1I ::; kllz(O)lIe-l't, V z(O) E Do, a E r, t 2: 0 

Then, there is a function V : Do x r -7 R that satisfies (9.41) through (9.44). 
M oreo'Uer, if all the assumptions hold globally (in z), then V (z, a) is defined and 
satisfies (9.41) thmugh (9.44) on Rn x r. <) 

Proof: Owing to the equivalence of norms, it is sufficient to prove the lemma 
for the 2-norm. Let ¢(t; z, a) be the solution of (9.40) that starts at (0, z); that 
is, ejJ( 0; z, a) = z. The notation emphasizes the dependence of the solution on the 
parameter a. Let 

{'T 
V(z, a) = Jo ¢T (t; z, a)¢(t; z, a) dt 
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where T = In (2k2)/2,",(. Similar to the proof of Theorem 4.14, it can be shown 
that V(z, 0;) satisfies (9.41) through (9.43) with Cl = [1 - exp (-2L1T))/2L1 , C2 = 
k2[1 - exp (-2'"'(T))/2'"'(, C3 = 1/2, and C4 = 2k{1 - exp [-b L1)T]) /b Ll)' 
To show that V(z, 0;) satisfies (9.44), note that the sensitivity function ¢cx(t; z, 0;) 
satisfies the sensitivity equation 

from which we obtain 

II¢Q(t; z, 0;)112 :s it LI!I¢Q(T; z, 0;)112 dT + it L 2 11¢(T; z, 0;)112 dT 

:s it L111¢Q( T; z, 0;) 112 dT + it L 2ke-'YT dTllzl12 

i t L2k 
:S LI!I¢Q(T; z, 0;)112 dT + -llzl12 

o '"'( 

Use of the Gronwall-Bellman inequality yields 

Hence, 

Ilf 2¢T(t; z, a)¢a(t; z, a) dtll, 
:'0 lT 2ke-o'lIzll2 ( L~k) eL "lIzll2 dt 

:S 2k2 L2 [1 _ e-b-L1)T] Ilzll~ def c511zll~ 
'"'(b - L 1 ) 

which completes the proof of the lemma. 0 

When the frozen system (9.40) is linear, a Lyapunov function satisfying (9.41) 
through (9.44) can be explicitly determined by solving a parameterized Lyapunov 
equation. This fact is stated in the next lemma. 

Lemma 9.9 Consider the system i = A(o;)z, where 0; E rand A(o;) is continu­
ously differentiable. Suppose the elements of A and their first partial derivatives 
with respect to 0; are uniformly bounded; that is, 
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Suppose further that A(ex) is Nurwitz un'iformly in ex; that is, 

Re[,\(A(ex))] :::; -0" < 0, Vex E r 

Then, the Lyapunov equation 

(9.48) 

has a unique positive definite solution P(ex) for' every ex E r. Moreover, P(ex) is 
contin'uo'usly differ'entiable and satisfies 

CIZT z :::; zTp(ex)z :::; C2zT z 

II:exiP(ex)112:::; JLi, VI:::; i ~ m 

for all (z, ex) E Rn x r, where ClJ C2, and /-Li are positive constants independent of 
ex. Consequently, V(z, ex) = zT P(ex)z satisfies (9.42) through (9.44) in the 2-norm 
with C3 1, C4 = 2C2, and C5 = .)2:::1 /-L7. 0 

Proof: The uniform Hurwitz property of A(ex) implies that the exponential matrix 
exp [tA ( ex )] satisfies 

II exp [tA(ex)] II :::; k(A)e- J3t , 'lit 2: 0, Vex E r 

where f3 > 0 is independent of ex, but k(A) > 0 depends on ex. For the exponentially 
decaying bound to hold uniformly in ex, we need to use the property that IIA(ex)11 
is bounded. The set of matrices satisfying Re['\(A(ex))] :S -0" and IIA(ex)11 :S C is 
a compact set, which we denote by S. Let A and B be any two elements of S. 
Considers 

exp[t(A + B)] = exp[tA] + lt exp[(t - T)A]Bexp[T(A + B)] dT 

Using the exponentially decaying bound on exp[tAJ, we get 

II exp[t(A + B)]II :::; k(A)e- J3t + it k(A)e- J3 (t-T) IIBII II exp[T(A + B)]II dT 

Multiply through by 

II exp [t(A + B)lll :::; k(A) + k(A)IIBllit eJ3T II exp[T(A + B)lll dT 

matrix identity follows by writing x = (A + B)x as x = Ax + Bx and viewing Bx as an 
input term. Substituting x(t) = exp[t(A + B)]xo into the input term yields 

exp[t(A + B)]xo = exp[tA]xo + it exp[(t - T)A]B exp[T(A + B)]xo dT 

Since this expression holds for all Xo E Rn, we arrive at the matrix identity. 
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Applying the Gronwall-Bellman inequality yields 

II exp[t(A + B)]II S k(A)e-(,6-k(A)IIBll)t, \/ t 2: 0 

Hence, there exists a positive constant r < (3 and a neighborhood N(A) of A such 
that if C E N(A), then 

II exp[tC] II S k(A)e-I't, \/ t 2: 0 

Since S is compact, it is covered by a finite number of these neighborhoods. There­
fore, we can find a positive constant k independent of a such that 

II exp[tA(a)] II S ke-I't, \/ t 2: 0, \/ a E r 

Consider now the Lyapunov equation (9.4S). Existence of a unique positive definite 
solution for every a E r follows from Theorem 4.6. Moreover, the proof of that 
theorem shows that 

P(a) = 100 

[etA(a)]T [etA(a)] dt 

Since A(a) is continuously differentiable, so is P(a). We have 

1
00 k2 k2 

zT P(a)z S k2e-21'tllzll~ dt = -2 Ilzll~ =? C2 = -
o r 2, 

Let y(t) = etA (a) z. Then, iJ = A( a)y, 

_yT(t)iJ(t) = -yT(t)A(a)y(t) S IIA(a)112yT(t)y(t) S cyT(t)y(t) 

and 

yT (t)y(t) dt 2: =-yT (t)iJ(t) dt 1
00 100 1 

o 0 c 

- _[_yT(t)y(t)] dt = - [_yT(t)y(t)] I: 1 100 
d 1 

2c 0 dt 2c 
1 1 1 
2c yT (O)y(O) = 2c =? Cl = 2c 

Differentiate P(a)A(a)+AT(a)P(a) = -1 partially with respect to any component 
ai of a, and denote the derivative of P(a) by P'(a). Then, 

P'(a)A(a) + AT(a)P'(a) = -{P(a)A'(a) + [A'(a)]T P(a)} 

Thus, P' (a) is given by 
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It follows that 

which completes the proof of the lemma. o 

It should be noted that the set r in Lemma 9.9 is not necessarily compact. When 
r is compact, the boundedness of A( a) and its partial derivatives follow from the 
assumption that A( a) is continuously differentiable. 

~:x:aIl[lp.le 9.9 Consider the system 

x = A(ct)x 

where c: > O. When c: is sufficiently small, we can treat this system as a slowly 
varying system. It is in the form of (9.38) with u = c:t and r = [0,(0). For all 
'U E r, the origin x = 0 is an equilibrium point. Hence, this is a special case where 
h('u) = O. Suppose Re[A(A(a»] :::; -0- < 0, and A(a) and A'(a) are uniformly 
bounded for all a E r. Then, the solution of the Lyapunov equation (9.48) holds 
the properties stated in Lemma 9.9. Using V(x, u) = xT P(u)x as a Lyapunov 
function candidate for x = A(u)x, we obtain 

V(t, x) xT[P(u(t»A(u(t» + AT(u(t»P(u(t»]x + xT P'(u(t»u(t)x 

:::; + c:c51Ixll~ = -(1 - C:C5) Ilxll~ 

where C5 is an upper bound on IIP'(a)lb Therefore, for all c: < 1/c5, the origin 
x = 0 is an exponentially stable equilibrium point of x = A(c:t)x. D 

7 Exercises 

9.1 ([150]) Consider the Lyapunov equation PA + AT P = -Q, where Q = QT > 
o and A is Hurwitz. Let f-l(Q) = Amin(Q)/Amax(P). 

(a) Show that f-l(kQ) = f-l(Q) for any positive constant k. 

(b) Let Q QT > 0 have Amin(Q) = 1. Show that f-l(I) :::::: f-l(Q). 

(c) Show that f-l(I) :::::: f-l(Q), Y Q = QT > O. 

Hint: In part (b), let PI and P2 be the solutions ofthe Lyapunov equation for Q = I 
and Q = Q, respectively. Show that 
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9.2 Consider the system i:: = Ax + Bu and let u = -Fx be a stabilizing state 
feedback control; that is, the matrix (A - BF) is Hurwitz. Suppose that, due to 
physical limitations, we have to use a limiter to limit the value of Ui to lUi (t) I :s: L. 
The closed-loop system can be represented by i:: = Ax - BL sat(Fx/ L), where 
sate v) is a vector whose ith component is the saturation function. By adding and 
subtracting the term BFx, we can rewrite the closed-loop state equation as i:: = 
(A-BF)x Bh(Fx), where h(v) = L sat(v/L) -v. Thus, the effect of the limiter 
can be viewed as a perturbation of the nominal system without the limiter. 

(a) Show that 

where 8 > O. 

(b) Let P be the solution of 

peA - BF) + (A - BF)Tp =-1 

Show that the derivative of V (x) = xT Px along the trajectories of the closed­
loop system will be negative definite over the region I(Fx)il :s: L(1 + 8), \;j i, 
provided 8/(1 + 8) < 1/(21IPBI12 IIFI12)' 

(c) Show that the origin is asymptotically stable and discuss how you would esti­
mate the region of attraction. 

(d) Apply the result obtained in part (c) to the case 

A = [0~5 11 l' B = [ ~ l' F = [1 2 J, and L = 1 

and estimate the region of attraction. 

9.3 Consider the system 

i:: = J(t, x) + Bu, y = ex, and u = -get, y) 

where J(t,O) = 0, g(t,O) 0, and Ilg(t, y) II :s: ,IIYII for all t 2: o. Suppose that the 
origin of i:: = J(t, x) is globally exponentially stable and let Vet, x) be a Lyapunov 
function that satisfies (9.3) through (9.5) globally. Find a bound ,* on, such that 
the origin of the given system is globally exponentially stable for, < ,*. 
9.4 Consider the perturbed system 

i:: = Ax + B[u + g(t,x)] 

where g(t,x) is continuously differentiable and satisfies Ilg(t,x)112 :s: kllxl12' \;j t 2: 
0, \;j x E Br for some 7' > O. Let P = p T > 0 be the solution of the Riccati equation 

PA + ATp + Q - PBBTp+ 2cxP = 0 
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where Q 2: k 2 I and a > O. Show that u = _BT Px stabilizes the origin of the 
perturbed system. 

9.5 ([101]) Consider the perturbed system 

x = Ax + Bu + D g( t, y), y=cx 

where g(t, y) is continuously differentiable and satisfies Ilg(t, y)112 :S kllyl12, 'II t 2: 0, 
'II IIyl12 :S r for some r > O. Suppose the equation 

PA+ATp+cQ - ~PBBTp+ !:..PDDTp+ !:..CTC = 0 
c , , 

where Q QT > 0, c > 0, and 0 < , < 11k has a positive definite solution 
P = p T > O. Show that u = -(1/2c)BT Px stabilizes the origin of the perturbed 
system. 

9.6 Consider the system 

Xl -axI - wX2 + ((3xI -,x2)(xi + x~) 
X2 WXI - aX2 + (lXl + (3x2) (xi + x~) 

where a > 0, (3, " and W > 0 are constants. 

(a) By viewing this system as a perturbation of the linear system 

show that the origin of the perturbed system is exponentially stable with 
{llxl12 :S r} included in the region of attraction, provided 1(31 and III are 
sufficiently small. Find upper bounds on 1(31 and 1,1 in terms of r. 

(b) Using V(x) = xi + x~ as a Lyapunov function candidate for the perturbed 
system, show that the origin is globally exponentially stable when (3 :S 0 and 
exponentially stable with {lix 112 < J al (3} included in the region of attraction 
when (3 > O. 

(c) Compare the results of (a) and (b) and comment on the conservative nature of 
the result of (a). 

9.7 Consider the perturbed system 

x = j(x) + g(x) 

Suppose the origin of the nominal system x = j(x) is asymptotically (but not 
exponentially) stable. Show that, for any, > 0, there is a function g(x) satisfying 
IIg(x)1I :S ,llxll in some neighborhood of the origin such that the origin of the 
perturbed system is unstable. 
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9.8 ([66]) Consider the perturbed system 

± = j(X) + g(X) 

where j(x) and g(x) are continuously differentiable and Ilg(x)11 :S 1'llxll for all 
Ilxll < r. Suppose the origin ofthe nominal system ± = j(x) is asymptotically stable 
and there is a Lyapunov function V(x) that satisfies inequalities (9.11) through 
(9.13) for allllxli < r. Let n = {V(x) :S c}, with c < cxl(r). 

(a) Show that there is a positive constant 1'* such that, for l' < 1'*, the solutions of 
the perturbed system starting in n stay in n for all t 2: 0 and are ultimately 
bounded by a class K function of 1'. 

(b) Suppose the nominal system has the additional property that A = [8j/8x](0) 
is Hurwitz. Show that there is 1'; such that, for l' < 1';, the solutions of the 
perturbed system starting in n converge to the origin as t -+ 00. 

(c) Would (b) hold if A was not Hurwitz? Consider 

Hint: For the exam pIe of part (c), use 

to show that the origin of ± = j (x) is asymptotically stable and then apply Theo­
rem 4.16 to obtain a Lyapunov function that satisfies (9.11) through (9.13). 

9.9 Consider the system 

(a) With l' = 0, show that the origin is globally asymptotically stable. Is it expo­
nentially stable? 

(b) With 0 < l' :S 1/2, show that the origin is unstable and the solutions of the 
system are globally ultimately bounded by an ultimate bound that is a class 
K function of 1'. 

9.10 ([19]) Consider the system 

where a, b > a, c, and l' are positive constants and q(t) is a continuous function. 
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(a) With q(t) == 0, use 

V(x) = (b + ~c2) xi + CXIX2 + x§ + 2a(1- cos Xl) 

to show that the origin is globally exponentially stable. 

(b) Study the stability of the system when q(t) -=J 0 and Iq(t) I :s; k for all t ;::: O. 

9.11 Consider the system 

Xl = [(sinX2)2 - 1 J Xl, X2 = -bXI - (1 + b)X2 

(a) With b = 0, show that the origin is exponentially stable and globally asymp­
totically stable. 

(b) With b -=J 0, show that the origin is exponentially stable for sufficiently small 
Ibl, but not globally asymptotically stable, no matter how small Ibl is. 

(c) Discuss the results of parts (a) and (b) in view of the robustness results of 
Section 9.1, and show that when b = 0 the origin is not globally exponentially 
stable. 

9.12 ([8]) Consider the system 

(a) Let b = O. Show that the origin is globally asymptotically stable. Is it expo-
nentially stable? 

(b) Let b > O. Show that the origin is exponentially stable for b < min {I, a2 }. 

(c) Show that the origin is not globally asymptotically stable for any b > O. 

(d) Discuss the results of parts (a) through (c) in view of the robustness results of 
Section 9.1, and show that when b = 0 the origin is not globally exponentially 
stable. 

Hint: In part (d), note that the Jacobian matrix of the nominal system is not 
globally bounded. 

9.13 Consider the scalar system X = -x/(l + x2) and V(x) = x4. 

(a) Show that inequalities (9.11) through (9.13) are satisfied globally with 

(b) Verify that these functions belong to class ICX). 
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(c) Show that the right-hand side of (9.14) approaches zero as r -4 00. 

( d) Consider the perturbed system x = - x / (1 + x 2 ) + 6, where 6 is a positive 
constant. Show that whenever 6 > 1/2, the solution x(t) escapes to 00 for 
any initial state x(O). 

9.14 Verify that D+TiV(t) satisfies (9.17) when V = O. 
Hint: Show that V(t + h, x(t + h)) :::; 0.5C4h21Ig(t, 0)11 2 + h o(h), where o(h)/h -4 0 
as h -4 O. Then, use the fact that V C4/2cl 2: 1. 

9.15 Consider the linear system of Example 9.6, but change the assumption on 
B(t) to 1000 IIB(t)11 dt < 00. Show that the origin is exponentially stable. 

9.16 Consider the linear system of Example 9.6, but change the assumption on 
B(t) to 1000 IIB(t)112 dt < 00. Show that the origin is exponentially stable. 
Hint: Use the inequality 

1b v(t) dt :; (b - a) 1b v2 (t) dt, 'if v(t) 2: 0 

which follows from the Cauchy-Schwartz inequality. 

9.17 Consider the system x = A(t)x where A(t) is continuous. Suppose limt-too A(t) = 
A exists and A is Hurwitz. Show that the origin is exponentially stable. 

9.18 Repeat part(b) of Exercise 9.10 when q(t) is bounded and q(t) -40 as t -400. 

9.19 Consider the system x f(t, x), where Ilf(t, x) - f(O, x)112 :::; l(t)llxI12 for all 
t 2: 0, x E R2, I(t) -4 0 as t -4 00, 

f(O, x) = Ax - (xi + x~)Bx, A = [-a: -w l' B = [{3 n 1 
w -a: -n {3 

and a:, (3, w, n are positive constants. Show that the origin is globally exponentially 
stable. 

9.20 Consider the system x = f(x) + G(x)u + w(t), where Ilw(t)112 :::; a + c e- t
. 

Suppose there exist a symmetric positive definite matrix P, a positive semidefinite 
function W (x), and positive constants I and cr such that 

Show that with u = -crGT(x)Px, the trajectories of the closed-loop system are 
uniformly ultimately bounded by 2akAmax (P) / I Amin (P), for some k > 1. 
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9.21 Consider the perturbed system (9.1). Suppose there is a Lyapunov func­
tion Vet, x) that satisfies (9.11) through (9.13), and the perturbation term satisfies 
Ilg(t, x) II :S oCt), 'lit;::::: 0, V xED. Show that for any c > 0 and 6. > 0, there exist 

7] > 0 and p > 0 such that whenever (1/6.) ftt+t:. o( T) dT < 7], every solution of the 
perturbed system with Ilx(to)11 < p will satisfy Ilx(t)11 < c, 'lit;::::: to. 
(This result is known as total stability in the presence of perturbation that is 
bounded in the mean [107],) 
Hint: Choose W = ylf, discretize the time interval with sampling points at to + i6. 
for i = 0,1,2, .. " and show that VV(to + i6.) satisfies the difference inequality 

W(to + (i + 1)6.) :S e-o-.6.W(to + i6.) + k7]6. 

9.22 Let A be an n x n matrix with aij :S 0 for all i =J. j and aii > Lj=j::i laij I, i = 
1,2" .. , n. Show that A is an M-matrix. 
Hint: Show that 2:.7=1 aij > 0 for i = 1, ... ,n, and use mathematical induction to 
show that all the leading principal minors are positive. 

9.23 Suppose the conditions of Theorem 9.3 are satisfied with 

Show that the origin is exponentially stable. 

9.24 ([132]) Study the stability of the origin of the system 

by using composite Lyapunov analysis. 

9.25 Study the stability of the origin of the system 

by using composite Lyapunov analysis. 

9.26 Consider the linear interconnected system 

m 

Xi = AiiXi + 2.:= Aijxj, i = 1,2, ... , m 
j=l;j=j::i 

where, for each i, Xi is an ni-dimensional vector and Aii is a Hurwitz matrix. Study 
the stability of the origin by using composite Lyapunov analysis. 

9.27 ([175]) Complex interconnected systems could be subject to structural per­
turbations that cause groups of subsystems to be connected or disconnected from 
each other during operation. Such structural perturbations can be represented as 
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where eij is a binary variable that takes the value 1 when the jth subsystem acts 
on the ith subsystem and the value 0 otherwise. The origin of the interconnected 
system is said to be connectively asymptotically stable if it is asymptotically stable 
for all interconnection patterns, that is, for all possible values of the binary variables 
eij' Suppose that all the assumptions of Theorem 9.2 are satisfied, with (9.36) taking 
the form 

m 

119i(t, eilxI, ... , eimXm) II :::; ~ eij,ij<pj(Xj) 
i=I 

Show that the origin is connectively asymptotically stable. 

9.28 ([49]) The output yet) of the linear system 

:i:; = Ax + Bu, y = Cx 

is required to track a reference input r. Consider the integral controller 

where we have assumed that the state x can be measured and the matrices FI and 
F2 can be designed such that the matrix 

is Hurwitz. 

A-BFI 
-C 

(a) Show that if r = constant, then yet) -t r as t -t 00. 

(b) Study the tracking properties of the system when ret) is a slowly varying input. 

9.29 ([86]) The output yet) of the nonlinear system 

:i:; = I(x, u), y = hex) 

is required to track a reference input r. Consider the integral controller 

z = r - hex), u = ,(x,z,r) 

where we have assumed that the state x can be measured, the function , can be 
designed such that the closed-loop system 

:i:; = I(x,,(x,z,r», z=r-h(x) 

has an exponentially stable equilibrium point (x, z), and the functions I, h, and, 
are twice continuously differentiable in their arguments. 

( a) Show that if r = constant and the initial state (x (0), z (0» is sufficiently close 
to (x, z), then yet) -t r as t -t 00. 
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(b) Study the tracking properties of the system when r(t) is a slowly varying input. 

9.30 ([86]) Consider the tracking problem of Exercise 9.29, but assume that we 
can only measure y h(x). Consider the observer-based integral controller 

Suppose rand G can be designed such that the closed-loop system has an expo­
nentially stable equilibrium point (x, 21, 22)' Study the tracking properties of the 
system when 

(1) r = constant. (2) r(t) is slowly varying. 

9.31 Consider the linear system x = A(t)x where IIA(t)11 :::; k and the eigenvalues 
of A(t) satisfy Re[>-.(t)] :::; -lJ for all t ~ O. Suppose that Jo

oo 
IIA(t)112 dt :::; p. Show 

that the origin of x = A ( t) x is exponentially stable. 
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Perturbation Theory and Averaging 

Exact closed-form analytic solutions of nonlinear differential equations are possible 
only for a limited number of special classes of differential equations. In general, 
we have to resort to approximate solutions. There are two distinct categories of 
approximation methods that engineers and scientists should have at their disposal as 
they analyze nonlinear systems: (1) numerical solution methods and (2) asymptotic 
methods. In this and the next chapter, we introduce the reader to some asymptotic 
methods for the analysis of nonlinear differential equations. 1 

Suppose we are given the state equation 

x = f(t,x,E) 

where E is a "small" scalar parameter, and, under certain conditions, the equation 
has an exact solution x(t, E). Equations of this type are encountered in many ap­
plications. The goal of an asymptotic method is to obtain an approximate solution 
x(t, E) such that the approximation error x(t, E) - x(t, E) is small, in some norm, 
for small lEI and the approximate solution x(t, E) is expressed in terms of equations 
simpler than the original equation. The practical significance of asymptotic meth­
ods is in revealing underlying structural properties possessed by the original state 
equation for small lEI. We will see, in Section 10.1, examples where asymptotic 
methods reveal a weak coupling structure among isolated subsystems or the struc­
ture of a weakly nonlinear system. More important, asymptotic methods reveal 
multiple-time-scale structures inherent in many practical problems. Quite often, 
the solution of the state equation exhibits the phenomenon that some variables 
move in time faster than other variables, leading to the classification of variables 
as "slow" and "fast." Both the averaging method of this chapter and the singular 
perturbation method of the next chapter deal with the interaction of slow and fast 
variables. 

Nllrn~'rir"! solution methods are not studied in this textbook on the premise that most students 
are introduced to them in elementary differential equation courses and they get their in-depth study 
of the subject in numerical analysis courses. 

381 
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Section 10.1 presents the classical perturbation method of seeking an approxi­
mate solution as a finite Taylor expansion of the exact solution. The asymptotic 
validity of the approximation is established in Section 10.1 on finite time intervals 
and in Section 10.2 on the infinite-time interval. Section 10.3 examines an au­
tonomous system under the influence of a weak periodic perturbation. While the 
results of the first three sections are interesting in their own sake, they provide the 
technical basis for the averaging method. In Section 10.4, we introduce the aver­
aging method in its simplest form, which is sometimes called "periodic averaging" 
since the right-hand side function is periodic in time. Section 10.5 gives an applica­
tion of the averaging method to the study of periodic solutions of weakly nonlinear 
second-order systems. Finally, we present a more general form of the averaging 
method in Section 10.6. 

1 Perturbation Method 

Consider the system 
± f(t, X, E) (10.1) 

where f : [to, tIl x D x EO] ---+ Rn is "sufficiently smooth" in its arguments over 
a domain D c Rn. The required smoothness conditions will be spelled out as we 
proceed. Suppose we want to solve the state equation (10.1) for a given initial state 

x(to) = 'T}(E) (10.2) 

where, for more generality, we allow the initial state to depend "smoothly" on 
E. The solution of (10.1) and (10.2) depends on the parameter E, a point that we 
emphasize by writing the solution as x(t, E). The goal of the perturbation method is 
to exploit the "smallness" of the perturbation parameter E to construct approximate 
solutions that are valid for sufficiently small 14 The simplest approximation results 
by setting E = 0 in (10.1) and (10.2) to obtain the nominal or unperturbed problem 

± = f(t, x, 0), x(to) = 'T}o (10.3) 

whereT}o = r,(O). Suppose this problem has a unique solution xo(t) defined on 
[to, and xo(t) E D for all t E [to, tl]' Suppose further that f is continuous in 
(t, x, E) and locally Lipschitz in (x, uniformly in t, and 77 is locally Lipschitz in E 
for (t, x, E) in [to, tIl x D x [-EO, EO]. The closeness of the solutions of the perturbed 
and unperturbed problems follows from continuity of solutions with respect to initial 
states and parameters. In particular, Theorem 3.5 shows that there is a positive 
constantEl:::; EO such that for all lEI:::; EI, the problem of (10.1) and (10.2) has 
a unique solution x(t, E) defined on [to, tIl· Furthermore, Theorem 3.4 shows that 
there is a positive constant k such that 

(10.4) 
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When the approximation error satisfies the bound of (10.4), we say that the error 
is of order 0 (E) and write 

x(t, E) - XO(t) = O(E) 

This order of magnitude notation will be used frequently in this chapter and the 
next one. It is defined next. 

Definition 10.1 61 (E) = O( 6dE)) if there exist positive constants k and c such that 

Example 10.1 

.. En = O(Em) for all n 2: m, since 

.. E2/(0.5 + E) = 0(E2), since 

I 0.:: E I < 0.5
1
_ a IEI2, V lei < a < 0.5 

.. 1 + 2E = 0(1), since 

11 + 2EI < 1 + 2a, V lEI < a 

• exp( -a/E) with positive a and E is O(En) for any positive integer n, since 

e-
ajc 

(n)n -- < - e-n V c: > 0 c:n - a ' 

What can we say about the numerical value of the approximation error X(t,E)­
xo(t) for a given numerical value of c: when the error is O(E)? Unfortunately, we 
cannot translate the O(c:) order of magnitude statement into a numerical bound 
on the error. Knowing that the error is O(E) means that its norm is less than 
klEI for some positive constant k that is independent of c:. However, we do not 
know the value of k, which might be 1, 10, or any positive number. 2 The fact that 
k is independent of E guarantees that the bound klEI decreases monotonically as 
lEI decreases. Therefore, for sufficiently small 1c:1, the error will be small. More 
precisely, given any tolerance 6, we know that the norm of the error will be less 

should be noted, however, that in a well-formulated perturbation problem where variables 
are normalized to have dimensionless state variables, time, and perturbation parameter, one should 
expect the numerical value of k not to be much larger than one. See Example 10.4 for further 
discussion of normalization, or consult [98J and [141J for more examples. 
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than <5 for all Icl < <5/ k. If this range is too small to cover the numerical values of 
interest for c, we then need to extend the range of validity by obtaining a higher 
order approximation. An O(c2 ) approximation will meet the same <5 tolerance for 
all Icl < J<5/k2, an O(c3) approximation will do it for all Icl < (<5/k3)1/3, and so 
on. Although the constants k, k2, k3 , . .. are not necessarily equal, these intervals 
are increasing in length, since the tolerance <5 is typically much smaller than one. 
Another way to look at higher order approximations is to see that, for a given 
"sufficiently small" value of c, an O(cn ) error will be smaller than an O(cm ) error 
for n > rn, since 

Higher-order approximations for solutions of (10.1) and (10.2) can be obtained 
in a straightforward manner, provided the functions f and 'rJ are sufficiently smooth. 
Suppose f and"l have continuous partial derivatives with respect to (x, c) up to order 
N for (t,x,c) E [to,i l ] x D x [-co,co]. To obtain a higher order approximation of 
x(t, we construct a finite Taylor series 

N-I 

x(t, c) = L Xk(t)c k + cN Rx(t, c) (10.5) 
k=O 

Two things need to be done here. First, we need to calculate the terms xo, Xl, 

... , XN-I; in the process of doing that, it will be shown that these terms are well 
defined. Second, we need to show that the remainder term Rx is well defined and 
bounded on [to, tIl, which will establish that ~~::Ol Xk(t)c k is an O(cN) (Nth-order) 
approximation of x(t, c). By Taylor's theorem,3 the smoothness requirement on the 
initial state 'rJ(c) guarantees the existence of a finite Taylor series for 'rJ(c); that is, 

N-I 

'rJ(c) = 'rJkck + cN R?](c) 
k=O 

Therefore, 
xdto) = 'rJk, k = 0,1,2, ... ,N - 1 

Substituting (10.5) into (10.1) yields 

N-l 

:h(t)ck + cN Rx(t, c) 
k=O 

f(t, x(t, c), c) h(t,c) 

N-I 

L hk(t)ck + cN Rh(t, c) 
k=O 

(10.6) 

where the coefficients of the Taylor series of h( t, c) are functions of the coefficients of 
the Taylor series of x(t, c). Since (10.6) holds for all sufficiently small c, it must hold 

Theorem 5-14J. 
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as an identity in E. Hence, coefficients of like powers of E must be equal. Matching 
those coefficients, we can derive the equations that must be satisfied by Xo, XI, and 
so on. Before we do that, we have to generate the coefficients of the Taylor series 
of h(t, E). The zeroth-order term ho(t) is given by 

ho(t) = f(t, xo(t), 0) 

Consequently, matching coefficients of EO in (10.6), we determine that xo(t) satisfies 

Xo = f(t, Xo, 0), xo(to) = Tlo 

which, not surprisingly, is the unperturbed problem (10.3). The first-order term 
hI (t) is given by 

Matching coefficients of E in (10.6), we find that Xl (t) satisfies 

Define 
of 

A(t) = ax (t, xo(t), 0), 
of 

91(t,XO(t)) = OE (t,xo(t),O) 

and rewrite the equation for Xl as 

This linear equation has a unique solution defined on [to, tIl. 
The process can be continued to derive the equations satisfied by X2, X3, and 

so on. This, however, will involve higher order differentials of f with respect to x, 
which makes the notation cumbersome. There is no point in writing the equations 
in a general form. Once the idea is clear, we can generate the equations for the 
specific problem of interest. Nevertheless, to set the pattern that these equations 
take, we will, at the risk of boring some readers, derive the equation for X2. The 
second-order coefficient in the Taylor series of h(t, E) is given by 

1 02 

h2 ( t) = 2 OE2 h ( t) E) 
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Now, 

To simplify the notation, let 

af 
'ljJ(t,X,E) = a;;(t,X,E) XI(t) 

and continue to calculate the second derivative of h with respect to E: 

a2 

aE2 h(t, c) 

Thus, 

where 

~ ~i/J (t,xo(t),O) Xl(t) + ~ ~f (t,xo(t),O) XI(t) 
2ux uEuX 

1 a2 f 
+"2 a62 (t,xo(t),O) 

Matching coefficients of 6 2 in (10.6) yields 

In summary, the Taylor series coefficients xo, xl, ... , XN-l are obtained by 
solving the equations 

Xo = f(t, Xo, 0), xo(to) = TJo (10.7) 

Xk = A(t)Xk + gk(t, xo(t), ... , Xk-l(t)), Xk(tO) = TJk (10.8) 

for k = 1,2, ... ,N 1, where A(t) is the Jacobian [aflax] evaluated at x = 
xo(t) and E = 0, and the term gk(t,XO(t),XI(t), ... ,Xk-l(t)) is a polynomial in 
Xl, ... , Xk-l with coefficients depending continuously on t and xo(t). The assump­
tion that xo(t) is defined on [to, tl] implies that A(t) is defined on the same interval; 
hence, the linear equations (10.8) have unique solutions defined on [to, tl]' Let 
us now illustrate the calculation of the Taylor series coefficients by a second-order 
example. 
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Example 10.2 Consider the Van der Pol state equation 

X2, 171 (c) 

Suppose we want to construct a finite Taylor series with N = 3. Let 

and 

17i = 17iO + e17i1 + e217i2 + e3 R'rJi' i = 1,2 

Substituting the series for Xl and X2 into the state equation results in 

X10 + eX11 + e2 
X12 + e3 

RXI 

X20 + eX21 + e 2
X22 + e3 

RX2 

Matching coefficients of eO, we obtain 

X20 + eX21 + e 2
X22 + e3 

RX2 

-XlO - eX11 - e2X12 - e3 
RXI 

+ e [1 - (X10 + eX11 + e2X12 + e3 
RXl)2] 

x (X20 + eX21 + e 2
X22 + e3 

R X2 ) 

X20, XlO(O) 1710 

X20 1720 

387 

which is the unperturbed problem at e = O. Matching coefficients of e, we obtain 

1711 

1721 

while matching coefficients of e2 results in 

X22, 1712 

1722 

The latter two sets of equations are in the form of (10.8) for k = 1,2. 

Having calculated the terms Xo, Xl, ... , X N -1, our task now is to show that 
~~=~ 1 

X k (t) ek is indeed an 0 (eN) approximation of X (t, c). Consider the approxi­
mation error 

N-1 

e = X - L X k (t)ck (10.9) 
k=O 
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Differentiating both sides of (10.9) with respect to t and substituting for the deriva­
tives of x and Xk from (10.1), (10.7), and (10.8), it can be shown that e satisfies the 
equation 

(10.10) 

where 

N-l N-l 

Pl(t,e,E) f(t, e + 2::: Xk(t)Ek, E) - f(t, Xk(t)E k, E) - A(t)e 
k=O k=O 

N-l N-I 

P2(t, E) = f(t, Xk(t)ck, E) - f(t, xo(t), 0) - 2::: [A(t)Xk(t) + gk(-)] Ek 
k=O k=l 

By assumption, xo(t) is bounded and belongs to D for ~ll t E [to, tIl. Hence, there 
exist A > 0 and EI > 0 such that for all Ilell ::s; A and lEI ::s; EI, the functions xo(t), 
~~:-Ol Xk(t)E k

, and e + ~~:-Ol Xk(t)E k belong to a compact subset of D. It can be 
easily verified that 

PI(t,O,E)=O 

IlpI(t,e2,E) - PI(t,el,E)II::s; kl lle2 - elll 

II P2 ( t , E) II ::s; k21 E I N 

(10.11) 

(10.12) 

(10.13) 

for all t E [tOl tIl, el, e2 E B)." E E [-Ell Ell, for some positive constants kl and k2. 
Equation (10.10) can be viewed as a perturbation of 

eo = A(t)eo + PI(t,eo,E), eo(to) = 0 (10.14) 

which has the unique solution eo (t, E) == 0 for t E [to, tl]' Applying Theorem 3.5 
shows that (10.10) has a unique solution defined on [to, tIl for sufficiently small 14 
Applying Theorem 3.4 shows that 

Ile(t,E)11 Ile(t,c) - eo(t,E)11 = O(EN) 

We summarize our conclusion in the next theorem. 

Theorem 10.1 Suppose 

• f and its paTtial derivatives with respect to (x, E) up to order N are continuous 
in (t, x, E) for (t, x, c) E [to, tl] x D X [-EO, EO]; 

• 7] and its derivatives up to order N are continuous for E E [-COl Co]; 

Gl the nominal problem given in (10.3) has a unique solution xo(t) defined on 
[to, tIl and xo(t) ED for all t E [to, tIl. 
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Then, there exists e* > 0 such that V lei < e*, the problem given by (10.1) and 
(10.2) has a unique solution X(t,e), defined on [to, tIl, which satisfies 

N-I 

x(t, e) - L Xk(t)ek = O(eN
) 

k=O 

<> 

When we approximate x(t, e) by xo(t), we need not know the value of the pa­
rameter e, which could be an unknown parameter that represents deviations of the 
system's parameters from their nominal values. When we use a higher order ap­
proximation ~~:Ol Xk (t)e k for N ~ 2, we need to know the value of e to construct 
the series, even though we do not need it to calculate the terms Xl, x2, and so on. If 
we have to know e to construct the Taylor series approximation, we must then com­
pare the computational effort needed to approximate the solution via a Taylor series 
with the effort needed to calculate the exact solution. The exact solution x(t, e) can 
be obtained by solving the nonlinear state equation (10.1), while the approximate 
solution is obtained by solving the nonlinear state equation (10.7) and a number of 
linear state equations (10.8), depending on the order of the approximation. Since, 
in both cases, we have to solve a nonlinear state equation of order n, we must ask 
ourselves, What do we gain by solving (10.7) instead of (10.1)? One situation where 
the Taylor series approximation will be clearly preferable is the case when the solu­
tion is sought for several values of e. In the Taylor series approximation, equations 
(10.7) and (10.8) will be solved only once; then, different Taylor expansions will be 
constructed for different values of e. Aside from this special (repeated values of e) 
case, we find the Taylor series approximation to be effective when 

• the unperturbed state equation (10.7) is considerably simpler than the 
e-dependent state equation (10.1), and 

• e is reasonably small that an "acceptable" approximation can be achieved 
with a few terms in the series. 

In most engineering applications of the perturbation method, adequate approxima­
tions are achieved with N = 2 or 3, and the process of setting e = 0 simplifies 
the state equation considerably. In the next two examples, we look at two typical 
cases where setting e = 0 reduces the complexity of the state equation. In the 
first example, we consider again the Van der Pol equation of Example 10.2, which 
represents a wide class of "weakly nonlinear systems" that become linear at e = O. 
To construct a Taylor series approximation, we only solve linear equations. In the 
second example, we look at a system formed of interconnected subsystems with 
"weak" or e-coupling. At e = 0, the system decomposes into lower order decoupled 
subsystems. To construct a Taylor series approximation, we always solve lower or­
der decoupled equations as opposed to solving the original higher order equation 
(10.1). 
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Figure 10.1: Example 10.3 at E = 0.1: (a) XI(t,E) (solid) and XlO(t) (dashed); (b) 
XI(t,E) XlO(t) (solid) and Xl(t,E) XIO(t) -EXll(t) (dashed). 

Example 10.3 Suppose we want to solve the Van der Pol equation 

Xl (0) 1 

-Xl + E(l - xi)xz, Xz (0) o 

over the time interval [0,1T). Vlfe start by setting r:; = 0 to obtain the linear unper­
turbed equation 

XZO, XIO(O) 1 

-XlO, XZO (0) o 
whose solution is 

XIO(t) = cost, xzo(t) = -sint 

Clearly, all the assumptions of Theorem 10.1 are satisfied, and we conclude that the 
approximation error X (t, E) - Xo (t) is 0 (r:; ). Calculating X (t, E) numerically at three 
different values of r:; and using 

as a measure of the approximation error, we find that Eo = 0.0112, 0.0589, and 
0.1192 for E = 0.01,0.05, and 0.1, respectively. These numbers show that the error 
is bounded by 1.2E for r:; :::; 0.1. Figure 10.1(a) shows the exact and approximate 
trajectories of the first component of the state vector when r:; = 0.1. Suppose we 
want to improve the approximation at r:; = 0.1. From Example 10.2, we know that 
Xll and XZI satisfy the equation 

o 

-Xu - (1- cosZt)sint, XZI(O) o 
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R R 
c c 

E E 

Figure 10.2: Electric circuit of Example 10.4. 

whose solution is 

- -l2 sin t - f2 sin 3t + ~ t cos t 

-i2 cos t - -i2 cos 3t - ~t sin t 

By Theorem 10.1, the second-order approximation xo(t) + EXl(t) is O(E2) close to 
the exact solution for sufficiently small E. To compare the approximate solution 
with the exact one at E = 0.1, we calculate 

El = max Ilx(t, 0.1) - xo(t) - 0.lXl(t)112 = 0.0057 
O::;:t::;:?T 

which shows a reduction in the approximation error by almost an order of magni­
tude. Figure 10.1(b) shows the approximation errors in the first component of the 
state vector for the first-order approximation Xo and the second-order approxima­
tion Xo + EXI at E = 0.1. D 

Example 10.4 The circuit shown in Figure 10.2 contains nonlinear resistors whose 
I-V characteristics are given by i = 'l/J ( v). The differential equations for the voltages 
across the capacitors are 

The circuit has two similar RC sections connected through the resistor Rc. When 
Rc is "relatively large," the connection between the two sections becomes "weak." 
In particular, when Rc 00, the connection is open circuit and the two sections are 
decoupled from each other. This circuit lends itself to an E-coupling representation 
where the coupling between the two sections may be parameterized by a small 
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parameter c. At first glance, it appears that a reasonable choice of c is c 1/ Re. 
Indeed, with this choice, the coupling terms in the foregoing equations will be 
multiplied by c. However, such a choice makes c dependent on the absolute value of 
a physical parameter whose value, no matter how small or large, has no significance 
by itself without considering the values of other physical parameters in the system. 
In a well-formulated perturbation problem, the parameter c would be chosen as a 
ratio between physical parameters that reflects the "true smallness" of c in a relative 
sense. To choose c this way, we usually start by choosing the state variables or the 
time variable (or both) as dimensionless quantities. In our circuit, the clear choice 
of state variables is VI and V2. Instead of working with VI and V2, we scale them in 
such a way that the typical extreme values of the scaled variables would be close to 
±1. Due to the weak coupling between the two identical sections, it is reasonable 
to use the same scaling factor a for both state variables. Define the state variables 
as Xl vIi a and X2 V2/ a. Taking a dimensionless time T = t/ RC and writing 
dx / dT = X, we obtain the state equation 

ERR 
- - Xl - -'l/J(axl) - -(Xl - X2) 
a a Re 
ERR 

X2 - -'l/J(ax2) - -(X2 - xI) 
a a Re 

It appears now that a reasonable choice of c is R/ Re. Suppose that R = 1.5 X 103 

0, E = 1.2 V, and the nonlinear resistors are tunnel diodes with 

'I/J(v) = 10-3 x (17.76v - 103.79v2 + 229.62v3 
- 226.31v4 + 83.72v5

) 

Take a = 1 and rewrite the state equation as 

Xl 1.2 - Xl - h(XI) c(XI - X2) 

X2 1.2 - X2 h(X2) - c(X2 - Xl) 

where h(v) = 1.5 X 103 x 'I/J(v). Suppose we want to solve this equation for the 
initial state 

XI(O) 0.15; X2(0) = 0.6 

Setting c = 0, we obtain the decoupled equations 

0.15 

0.6 

which are solved independently of each other. Let XlO (t) and X20 (t) be the solu­
tions. According to Theorem 10.1, they provide an O(c) approximation of the exact 
solution for sufficiently small c. To obtain an O(c2 ) approximation, we set up the 
equations for Xu and X21 as 

o 

o 



10.2. PERTURBATION ON THE INFINITE INTERVAL 393 

0.15 

\ 
xi 

0.9 
x2 - - - --

/ 

0.8 I 

0.1 I 

I 
\ \ 

\ 0.7 

------------

0.05 
0 0.5 1.5 2 0.5 1.5 2 

Time Time 

Figure 10.3: Exact solution (solid), first-order approximation (dashed), and second­
order approximation (dash-dot) for Example 10.4 at c = 0.3. 

where hie) is the derivative of h(·). Figure 10.3 shows the exact solution as well as 
the first-order and second-order approximations for c = 0.3. D. 

A serious limitation of Theorem 10.1 is that the O(cN ) error bound is valid 
only on finite (order 0(1)) time intervals [to, tIl. It does not hold on intervals like 
[to, T / c: 1 nor on the infinite-time interval [to, 00). The reason is that the constant k 
in the bound klc:IN depends on tl in such a way that it grows unbounded as tl in­
creases. In particular, since the constant k results from application of Theorem 3.4, 
it has a component of the form exp(Lt l ). In the next section, we will see how to 
employ stability conditions to extend Theorem 10.1 to the infinite interval. In the 
lack of such stability conditions, the approximation may not be valid for large t, 
even though it is valid on 0(1) time intervals. Figure lOA shows the exact and 
approximate solutions for the Van der Pol equation of Example 10.3, at c: = 0.1, 
over a large time interval. For large t, the error XI(t,c:) - XlO(t) is no longer O(c:). 
More seriously, the error XI(t,c:) - XIO(t) - C:X11(t) grows unbounded, which is a 
consequence of the term t cos t in X11 (t). 

2 Pertu rbation on the I nfi n ite I nterva I 

The perturbation result of Theorem 10.1 can be extended to the infinite time interval 
[to, 00) under some additional stability conditions. In the next theorem, we require 
the nominal system (10.7) to have an exponentially stable equilibrium point at the 
origin and use a Lyapunov function to estimate its region of attraction. There is no 
loss of generality in taking the equilibrium point at the origin, since any equilibrium 
point can be shifted to the origin by a change of variables. 

Theorem 10.2 Let D c Rn be a domain that contains the origin and suppose 
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Figure 10.4: Exact solution (solid), first-order approximation (dash-dot), and second­
order approximation (dashed) for the Van der Pol equation over a large time interval. 

• f and its partial derivatives with respect to (x, E) up to order N are continuous 
and bounded for (t,x,E) E [0,(0) x Do X [-Eo,EO], for every compact set 
Do c D; if N = 1, [8f/8x](t,x,E) is Lipschitz in (X,E), uniformly in t; 

e 'rI and its der'ivat'ives up to order N are continuous for E E [-EO, col; 

• the origin is an exponentially stable equilibrium point of the nominal system 
(10.7) ; 

• there is a Lyapunov function V(t, x) that satisfies the conditions of Theo­
rem 4.9 for the nominal system (10.7) for (t, x) E [0, (0) x D and {WI (x) ::; c} 
is a compact subset of D. 

Then, for each compact set n c {W2 (x) ::; pc, 0 < p < I}, there is a positive 
constant c* s'uch that for all to ::::: 0, 'rio E n, and lEI < c*, equations (10.1) and 
(10.2) have a unique solut'ion x(t,c), uniformly bounded on [to, (0), and 

N-l 

x(t, E) - 2.:= Xk(t)E k = O(EN) 
k=O 

where 0 (cN ) holds 'uniformly in t for all t ::::: to. (> 

If the nominal system (10.7) is autonomous, the set n in Theorem 10.2 can 
be any compact subset of the region of attraction of the origin. This is a conse­
quence of (the converse Lyapunov) Theorem 4.17, since the Lyapunov function V (x) 
provided by the theorem has the property that any compact subset of the region 
of attraction can be included in the interior of a compact set of the form {V(x) ::; c}. 

Proof of Theorem 10.2: Application of Theorem 9.1 shows that there is CI > 0 
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such that for all Icl < cl, x(t, c) is uniformly bounded and x(t, c) - xo(t) is O(c), 
uniformly in t, for all t 2:: to. It is also clear that for TJo E n, xo(t) is uniformly 
bounded and limt->oo xo(t) = O. Consider the linear equations (10.8). We know 
from bounded-input-bounded-output stability (Theorem 5.1) that the solution of 
(10.8) will be uniformly bounded if the origin of z = A(t)z is exponentially stable 
and the input term 9k is bounded. The input 9k is a polynomial in Xl, ... , Xk-l 
with coefficients depending on t and xo(t). The dependence on t comes through 
the partial derivatives of f, which are bounded on compact subsets of D. Since 
Xo (t) is bounded, the polynomial coefficients are bounded for all t 2:: to. Hence, 
boundedness of 9k will follow from boundedness of Xl, ... , Xk-l. The matrix A(t) 
is given by 

of 
A(t) = ox (t, xo(t), 0) 

where Xo (t) is the solution of the nominal system (10.7). It turns out that expo­
nential stability of the origin as an equilibrium for (10.7) ensures that the origin of 
z = A(t)z will be exponentially stable for every solution xo(t) that starts in the set 
n. To see this point, let 

of 
Ao(t) = ox (t, 0, 0) 

and write 

A ( t) = Ao ( t) + [A ( t) - Ao ( t)] ~f Ao ( t) + B ( t ) 

so that the linear system z = A (t) z can be viewed as a linear perturbation of 
iJ = Ao(t)y. Since [of /ox](t, x, 0) is Lipschitz in x, uniformly in t, 

IIB(t)11 = II ~~ (t, xo(t), 0) - ~~ (t, 0, 0)11 ::; Lll xo(t)1I 

On the other hand, by exponential stability ofthe origin of (10.7) and Theorem 4.15, 
we know that the origin of the linear system iJ = Ao (t)y is exponentially stable. 
Therefore, similar to Example 9.6, we can use limt-.;oo xo(t) = 0 to show that the 
origin of the linear system z = A(t)z is exponentially stable. 

Since Ilxo(t)11 is bounded and 9dt, xo(t)) = [of /oc](t, xo(t), 0), we see that 91 is 
bounded for all t 2:: to. Hence, by Theorem 5.1, we conclude that xdt) is bounded. 
By a simple induction argument, we can see that X2(t), . " , xk-dt) are bounded. 

So far, we have verified that the exact solution x(t, c) and the approximate 
solution ~r=-ol Xk(t)c k are uniformly bounded on [to, (0) for sufficiently small Icl· 
All that remains now is to analyze the approximation error e = X - ~r;:ol X k (t )ck

. 

The error analysis is quite similar to what we have done in Section 10.1. The error 
satisfies (10.10), where PI and P2 satisfy (10.11), (10.13) and 
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for all (t, e, E) E [to, (0) X B).. X [-cI, cIl for sufficiently small CI. The error equation 
(10.10) can be viewed as a perturbation of e = A(t)e, where the perturbation term 
satisfies 

Noting that Ile(to, c:) II = O(c:N ), we conclude from Lemma 9.4 that, for sufficiently 
smalllc-'l, lIe(t, C) II = O(c:N

) for all t 2 to. 0 

Example 10.5 The electric circuit of Example 10.4 is represented by 

Xl 1.2 - Xl - h(XI) - C:(XI - X2) 

X2 1.2 - X2 - h(X2) - c(X2 ....:.. Xl) 

where 

h(v) = 1.5 (17.76v - 103.79v2 + 229.62v3 
- 226.3lv4 + 83.72v5

) 

At c: = 0, the unperturbed system comprises two isolated first-order subsystems: 

Xl 1.2 Xl - h(XI) 

X2 1.2 - X2 - h(X2) 

It can be verified that each of the two systems has three equilibrium points at 0.063, 
0.285, and 0.884. The Jacobian -1 + hI (Xi) is negative at Xi = 0.063 and Xi = 0.884 
and positive at Xi 0.285. Hence, the equilibrium points at 0.063 and 0.884 are 
exponentially stable, while the equilibrium point at 0.285 is unstable. When the two 
first-order systems are put together, the composite second-order system will have 
nine equilibrium points; only four of them will be exponentially stable. These are the 
equilibrium points (0.063,0.063), (0.063,0.884), (0.884,0.063), and (0.884,0.884). 
Theorem 10.2 says that if the initial state x(O) belongs to a compact subset of 
the region of attraction of anyone of these equilibrium points, the approximation 
calculated in Example 10.4 will be valid for all t 2 O. The simulation shown in 
Figure 10.3 was taken over a time interval long enough for the solution to reach 
steady state. In this particular case, the initial state (0.15,0.6) belongs to the 
region of attraction of (0.063,0.884). 6 

The O(cN ) estimate of Theorem 10.2 is valid only when the origin is exponen­
tially stable. It does not necessarily hold if it is asymptotically, but not exponen­
tially, stable, as illustrated by the next example. 

Example 10.6 Consider the first-order system 
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and suppose c > o. The origin of the unperturbed system 

is globally asymptotically stable, but not exponentially stable. (See Example 4.23.) 
The perturbed system has three equilibrium points at x = 0 and x = ±JE. The 
equilibrium x = 0 is unstable, while the other two equilibria are asymptotically 
stable. Solving both systems with the same positive initial condition x(O) = a, it 
can be easily seen that 

x(t, c) ---+ Vi and xo(t) ---+ 0 as t ---+ 00 

Because JE is not O(c), it is clear that the approximation error x(t, c) -xo(t) is not 
O(c) for all t 2: O. Nevertheless, since the origin is asymptotically stable, we should 
be able to make a statement about the asymptotic behavior of the approximation 
as t ---+ 00. Indeed, we can make a statement, although it will be weaker than 
the statement of Theorem 10.2. Because the origin of the unperturbed system is 
asymptotically stable, the solution Xo (t) tends to zero as t ---+ 00; equivalently, given 
any 0 > 0, there is Tl > 0 such that 

Ilxo(t)11 < 0/2, '1/ t 2: Tl 

The solutions of the perturbed system are ultimately bounded by a bound that 
shrinks with c. Therefore, given any 0 > 0, there is T2 > 0 and c* > 0 such that 

Ilx(t,c)11 < 0/2, '1/ t 2: T2 , '1/ c < c* 

Combining these two estimates, we can say that for any 0 > 0 the approximation 
error satisfies 

Ilx(t,c) - xo(t)11 < 0, '1/ t 2: T, '1/ c < c* 

where T = max{TI, T2 }. On the order 0(1) time interval [0, TJ, we know from the 
finite time result of Theorem 10.1 that the approximation error is O(c). Therefore, 
we can say that for any 0 > 0, there is c** > 0 such that 

Ilx(t, c) - xo(t)11 < 0, '1/ t E [0, (0), '1/ c < c** 

The last inequality is equivalent to saying that the approximation error tends to 
zero as c ---+ 0, uniformly in t for all t 2: 0, which is the best we can show, in general, 
in the lack of exponential stability. Of course, in this particular example, we can 
obtain both xo(t) and x(t, c) in closed form, and we can actually show that the 
approximation error is 0 ( JE). 1::, 

10.3 Period ic Pertu rbation of Autonomous Systems 

Consider the system 
i; = f(x) + cg(t,x,c) (10.15) 
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where f, g, and their first partial derivatives with respect to x are continuous and 
bounded for all (t,x,c) E [0,(0) x Do X [-co, co], for every compact set Do CD, 
where D C Rn is a domain that contains the origin. Suppose the origin is an 
exponentially stable equilibrium point of the autonomous system 

x = f(x) (10.16) 

Equivalently,4 the matrix A = [8f /8x](0) is Hurwitz. Due to boundedness of g, we 
can use Theorem 4.14 and Lemma 9.2 to show that there exist r > 0 and Cl > 0 
such that for all Ilx(O) II ::; rand Icl ::; Cl, the solution of (10.15) is uniformly 
ultimately bounded with ultimate bound proportional to Icl. In other words, all 
solutions approach an O(c) neighborhood of the origin as t ---? 00. This is true for 
any bounded g. In this section, we are interested in what happens inside that O(c:) 
neighborhood when 9 is T-periodic in t; that is, 

g(t+T,x,c) =g(t,x,c), V (t,x,c) E [0,(0) x D x [-co, co] 

In particular, we are interested in the possibility that a T-periodic solution might 
exist within an O(c) neighborhood of the origin. 

Let ¢(t; to, Xo, c:) be the solution of (10.15) that starts at (to, xo); that is, Xo = 
¢(to; to, xo, c). For all Ilxll < r, define a map Pc;(x) by 

Pc;(x) = ¢(T; 0, x, c:) 

That is, Pc;(x) is the state of the system at time T when the initial state at time 
zero is x. This map plays a key role in studying the existence of periodic solutions 
of (10.15).5 

Lemma 10.1 Under the foregoing conditions, equation (10.15) has aT-periodic 
solution if and only 'if the equation 

has a solution. 

(10.17) 

o 
Proof: Since 9 is T-periodic in t, the solution of (10.15) is invariant to time shifts 
that are integer multiples of T. In particular, 

¢(t+T;T,x,c) = ¢(t;O,x,c:), V t 2: 0 (10.18) 

This can be seen by changing the time variable from t to r = t - T, which yields 

dx 
= f(x) + cg(r + T, x, c) = f(x) + cg(r, x, c) 

equivalence follows from Theorem 4.15. 
5This map can be interpreted [70, Section 4.1J as a Poincare map of the (n + I)-dimensional 

autonomous system 
x = f(x) r::g(8, x, E), e = 1 
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On the other hand, by uniqueness of solution, we have 

¢(t+T;O,X,E) = ¢(t+T;T,¢(T;O,x, E), V t;::: 0 

To prove sufficiency, let 

Then 

¢(t + T; O,PE' E) ¢(t + T; T, ¢(T; O,PE' E), E) 

¢(t + T; T,PE' E) 

¢(t; O,PE' E) 

399 

(10.19) 

(10.20) 

where the first equality follows from (10.19) and the last equality from (10.18). 
Equation (10.20) shows that the solution starting at (O,PE) is T-periodic. To prove 
necessity, let x(t) be a T-periodic solution of (10.15). Set y = x(O). Then 

¢(t+T;O,y,E)=¢(t;O,y,E), Vt;:::O 

Taking t = 0 yields 
¢(T;O,y,E) = ¢(OjO,y,E) = y 

which shows that y is a solution of (10.17). D 

Lemma 10.2 Under the foregoing conditions, there exist positive constants k and 
EZ such that (10.17) has a unique solution in Ilxll < klEI, for all lEI < EZ. <) 

Proof: At E = 0, ¢(t; 0, x, 0) is the solution of the unperturbed system (10.16) that 
starts at (0, x). Since x = 0 is an equilibrium point for (10.16), 0 = ¢(t; 0, 0, 0) for 
all t ;::: o. Hence, 

PO(O) = ¢(T; 0, 0, 0) = 0 

From the implicit function theorem, it follows that if the Jacobian matrix 

J = 1- OPE I 
ox X=O,E=O 

is nonsingular, then there is a positive constant E2 such that equation (10.17) has 
a unique solution PE in lEI < E2. To check nonsingularity of the Jacobian matrix, 
recall that the solution ¢(t; 0, x, E) is given by 

¢(t;O,X,E) = x+ lot [J(¢(T;O,X,E)) +Eg(T,¢(T;O,X,E),E)] dT 
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Differentiating with respect to x yields 

Let 

Then, 

and 

~¢(t; 0, x, e) = 1+ t [Of (-) o¢ (.) + e og (.) o¢ oj dT 
ox Jo ox ox ox ox 

~U(t) = AU(t), U(O) = I 
dt 

Thus, U(t) = exp(At). Consequently, 

1- oPc = I - exp(AT) 
ox 1:1:='1.1-.==\1 

Because A is Hurwitz, all eigenvalues of exp( AT) are strictly inside the unit circle. 6 

Consequently, J is nonsingular. Hence, (10.17) has a unique solution Pc, V lei < e2. 
On the other hand, since all solutions of (10.15) approach an O(e) neighborhood 
of the origin as t -7 00, it must be true that Pc is O(e), because the corresponding 
periodic solution passes through Pc infinitely many times as t -7 00. 0 

It is now clear that, for sufficiently small e, the perturbed system (10.15) has 
a T-periodic solution in an O(e) neighborhood of the origin. In fact, this periodic 
solution has to be unique due to the uniqueness of the solution of equation (10.17). 
Using the Hurwitz property of A, we can go further to show that the periodic 
solution is exponentially stable. 

Lemma 10.3 Under the foregoing conditions, ifx(t,e) is a T-periodic solution of 
(10.15) s'uch that IIx(t, e)11 s: klel, then x(t, e) is exponentially stable. 0 

Proof: A systematic procedure to study the stability of x(t, e) is to apply the 
change of variables z x - x(t, e) and study the stability of the equilibrium point 
at z = O. The new variable z satisfies the equation 

i f(z + x(t, e)) - f(x(t, e)) + e [g(t, z + x(t, e), e) - g(t, x(t, e), e)] 

.i(t,z) 

is a well-known fact in sampled-data control theory. It can be proved by transforming A 
into its Jordan form. 
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Linearization about z = 0 yields 

81
1 

8z 
z=O 

8fl 8g I - +E-
8x z=O 8x z=O 

[
8 f - 1 8g -A + 8x (x(t, E)) - A + E 8x (t, x(t, E), E) 

By continuity of [8f j8x], we know that for any 0 > 0, there is E* > 0 such that 

for E < E*. Since A is Hurwitz and [8gj8x](t,x,E) is 0(1), we conclude from 
Lemma 9.1 that, for sufficiently small E, the linear system 

has an exponentially stable equilibrium point at y = O. Therefore, by Theorem 4.13, 
z = 0 is an exponentially stable equilibrium point. 0 

We summarize our findings in the next theorem. 

Theorem 10.3 Suppose 

• f, g, and their first partial derivatives with respect to x are continuous and 
bounded for all (t, x, E) E [0, (0) xDo X [-EO, EO], for every compact set Do CD, 
where D C Rn is a domain that contains the origin; 

• The origin is an exponentially stable equilibrium point of the autonomous sys­
tem (10.16); 

• g(t,x,E) is T-periodic in t. 

Then, there exist positive constants E* and k such that for all lEI < E*, equation 
(10.15) has a unique T -periodic solution x(t, E) with the property that Ilx(t, E) II :S 
klEj. Moreover, this solution is exponentially stable. <> 

If g(t, 0, E) = 0, the origin will be an equilibrium point of the perturbed system 
(10.15). By uniqueness of the periodic solution x(t, E), it follows that x(t, E) is 
the trivial solution x = O. In this case, the theorem ensures that the origin is an 
exponentially stable equilibrium point of the perturbed system (10.15). 
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Averaging 

The averaging method applies to a system of the form 

x ef(t, x, e) 

where e is a small positive parameter and f(t,x,e) is T-periodic in t; that is, 

f(t+T,x,e) = f(t,x,e), V (t,x,e) E [0,(0) x D x [O,eo] 

for some domain D c Rn. The method approximates the solution of this system 
by the solution of an "average system," obtained by averaging f(t,x,e) at e = O. 
To motivate the averaging method, let us start by examining a scalar example. 

Example 10.7 Consider the first-order linear system 

x = ea(t, e)X, x(O) = TJ (10.21) 

where e is a positive parameter) a is sufficiently smooth in its arguments, and 
a(t + T, e) = a(t, e) for all t 2: O. To obtain an approximate solution that is valid 
for small e, we may apply the perturbation method of Section 10.1. Setting e = 0 
results in the unperturbed system 

x = 0, x(O) = TJ 

which h&'3 a constant solution xo(t) rl. According to Theorem 10.1, the error of 
this approximation will be O(e) on 0(1) time intervals. The unperturbed system 
does not satisfy the conditions of Theorem 10.2. Therefore, it is not clear whether 
this approximation is valid on time intervals larger than 0 (1). Because in this 
example we can write down a closed-form expression for the exact solution, we will 
examine the approximation error by direct calculations. The solution of (10.21) is 
given by 

X(t,e) = exp [e it a(r, e) dr] TJ 

Hence, the approximation error is 

x( t, e) - Xo (t) = { exp [e it a( r, e) dr]- 1 } TJ 

To see how the approximation error behaves as t increases, we need to evaluate the 
integral term in the foregoing expression. The function a(t, e) is periodic in t. Let 
its mean be 

\"Te can write a(t, e) as 

1 ['T 
a(e)=rJo a(r,e)dr 

a(t, e) = a(e) + [a(t, e) a(e)] 
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The term inside the bracket is a T-periodic function of t with zero mean. Therefore, 
the integral 

lot [a( 7, c) - a(c)] d7 ~f .6.(t, c) 

is T-periodic and, hence, bounded for all t ;:: O. On the other hand, the integration 
of the term a(c) on [O,t] results in ta(c). Thus, 

x(t,c) -xo(t) = {exp[cta(c)]exp[c.6.(t,c)]-l}1] 

Except for the case a(c) = 0, the approximation error will be O(c) only on 0(1) 
time intervals. A careful examination of the approximation error suggests that a 
better approximation of x(t, c) is exp[cta(c)]1] or even exp[cta(O)]1], since a(c) -
a(O) = O(c). Let us try x(ct) = exp[cta(O)]1] as an alternative approximation. The 
approximation error is given by 

x ( t, c) X ( ct ) { exp [ct a ( c )] exp [c.6. ( t, c)] exp [ct a (0) ] } 1] 

exp[cta(O)] {exp [ct(a(c) - a(O))] exp [c.6.(t, c)] - I} 1] 

Noting that 

exp [c.6.(t, c)] 

exp [ct(a(c) a(O))] 

exp[cta(O)] 

1 + O(c), V t ;:: 0 

exp[tO(c2
)] = 1 + O(c), V t E [0, b/c] 

0(1), V t E [0, b/c] 

for any finite b > 0, we conclude that x(t, c)-x(ct) = O(c) on time intervals of order 
O(l/c), which confirms the conjecture that the approximation x(ct) = exp[cta(O)177 
is better than the approximation xo(t) = 1]. Note that x(ct) is the solution of the 
average system 

x = ca(O)x, x(O) = 1] (10.22) 

whose right-hand side is the average of the right-hand side of (10.21) at c = O. D 

In this example, we have arrived at the average system (10.22) through our 
knowledge of the closed-form expression of the exact solution of (10.21). Such 
closed-form expressions are available only in very special cases. However, the plau­
sibility of averaging is not dependent on the special features of the example. Let 
us reason the idea of averaging in a different way. The right-hand side of (10.21) 
is multiplied by a positive constant c. When c is small, the solution x will vary 
"slowly" with t relative to the periodic fluctuation of a( t, c). It is intuitively clear 
that if the response of a system is much slower than the excitation, then such re­
sponse will be determined predominantly by the average of the excitation. This 
intuition has its roots in linear system theory, where we know that if the bandwidth 
of the system is much smaller than the bandwidth of the input, then the system 
will act as a low-pass filter that rejects the high-frequency component of the input. 
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If the solution of (10.21) is determined predominantly by the average of the fluctu­
ation of a(t, E), then it is reasonable, in order to get an O(E) approximation, that 
the function a(t, E) be replaced by its average. This two-time-scale interpretation 
of averaging is not dependent on the special features of Example 10.7, nor is it 
dependent on the linearity of the system. It is a plausible idea that works in a more 
general setup, as we shall see in the rest of the chapter. 

Consider the system 
:i; = Ef(t, x, E) (10.23) 

where f and its partial derivatives with respect to (x, E) up to the second order are 
continuous and bounded for (t, x, E) E [0,00) x Do x [0, EO], for every compact set 
Do c D, where D c Rn is a domain. Moreover, f(t, x, E) is T-periodic in t for some 
T > 0 and E is positive. We associate with (10.23) an autonomous average system 

:i; = Efav(x) (10.24) 

where 
1 j.T 

fav(x)=y 0 f(T,X,O)dT (10.25) 

The basic problem in the averaging method is to determine in what sense the 
behavior ofthe autonomous system (10.24) approximates the behavior of the nonau­
tonomous system (10.23). We will address this problem by showing, via a change 
of variables, that the nonautonomous system (10.23) can be represented as a per­
turbation of the autonomous system (10.24). Define 

u(t,x) = lth(T,x)dT (10.26) 

where 
h (t, x) = f ( t, x, 0) - f av (x) (10.27) 

Since h(t, x) is T-periodic in t and has zero mean, the function u(t, x) is T-periodic 
in t. Hence, u(t,x) is bounded for all (t,x) E [0,(0) x Do. Moreover, au/at and 
o'u / ax, given by 

au 
at = h(t,x), 

are T -periodic in t and bounded on [0, 00) x Do. Here, we have used the fact that 
oh/ox is T-periodic in t and has zero mean. Consider the change of variables 

x = y + EU ( t, y) (10.28) 

Differentiating both sides with respect to t, we obtain 

. ou( ) 
:i; = y + E at t, y 

au ( ). 
E oy t, Y Y 
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Substituting for x from (10.23), we find that the new state variable y satisfies the 
equation 

where 

[ Ou] . 
1+ c oy y 

clef 

OU 
cf(t, y + cU, c) c ot 

cf(t, y + cU, c) - cf(t, y, 0) + cfav(Y) 

cfav(Y) + cp(t, y, c) 

p(t,y,c) = [f(t,y+cU,c) - f(t,y,c)] + [f(t,y,c) - f(t,y,O)] 

The function p(t, y, c) is T-periodic in t and, using mean value theorem, can be 
expressed as 

p(t,y,c) = F 1 (t,y,cu,c)cu+F2 (t,y,c)c 

Because ou/oy is bounded on [0,00) x Do, the matrix 1+ cou/oy is nonsingular 
for sufficiently small c, and 

[ 
0 ]-1 

I + c o~ = I + 0 ( c ) 

Therefore, the state equation for y is given by 

(10.29) 

where q(t, y, c) is T-periodic in t and fay, q, and their first partial derivatives with 
respect to (y, c) are continuous and bounded on [0, 00) x Do for sufficiently small 
c. This equation is a perturbation of the average system (10.24). By extending the 
arguments used in the previous three sections, we can determine the basis for ap­
proximating the solutions of (10.29) by the solutions of the average system (10.24). 

The change of time variable s = ct transforms (10.29) into 

dy 
ds = fav(y) +cq(s/c,y,c) (10.30) 

where q(s/c,y,c) is cT-periodic in s and bounded on [0,00) x Do for sufficiently 
small c. By applying Theorems 3.4 and 3.5 on continuity of solutions with respect 
to initial states and parameters, we see that if the average system 

dy 
- = fav(y) 
ds 

has a unique solution y( s) defined on [0, b], y( s) E D for all s E [0, b], and y(O, c) -
xav(O) = O(c), then there exists c* > 0 such that for all 0 < c < c*, the perturbed 
system (10.30) will have a unique solution defined for all s E [0, b] and the two 
solutions will be O(c) close. Since t = sic and x-y = O(c) by (10.28), the solution 
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of the average system (10.24) provides an O(c) approximation for the solution of 
(10.23) over the time interval [0, b/c] in the t time scale. 

Suppose the average system (10.24) has an exponentially stable equilibrium 
point at the origin and D is a domain that contains the origin. Let V(y) be the 
Lyapunov function provided by (the converse Lyapunov) Theorem 4.17. Then, for 
any compact subset n of the region of attraction of the origin, there is a constant 
c > 0 such that n lies in the interior of the compact set {V(y) ::; c}. Suppose 
Yav(O) E nand y(O, e) - Yav(O) = O(e). Applying Theorem 9.1 shows that the O(c) 
approximation will be valid for all s 2: 0, that is, for all t 2: O. 

Finally, Theorem 10.3 shows that (10.30) has a unique, exponentially stable, 
(cT)-periodic solution y( s / e, c) in an O( e) neighborhood of the origin. The periodic 
solution has period cT in the s time scale, that is, period T in the t time scale. By 
(10.28), we see that (10.23) has a T-periodic solution 

x(t, e) = y(t, c) + cu(t, y(t, c)) 

Because u is bounded, the periodic solution x(t, c) lies in an O(e) neighborhood of 
the origin. We summarize these conclusions in the next theorem. 

Theorem 10.4 Let f(t, x, e) and its partial derivatives with respect to (x, c) up to 
the second order be continuous and bounded for (t, x, c) E [0,(0) x Do x [0, co], for 
every compact set Do cD, where D C Rn is a domain. Suppose f is T -periodic in 
t for some T > 0 and e is a positive parameter. Let x(t, c) and xav(et) denote the 
solutions of (10.23) and (10.24), respectively. 

GI If xav(et) ED'll t E [0, b/c] and x(O, c) - xav(O) = O(e), then there exists 
e* > 0 such that for all 0 < e < e*, x(t, c) is defined and 

X(t,c) - Xav(et) = O(e) on [O,b/c] 

• If the or'igin x = 0 E D is an exponentially stable equilibrium point of the 
average system (10.24), neD is a compact subset of its reg'ion of attraction, 
xav(O) E n, and x(O,c) - xav(O) = O(c), then there exists c* > 0 such that 
for all 0 < c < c:*, x(t, c:) is defined and 

X(t, c:) - Xav(c:t) = O(c:) for all t E [0, (0) 

&I If the origin x = 0 E D is an exponentially stable equilibrium point of the 
average system (10.24), then there exist positive constants c:* and k such that, 
for all 0 < E < c:*, (10.23) has a unique, exponentially stable, T-periodic 
solution x(t, c:) with the property Ilx(t, c:)11 ::; kc. 0 

If f(t,O,e) = 0 for all (t,c:) E [0,(0) x [O,eo], the origin will be an equilibrium 
point of (10.23). By the uniqueness of the T-periodic solution x(t,c), it follows that 
x(t, c:) is the trivial solution x = O. In this case, the theorem ensures that the origin 
is an exponentially stable equilibrium point of (10.23). 
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Example 10.8 Consider the linear system 

± = cA(t)x 

where A(t + T) = A(t) and c > O. Let 

1 rT 

A= T J
o 

A(T) dr 

The average system is given by 
±=cAx 

407 

It has an equilibrium point at x = O. Suppose the matrix A is Hurwitz. Then, it 
follows from Theorem 10.4 that, for sufficiently small c, ± = cA(t)x has a unique T­
periodic solution in an O(c) neighborhood of the origin x = O. However, x = 0 is an 
equilibrium point for the system. Hence, the periodic solution is the trivial solution 
x(t) = O. Consequently, we conclude that, for sufficiently small c, x = 0 is an 
exponentially stable equilibrium point for the nonautonomous system ± = cA(t)x. 

D 

Example 10.9 Consider the scalar system 

± = c(x sin2 t - 0.5x2
) = cf(t, x) 

The function f(t,x) is 7f-periodic in t. The average function fav(x) is given by 

The average system 
± = 0.5c(x - x2

) 

has two equilibrium points at x = 0 and x = 1. The Jacobian dfav/dx evaluated at 
these equilibria is given by 

dfav I 
dx x=o 

(0.5 - x) Ix=o 0.5 

dfav I 
dx x=l 

(0.5 - x)lx=l = -0.5 

Thus, for sufficiently small c, the system has an exponentially stable 7f-periodic 
solution in an O(c) neighborhood of x = 1. Moreover, by sketching the function 
x - x 2 , it can be seen that the region of attraction of x = 1 is (0,00). Hence, for 
initial states in the compact interval [a, b] c (0,00), solving the average system with 
the same initial state as the original system yields the approximation 

x(t, c) - xav(ct) = O(c), V t ~ 0 
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Suppose we want to calculate a second-order approximation. We need to use the 
change of variables (10.28) to represent the problem as a standard perturbation 
problem and then proceed to approximate the solution, as we have done in Sec­
tion 10.1. Using (10.26), we find that the function u(t, x) is given by 

u(t, x) = it (x sin2 
T - 0.5x2 

- 0.5x + 0.5x2
) dT = -~x sin2t 

The change of variables of (10.28) takes the form 

x = Y - ~ EY sin 2t = (1 - ~ E sin 2t) Y 

Differentiating both sides with respect to t, we obtain 

x = (1 - ~ E sin 2t) Y - ! EY co~ 2t 

Hence, 

Y = E (x sin2 t - lx2 + ly cos 2t) 
1 - sin2t 2 2 

Substituting x in term of y, and expanding the term 1/[1- (E/4) sin2t] in the power 
series 

1-

we arrive at the equation 

y = ! E (y - y2) + ft E2 (y sin 4t + 2y2 sin 2t) + 0 ( E3
) 

where the system appears as a perturbation of the average system. In order to find 
a second-order approximation, we need to calculate Yo and Yl in the finite Taylor 
series 

y = Yo + EYI + E2 Ry 

vVe know that Yo = X av , the solution of the average system. The equation for Yl is 
given by 

Yl E[(! Yo(t))Yl+ftYo(t)sin4t+~Y6(t)sin2tJ, Yl(O)=O 

where we have assumed that the initial state x(O) is independent of E. Using (10.28), 
we obtain a second-order approximation of x as 

x = (1·-

Figure 10.5 shows the solution of the exact system, the average system, and the 
second-order approximation for x(O) = 0.7 and E = 0.3. The figure illustrates 
clearly how the solution of the average system averages the exact solution. The 
second-order approximation is almost indistinguishable from the exact solution, 
but we can see the difference as the solution reaches steady state. D 
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Figure 10.5: The exact (solid), average (dashed), and second-order (dash-dot) solutions 
of Example 10.9 with c: = 0.3. 

Example 10.10 Consider the suspended pendulum of Section 1.2.1 and assume 
that the suspension point is subjected to vertical vibrations of small amplitude and 
high frequency. Suppose the motion of the suspension point is described by a sin wt, 
where a is the amplitude and w is the frequency. Writing Newton's law in the 
tangential direction (perpendicular to the rod), the equation of motion is 7 

m(le - aw2 sin wt sin e) = -mg sin e - k(le + aw cos wt sin e) 

Assume that all « 1 and wolw « 1, where Wo = ~ is the frequency of free 
oscillations of the pendulum in the vicinity of the lower equilibrium position e = o. 
Let c: = all and write wolw = ac:, where a = wollwa. Let j3 = klmwo and change 
the time scale from t to T = wt. In the new time scale, the equation of motion is 

d2e de .. 
dT2 + aj3c: dT + (a 2 c: 2 

- c: sm T) sm e + aj3c:2 cos T sin e = 0 

With 
1 de . 

Xl = e, X2 = -d + cosTsme 
c: T 

as state variables, the state equation is given by 

dx - = c:f(T,X) 
dT 

(10.31) 

7To derive this equation, write expressions for the x- and y-coordinates of the bob as x = l sin e 
and y l cos e - a sin wt. Then, show that the velocity and acceleration of the bob in the tangential 
direction are (le + aw cos wt sin e) and (le - aw2 sin wt sin e), respectively. The friction force is 
assumed to be viscous friction proportional to the velocity of the bob with a friction coefficient k. 
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where 

h (T, x) 

h(T,X) 
X2 - sinXI COST 

-0:(3X2 0:
2 sin Xl + X2 COs Xl COS T - sin Xl cos Xl cos2 

T 

The function f(T, x) is 27f-periodic in T. The average system is given by 

dx 
= cfav(x) 

where 

1 j.27T 
27f 0 h (I, x) dl X2 

1 j.27T 
27f 0 12(1, x) dl 

(10.32) 

In arriving at these expressions, we have used the fact that the average of cos 1 is 
zero, while the average of cos2 1 is 1/2. Both the original system (10.31) and the 
average system (10.32) have equilibrium points at (Xl = 0, X2 = 0) and (Xl = 
7f, X2 = 0), which correspond to the equilibrium positions () = 0 and () = 7f. With a 
fixed suspension point, the equilibrium position () = 0 is exponentially stable, while 
the equilibrium position e = 7f is unstable. Let us see what a vibrating suspension 
point will do to the system. To apply Theorem 10.4, we analyze the stability 
properties of the equilibrium points of the average system (10.32) via linearization. 
The Jacobian of fav(x) is given by 

ofav = [ 
ax 

o 

-0:2 cos Xl -- 0.5 cos 2XI 

At the equilibrium point (Xl 0, X2 = 0), the Jacobian 

is Hurwitz for all positive values of 0: and (3. Therefore, Theorem 10.4 says that, 
for sufficiently small c, the original system (10.31) has a unique exponentially stable 
27f-periodic solution in an O(c) neighborhood of the origin. Because the origin is 
an equilibrium point for the original system, the periodic solution is the trivial 
solution X = O. In this case, Theorem 10.4 confirms that, for sufficiently small 
c, the origin is an exponentially stable equilibrium point for the original system 
(10.31). In other words, exponential stability of the lower equilibrium position of 
the pendulum is preserved under (small-amplitude, high-frequency) vibration of the 
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suspension point. At the equilibrium point (Xl = 7r, X2 = 0), the Jacobian 

is Hurwitz for 0 < ex < 1/ v2 and f3 > O. Noting, again, that (Xl = 7r, X2 = 0) 
is an equilibrium point for the original system, and applying Theorem 10.4, we 
are led to the conclusion that if ex < 1/ v2, then the upper equilibrium position 
() = 7r is an exponentially stable equilibrium point for the original system (10.31) 
for sufficiently small c. This is an intriguing finding, because it shows that the 
unstable upper equilibrium position of the pendulum can be stabilized by vibrating 
the suspension point vertically with small amplitude and high frequency. 8 !::,. 

10.5 Weakly Nonlinear Second-Order Oscillators 

Consider the second-order system 

(10.33) 

where g(.,.) is sufficiently smooth and Igl is bounded by klyl or klYI on compact sets 
of (y, y); k is a positive constant. Choosing Xl = Y and X2 = y/w as state variables, 
we obtain the state equation 

WX2 
c 

-WXI + -g(XI, WX2) 
W 

Representing the system in the polar coordinates 

Xl = r sin¢, X2 = rcos¢ 

we have 

~(XIXI + X2X2) = ~g(r sin ¢, wr cos ¢) cos ¢ 
r w 
1 c 

2"(X2XI-XIX2) = w- -g(rsin¢,wrcos¢)sin¢ 
r wr 

(10.34) 

(10.35) 

The second term on the right-hand side of (10.35) is O(c) on bounded sets of r, 
as a consequence of the assumption that Igl is bounded by klyl or klYI. Hence, 

8The idea of introducing high-frequency, zero-mean vibrations in the parameters of a dynamic 
system in order to modify the properties of the system in a desired manner has been generalized 
into a principle of vibrational contml. (See [22] and [127].) 
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the right-hand side of (10.35) is positive for sufficiently small c. Divide (10.34) by 
(10.35) to obtain 

dr cg(r sin q;, wr cos q;) cos q; 
dq; w2 - (c/r)g(r sin q;, wr cos q;) sinq; 

We rewrite this equation as 
dr 
dq; = cf(q;,r,E) (10.36) 

where 
f(q; = g(rsinq;,wrcosq;)cosq; 

,r,E) w2 _ (c/r)g(rsinq;,wrcosq;)sinq; 

If we view q; as the independent variable, then (10.36) takes the form (10.23), where 
f(q;, r, c) is 27T-periodic in q;. The function fav(r) is given by 

fay (r') = ~ r27r 
f( q;, r, 0) dq; =~. r27r 

g(r sin q;, wr cos q;) cos q; dq; 
27T Jo 27TW Jo 

Suppose the average system 

(10.37) 

has an equilibrium point r*, where [8fav/8r](r*) < 0; then, there is E* > 0 such 
that V 0 < E < c*, (10.36) has a unique exponentially stable 21f-periodic solution 
r = R( q;, E) in an O(E) neighborhood of r*. This, by itself, does not say that 
(10.33) has a periodic solution with respect to t. More work is needed to reach that 
conclusion. Substituting r = R( q;, E) into (10.35) yields 

¢ = w - wRtq;, E) g(R(q;, E) sin q;, wR(q;, c) cos q;) sin q; 

Let (t, E) be the solution of this equation starting at q;*(0, E) = o. To show that 
(10.33) has a periodic solution, we need to show that there exists T = T(E) > 0, 
generally dependent on E, such that 

q;*(t + T,E) = 27T + q;*(t,c), V t ~ 0 (10.38) 

For then, 
R(q;*(t+T, c) = R(27T + q;*(t,E),c) = R(q;*(t,c),E) 

which implies that R(q;*(t, E), c) is T-periodic in t. Because 

q;*(t + T, c) = q;*(t, c) + WT + O(E) 

for bounded T ~ 0, it can be easily seen that, for sufficiently small c, (10.38) has a 
unique solution T(c) = 27T/W + O(c). 

The image of the solution r = R( q;* (t, E), c) in the state plane XI-X2 is a closed 
or bit in the neighborhood of the circle r = r*. Since the periodic solution r = R( q;, c) 
is exponentially stable, the closed orbit will attract all solutions in its neighborhood; 
that is, the closed orbit is a stable limit cycle. 
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Example 10.11 The Van der Pol equation 

y + y = ciJ (1 - y2) 

is a special case of (10.33) with w = 1 and g(y, iJ) = iJ(l - y2). The function fav(r) 
is given by 

The average system 

~: = c (!r - ir3) 

has three equilibrium points at r = 0, r = 2, and r = -2. Since by definition r 2: 0, 
the negative root is rejected. We check stability of the equilibria via linearization. 
The Jacobian matrix is given by 

and 

dfav 1 3 2 -- = - --r dr 2 8 

dfav I = ! > 0; 
dr r=O 

dfav I = -1 < 0 
dr r=2 

Thus, the equilibrium point r = 2 is exponentially stable. Therefore, for sufficiently 
small c, the Van der Pol equation has a stable limit cycle in an O(c) neighborhood 
of r = 2. The period of oscillation is O(c) close to 27r. This stable limit cycle was 
observed in Example 2.6 via simulation. 6. 

Let us conclude by noting that the foregoing procedure may be used to show the 
existence of an unstable limit cycle. This can be done by reversing time in (10.33), 
that is, replacing t by T = -to If the system has a stable limit cycle in reverse time, 
it will have an unstable limit cycle in forward time. 

10.6 General Averaging 

Consider the system 
i; = cf(t, x, c) (10.39) 

where f and its partial derivatives with respect to (x, c) up to the second order are 
continuous and bounded for (t, x, c) E [0,(0) x Do x [0, co], for every compact set 
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Do c D. The parameter E is positive, and D c Rn is a domain. The averaging 
method applies to the system (10.39) in cases more general than the case when 
f(t, x, c) is periodic in t. In particular, it applies when the function f(t, x, 0) has a 
well-defined average f av (x) according to the next definition. 

Definition 10.2 A continuous, bounded function 9 : [0,00) x D -+ Rn is said to 
have an average gay (x) if the limit 

1jt+T 
gav(x) = lim -T g(T,X) dT 

T-+oo t 

exists and 

for every compact set Do CD, where k is a positive constant (possibly dependent on 
Do) and (J : [0,00) -+ [0,00) is a strictly decreasing, continuous, bounded junction 
such that (J(T) -+ 0 as T -+ 00. The function (J is called the convergence function. 

Example 10.12 

• Let g(t,x) = ~~=19k(t,X), where gk(t,X) is periodic in t of period Tk, with 
Ti =1= Tj when i =1= j. The function 9 is not periodic9 in t, but it has the average 

N 

gav(X) = L gkav (x) 
k=l 

where gkav is the average of the periodic function gk (t, x), as defined in Sec­
tion 10.4. The convergence function (J is of order O(l/T) as T -+ 00. We can 
take it as (J(T) = l/(T + 1). 

• The average of 
1 

g(t,x) = l+th(x) 

is zero, and the convergence function (J can be taken as (J(T) = (l/T) In(l+T). 
6 

Suppose now that f(t, x, 0) has the average function fav(x) with convergence 
function (J. Let 

h(t, x) = j(t, x, 0) - fav(x) (10.40) 

function is called almost periodic. An introduction to the theory of almost periodic 
functions can be found in [59J or [75J. 
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The function h( t, x) has zero average with 0- as its convergence function. Suppose 
the Jacobian matrix 8h/8x has zero average with the same convergence function 0-, 

Define 

(10.41) 

for some positive constant T/. At T/ = 0, the function w(t, x, 0) satisfies 

Ilw(tH,x,O) ~w(t,x,O)1I = Ill+' h(r, x) dr~ l h(r, x) drll 

Ill+' h(r, x) drll :s k6cr(6) (10.42) 

This implies, in particular, that 

Ilw(t, x, 0) II :S kto-(t), V (t, x) E [0,00) x Do 

since w(O, x, 0) = O. Integrating the right-hand side of (10.41) by parts, we obtain 

j
ot 

w(t, x, T/) = w(t, x, 0) - T/ 0 exp[-T/(t - T)]W(T, x, 0) dT 

exp( -T/t)w(t, x, 0) - T/ lot exp[-T/(t - T)] [w( T, x, 0) - w(t, x, 0)] dT 

where the second equality is obtained by adding and subtracting 

T/ lot exp[-T/(t - T)] dT w(t, x, 0) 

to the right-hand side. Using (10.42), we obtain 

Ilw(t,x,T/)11 :S ktexp(-T/t)o-(t) + kT/ lot exp[-T/(t - T)](t - T)o-(t - T) dT (10.43) 

This inequality can be used to show that T/llw(t, x, T/)II is uniformly bounded by 
ka(T/) for some class J( function a. For example, if o-(t) = 1/(t + 1), then 

T/llw(t,x,T/)11 :S kT/exp(-T/t) + kT/21t exp[-T/(t - T)] dT = kT/ 

Defining a(T/) = T/, we have T/llw(t,x,T/)11 :S ka(T/). If o-(t) = 1/(tr + 1) with 
0< r < 1, then 

T/llw(t,x,T/)11 :S kT/t(1-r)e-T/t + kT/2lo t 

e-T/(t-r)(t - T)(l-r) dT 

:S k'l/ C ~ r r-r e-(1-r) + k'l/21°O e-ry" s(1-r) ds 

:S kT/ (1 -r) l-r e-(l-r) + kT/2 f(2 - r) :S kkl T/r 
T/ T/(2-r) 
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where ru denotes the standard gamma function. Defining o{ry) = kIT",", we have 
1]llw(t, x, 1]) II :S ka(1]). In general, it can be shown (Exercise 10.19) that there is a 
class JC function a such that 

1]llw(t,x,1])II:S ka(1]), V (t,x) E [0,00) x Do (10.44) 

Without loss of generality, we can choose a(1]) such that a(1]) 2:: C1] for 1] E [0,1]' 
where C is a positive constant. The partial derivatives [ow/at] and [ow/ox] are 
given by 

ow 
at 
ow 
ox 

h ( t, x) - 1]W ( t, x, 1] ) 

Because [oh/ox] possesses the same properties of h that have been used to arrive 
at (10.44), it is clear that we can repeat the previous derivations to show that 

1]11~~II:s ka(1]), V (t,x) E [0,00) x Do (10.45) 

There is no loss of generality in using the same class J( function in both (10.44) and 
(10.45), since the calculated estimates will differ only in the positive constant that 
multiplies the 1] dependent term, so we can define a by using the larger of the two 
constants. 

The function w (t, x, 1]) that we have just defined possesses all the key properties 
of the function u(t, x) of Section 10.4. The only difference is that the function 
w is parameterized in a parameter 1] in such a way that the bounds on wand 
[ow/ox] are of the form ka(1])/1] for some class JC function a. '.lYe did not need to 
parameterize u in terms of any parameter. In fact, u( t, x) is nothing more than the 
function w(t, x, T/) evaluated at 1] = O. This should come as no surprise because in 
the periodic case, the convergence function O'(t) = l/(t + 1); hence, a(1])/1] = l. 

From this point on, the analysis will be very similar to that of Section 10.4. '.lYe 
define the change of variables 

X=Y+EW(t,y,E) (10.46) 

The term EW(t, y, c) is of order O(a(E)); thus, for sufficiently small E, the change of 
variables of (10.46) is well defined, since the matrix [1 + EOW/OY] is nonsingular. In 
particular, 

[ 
a ]-1 

1 + c a; = 1 + 0 ( a (c: ) ) 

Proceeding as in Section 10.4, we can show that the state equation for y is given by 

iJ = c:fav(Y) + c:a(c:)q(t,y,E) (10.47) 
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where q(t, y, c) is bounded on [0,00) x Do for sufficiently small c. In arriving at 
(10.47), we have used the fact that a(c) :::: cc. Equation (10.47) is a perturbation 
of the average system 

(10.48) 

It is similar to (10.29), except that the coefficient of the q term is ca(c), instead of c2 . 

This observation leads to the following theorem, which is similar to Theorem 10.4, 
except that the estimates O(c) are replaced by the estimates O(a(c)). 

Theorem 10.5 Let f(t, x, c) and its partial derivatives with respect to (x, c) up 
to the second order be continuous and bounded for (t,x,c) E [0,00) x Do x [0, co], 
for every compact set Do cD, where c > 0 and D C Rn is a domain. Suppose 
f(t, x, 0) has the average function fav(x) on [0,00) x D and the Jacobian of h(t, x) = 
f(t, x, 0) - fav(x) has zero average with the same convergence function as f. Let 
x(t,c) and xav(ct) denote the solutions of (10.39) and (10.48), respectively, and a 
be the class JC function appearing in the estimates of (10.44) and (10.45). 

• If xav(ct) E D V t E [0, b/c] and x(O, c) - xav(O) = O(a(c)), then there exists 
c* > 0 such that for all 0 < c < c*, x(t, c) is defined and 

x(t,c) - xav(ct) = O(a(c)) on [O,b/c] 

• If the origin x = 0 E D is an exponentially stable equilibrium point of the 
average system (10.48), 0 c D is a compact subset of its region of attraction, 
xav(O) E 0, and x(O, c) - xav(O, c) = O(a(c)), then there exists c* > 0 such 
that for all 0 < c < c*, x(t, c) is defined and 

x(t, c) - xav(ct) = O(a(c)) for all t E [0,00) 

• If the origin x = 0 E D is an exponentially stable equilibrium point of the 
average system (10.48) and f(t, 0, c) = 0 for all (t, c) E [0,00) x [0, co], then 
there exists c* > 0 such that for all 0 < c < c*, the origin is an exponentially 
stable equilibrium point of the original system (10.39). <> 

Proof: By expressing (10.47) in the s = ct time scale, applying Theorems 3.4 and 
3.5, and using the change of variables of (10.46), we can conclude the first part of 
the theorem. For the second part, we apply Theorem 9.1 on continuity of solutions 
on the infinite interval. Finally, by using h(t,O) = 0, w(t, 0, 'T/) = 0, and the bound 
Ilaw/axll :::; ka('T/)/'T/, we see that the estimate on w can be revised to 

'T/llw(t, x, 'T/) II :::; ka('T/) Ilxll 

The assumption f(t, 0, c) = 0 and differentiability of f with respect to c imply that 
f(t,x,E) is Lipschitz in E, linearly in x; that is, 

Ilf(t,x,E) - f(t,x,O)11 :::; LIEllxl1 
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Using these estimates, it can be verified that the function q(t, y, c:) in (10.47) satis­
fies the inequality Ilq(t,y,c:)11 ::; LIIYII with some positive constant L for (t,y,c:) E 

[0,00) X DI X [0, C:Il, where DI = {Ilyll < rl} and rl and C:I are chosen small enough. 
By (the converse Lyapunov) Theorem 4.14 and Lemma 9.1, we conclude that, for 
sufficiently small c:, the origin is an exponentially stable equilibrium point for the 
original system (10.39). 0 

Example 10.13 Consider the linear system 

x = c:A(t)x 

where c: > O. Suppose A(t) and its derivatives up to the second order are continuous 
and bounded. Moreover, suppose A(t) has an average' 

11t+T 
Aav = lim -T A(r) dr 

T-+oo t 

in the sense of Definition 10.2. The average system is given by 

Suppose Aav is Hurwitz. By Theorem 10.5, we conclude that the origin of the 
original time-varying system is exponentially stable for sufficiently small c:. Suppose 
further that the matrix A(t) = Atr(t) + Ass(t) is the sum of a transient component 
Atr(t) and a steady-state component Ass(t). The transient component decays to 
zero exponentially fast; that is, 

while the elements of the steady-state component are formed of a finite sum of 
sinusoids with distinct frequencies. The average of the transient component is zero, 
since 

k2 

+1 

Recalling the first case of Example 10.12, we see that A(t) has an average with 
convergence function CJ(T) = Ij(T+1). Hence, the class JC function of Theorem 10.5 
is a(r/) = TJ. Let x(t, c:) and xav(c:t) denote solutions of the original and average 
systems, which start from the same initial state. By Theorem 10.5, 

x ( t, c:) - X av ( c:t) = 0 ( c: ) , V t 2: 0 
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10.7 Exercises 

10.1 If 6(c) = O(c), is it 0(c l / 2 )7 Is it 0(c3 / 2 )7 

10.2 If 6(c) = cl
/

n
, where n > 1 is a positive integer, is there a positive integer N 

such that 6(c) = 0(cN )7 

10.3 Consider the initial value problem 

7r 
-(0.2 + E)Xl + "4 - tan- l 

Xl + c tan- l 
X2, Xl (0) = TJl 

7r 
-(0.2 + E)X2 + "4 - tan- l 

X2 + c tan- 1 
Xl, X2(0) = TJ2 

(a) Find an O(c) approximation. 

(b) Find an 0 (c2
) approximation. 

(c) Investigate the validity of the approximation on the infinite interval. 

(d) Calculate, using a computer program, the exact solution, the O(c) approxima-
tion, and the 0(c2

) approximation for c = 0.1, TJl 0.5, and TJ2 = 1.5 on the 
time interval [0,3]. Comment on the accuracy of the approximation. 

Hint: In parts (a) and (b), it is sufficient to give the equations defining the ap­
proximation. You are not required to find an analytic closed-form expression for 
the approximation. 

10.4 Repeat Exercise 10.3 for the system 

In part (d), let c = 0.1, TJl = 1.0, TJ2 = 0.0, and the time interval be [0,5]. 

10.5 Repeat Exercise 10.3 for the system 

In part (d), let c = 0.2, TJl = 1.0, TJ2 = 0.0, and the time interval be [0,4]. 

10.6 ([166]) Repeat Exercise 10.3 for the system 

In part (d), let c = 0.2, TJl = 0.5, TJ2 = 1.0, and the time interval be [0,4]. 

10.7 Repeat Exercise 10.3 for the system 

In part (d), let c = -0.1, TJl = -1, and TJ2 = 2. Repeat the calculation for c = -0.05 
and c = -0.2 and comment on the accuracy of the approximation. 
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10.8 Consider the initial value problem 

Xl -Xl + EXZ, xdO) = 'T} 

X2 -XZ - EXI, X2(0) = 'T} 

Find an O(E) approximation. Calculate the exact and approximate solutions at 
E = 0.1 for two different sets of initial conditions: (1) 'T} = 1, (2) 'T} = 10. Comment 
on the approximation accuracy. Explain any discrepancy with Theorem 10.1. 

10.9 ([70]) Study, using the averaging method, each of the following scalar sys-
terns. 

(3) X=E(-X+cosZt) ( 4) X = '-EX cos t 

10.10 For each of the following systems, show that, for sufficiently small E > 0, 
the origin is exponentially stable: 

(1) Xl EXZ 

Xz = -E(l + 2 sin t)xz - c(1 + cos t) sin Xl 

(2) Xl = E[( -1 + 1.5 cosz t)XI + (1 - 1.5 sin t cos t)xzl 

Xz = E[(-1-1.5sintcost)XI + (-1 + 1.5sinZt)xzl 

(3) X = E (-x sinz t + xZ sin t + xe- t ), E > 0 

10.11 Consider the system 

Xl C[(-1 + 1.5cOsZt)XI + (1-1.5sintcost)xzl 

X2 -1.5sintcost)XI + (-1 + 1.5sinZt)xzl + e-t 

Show that there is c* > 0 such that for all 0 < E < c* and all x(O) E RZ, x(t) -+ 0 
as t -+ 00. 

10.12 Consider the system iJ = Ay + Eg(t, y, E), c > 0, where the n x n matrix A 
has only simple eigenvalues on the imaginary axis. 

(a) Show that exp(At) and exp( -At) are bounded for all t ;::: O. 

(b) Show that the change of variables y = exp(At)x transforms the system into 
the form X = Ef(t, x, E), where f = exp( -At)g(t, exp(At)x, E). 

10.13 ([166]) Study Mathieu's equation y + (1 + 2E cos 2t)y = 0, E > 0, using the 
averaging method. 
Hint: Use Exercise 10.12. 
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10.14 ([166]) Study the equation jj+y 8c(iJ)2 cos t using the averaging method. 
Hint: Use Exercise 10.12. 

10.15 Apply the averaging method to study the existence of limit cycles for each 
of the second-order systems that follow. If there is a limit cycle, estimate its location 
in the state plane and the period of oscillation, and determine whether it is stable 
or unstable. 

(1) jj + y = -ciJ(l - y2) (2) jj + y = ciJ (1 - y2) - cy3 

(3) jj + y = -c (1- Iyl) iJ (4) jj + y = - c (1 - 3; I iJ I) iJ 

(5) jj + y = -diJ - y3) (6) jj + y = ciJ (1 - y2 - iJ2) 

10.16 Consider the second-order system 

(a) Show that, for sufficiently small c, the system has a stable limit cycle. 

(b) Show that the system has no periodic orbits when c > 1. 

10.17 Consider Rayleigh's equation 

m- + ku =.A 1 - a - -d2u [(dU) 2] du 
d~ & & 

where m, k, .A, and a are positive constants. 

(a) Using the dimensionless variables y = u/u*, T = t/t*, and c = .A/.A*, where 
(u*)2ak = m/3, t* = ylm/k, and .A* = ..jkffi, show that the equation can be 
normalized to 

jj + y = c (iJ - ~ iJ3) 

in which iJ denotes the derivative of y with respect to T. 

(b) Apply the averaging method to show that the normalized Rayleigh equation 
has a stable limit cycle. Estimate the location of the limit cycle in the plane 
(Y,iJ)· 

(c) Using a numerical algorithm, obtain the phase portrait of the normalized 
Rayleigh equation in the plane (y, iJ) for 

(i) c = 1, (ii) c = 0.1, and (iii) c = 0.01, 

Compare with the results of part (b). 
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10.18 Consider Duffing's equation 

where A, a, c, k, m, and ware positive constants. 

(a) Taking Xl = y, X2 = y, T = wt, and E = l/w, show that the equation can be 
represented as dx/dT = Ej(T,X,E). 

(b) Show that the system has an exponentially stable periodic solution for suffi­
ciently large w. Estimate the frequency of oscillation and the location of the 
periodic orbit in the phase plane. 

10.19 Verify (10.44). 
Hint: Start from (10.43) and use the fact that O"(t) is bounded for t :::; 1/..Jij, while 
for t 2: 1/..Jij, 0"( t) :::; 0"(1/..Jij). 

10.20 Study, using general averaging, the scalar system 

x = E (sin2 t + sin 1.5t + e- t
) X 

10.21 ([168]) The output of an nth-order linear time-invariant single-input-single­
output system can be represented by y(t) = BT w(t), where B is a (2n+ I)-dimensional 
vector of constant parameters and w(t) is an auxiliary signal that can be synthe­
sized from the system's input and output without knowing B. Suppose that the 
vector B is unknown and denote its value by B*. In identification experiments, the 
parameter B(t) is updated by using an adaptation law of the form iJ = -Ee(t)w(t), 
where e(t) = [B(t) _B*]T w(t) is the error between the actual system's output and the 
estimated output obtained by using B(t). Let ¢(t) = B(t) - B* denote the parameter 
error. 

(a) Show that ¢ = EA(t)¢, where A(t) = -w(t)wT(t). 

(b) Using (general) averaging, derive a condition on w(t), which ensures that, for 
sufficiently small E, B(t) -+ B* as t -+ 00. 



Chapter 11 

Singular Perturbations 

While the perturbation method of Section 10.1 applies to state equations that de­
pend smoothly on a small parameter c, in this chapter we face a more difficult 
perturbation problem characterized by discontinuous dependence of system proper­
ties on the perturbation parameter c. We will study the so-called standard singular 
perturbation model 

:i; f(t,x,z,c) 

cz g(t,x,z,c) 

where setting c = 0 causes a fundamental and abrupt change in the dynamic proper­
ties of the system, as the differential equation cz = 9 degenerates into the algebraic 
or transcendental equation 

O=g(t,x,z,O) 

The essence of the theory developed in this chapter is that the discontinuity of 
solutions caused by singular perturbations can be avoided if analyzed in separate 
time scales. This multitime-scale approach is a fundamental characteristic of the 
singular perturbation method. 

In Section 11.1, we define the standard singular perturbation model and illus­
trate, via examples, some of its physical sources. In Section 11.2, we study the two­
time-scale properties of the standard model and give a trajectory approximation 
result, based on the decomposition of the model into reduced (slow) and boundary­
layer (fast) models. The approximation result is extended in Section 11.3 to the 
infinite-time interval. The intuition behind the time-scale decomposition becomes 
more transparent with a geometric viewpoint, which we present in Section 11.4. 
The time-scale decomposition of Section 11.2 is used in Section 11.5 to analyze the 
stability of equilibrium points via Lyapunov's method. 

423 
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11.1 The Standard Singular Perturbation Model 

The singular perturbation model of a dynamical system is a state model where the 
derivatives of some of the states are multiplied by a small positive parameter c:; that 
is, 

f(t, x, z, c:) 

g(t,x,z,c:) 

(11.1) 

(11.2) 

We assume that the functions f and 9 are continuously differentiable in their ar­
guments for (t,x,z,c:) E [O,tl] x Dx x Dz x [O,C:O], where Dx eRn and Dz C Rm 
are open connected sets. When we set c: = ° in (11.1) and (11.2), the dimension of 
the state equation reduces from n + m to n because the differential equation (11.2) 
degenerates into the equation 

0= g(t, x, z, 0) (11.3) 

We say that the model (11.1)-(11.2) is in standard form if (11.3) has k 2: 1 isolated 
real roots 

z = hi (t, x), i = 1, 2, ... , k (11.4) 

for each (t, x) E [0, t l ] x Dx. This assumption ensures that a well-defined n­
dimensional reduced model will correspond to each root of (11.3). To obtain the 
ith reduced model, we substitute (11.4) into (11.1), at c: = 0, to obtain 

x = f(t, x, h(t, x), 0) (11.5) 

where we have dropped the subscript i from h. It will be clear from the context 
which root of (11.3) we are using. This model is sometimes called a quasi-steady­
state model, because z, whose velocity i = 9 / c: can be large when c: is small and 
9 i= 0, may rapidly converge to a root of (11.3), which is the equilibrium of (11.2). 
We will discuss this two-time-scale property of (11.1) and (11.2) in the next section. 
The model (11.5) is also known as the slow model. 

Modeling a physical system in the singularly perturbed form may not be easy. 
It is not always clear how to pick the parameters to be considered as smalL Fortu­
nately, in many applications, our knowledge of physical processes and components 
of the system sets us on the right track. 1 The following four examples illustrate four 
different "typical" ways of choosing the parameter c. In the first example, E is chosen 
as a small time constant. This is the most popular source of singularly perturbed 
models and, historically, the case that motivated interest in singular perturbations. 
Small time constants, masses, capacitances, and similar "parasitic" parameters that 
increase the order of a model are quite common in physical systems. In the interest 
of model simplification, we usually neglect these parasitic parameters to reduce the 

1 More about modeling physical systems in the singularly perturbed form can be found in [38), 
[105, Chapter 1), and [104, Chapter 4]. 



11.1. THE STANDARD MODEL 425 

order of the model. Singular perturbations legitimize this ad hoc model simplifica­
tion and provide tools for improving oversimplified models. In the second example, 
the parameter E is the reciprocal of a high-gain parameter in a feedback system. 
The example represents an important source of singularly perturbed models. The 
use of high-gain parameters, or more precisely, parameters that are driven asymp­
totically toward infinity, in the design of feedback control systems is quite common. 
A typical approach to the analysis and design of high-gain feedback systems is to 
model them in the singularly perturbed form. In the third example, the parameter 
E is a parasitic resistor in an electric circuit. Although neglecting the parasitic re­
sistor reduces the order of the model, it does it in a way that is quite distinct from 
neglecting a parasitic time constant. Modeling the system in the standard singu­
larly perturbed form involves a careful choice of the state variables. In the fourth 
example, the parameter E is the ratio of the natural frequency of the car body to 
the natural frequency of the tire in an automotive suspension model. The special 
feature of this example is that it cannot be modeled in the standard singularly 
perturbed form without E-dependent scaling of the state variables. 

Example 11.1 An armature-controlled DC motor can be modeled by the second­
order state equation 

Jdw ki 
dt 

L di - kw - Ri + u 
dt 

where i, u, R, and L are the armature current, voltage, resistance, and inductance, J 
is the moment of inertia, w is the angular speed, and ki and kw are, respectively, the 
torque and the back electromotive force (e.m.f.) developed with constant excitation 
flux. The first state equation is a mechanical torque equation, and the second one 
is an equation for the electric transient in the armature circuit. Typically, L is 
"small" and can play the role of our parameter E. This means that, with w = x and 
i = z, the motor's model is in the standard form of (11.1)-(11.2) whenever R =I- O. 
Neglecting L, we solve 

to obtain (the unique root) 

0= -kw - Ri +u 

u-kw 
Z= 

and substitute it into the torque equation. The resulting model 

k 2 k 
Jw = - --w+-u R R 

is the commonly used first-order model of the DC motor. As we discussed in Chap­
ter 10, it is preferable to choose the perturbation parameter E as a dimensionless 
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y 

Figure 11. 1: Actuator control with high-gain feedback. 

ratio of two physical parameters. To that end, let us define the dimensionless vari­
ables 

W . iR u 
Wr n' 'lr = krt; Ur = krt 

and rewrite the state equation as 

T dWr 

m dt 

T di r 

e dt 

where 1'm = J Rjk2 is the mechanical time constant and Te = Lj R is the electrical 
time constant. Since Tm » Tel we let Tm be the time unit; that is, we introduce 
the dimensionless time variable tr = tjTm and rewrite the state equation as 

dWr 

dtr 
Te di r 

dtr 

This scaling has brought the model into the standard form with a physically mean­
ingful dimensionless parameter 

Te Lk2 
E = Tm = JR2 

Exanlple 11.2 Consider the feedback control system of Figure ILL The inner 
loop represents actuator control with high-gain feedback. The high-gain parameter 
is the integrator constant k1 . The plant is a single-input-single-output nth-order 
system represented by the state model {A, B, C}. The nonlinearity 'ljJe) E (0,00]; 
that is, 

'IjJ(0) = ° and y'IjJ(y) > 0, 'Ii y =1= ° 
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y 

Figure 11.2: Simplified block diagram of Figure 11.1. 

The state equation for the closed-loop system is 

Xp Axp + Bup 

k
1 up 'ljJ(u - up - k2 Cxp) 
~l 

With c = l/kl' xp = x, and up = z, the model takes the form of (11.1)-(11.2). 
Setting c = 0, or equivalently kl = 00, we solve 

to obtain 
up = u - k2Cxp 

which is the unique root since 'ljJ(.) vanishes only at its origin. The resulting reduced 
model 

Xp = (A - Bk2 C)xp + Bu 

is the model of the simplified block diagram of Figure 11.2, where the whole inner 
loop in Figure 11.1 is replaced by a direct connection. 6. 

Example 11.3 Consider again the electric circuit of Example 10.4, shown in Fig­
ure 10.2. The differential equations for the voltages across the capacitors are 

In Example 10.4, we analyzed the circuit for a "large" resistor Re , which was ide­
alized to be open circuit when 1/ Re was set to zero. This time, let us study the 
circuit for a "small" Re. Setting Re = 0 replaces the resistor with a short-circuit 
connection that puts the two capacitors in parallel. In a well-defined model for this 
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simplified circuit, the two capacitors in parallel should be replaced by one equivalent 
capacitor, which means that the model of the simplified circuit will be of order one. 
To represent the model order reduction as a singular perturbation, let us start with 
the seeming choice E = Re and rewrite the state equation as 

If the preceding model were in the form of (11.1)-(11.2), both VI and V2 would be 
considered as z variables, and (11.3) would be 

VI - V2 = ° 
However, the roots of this equation are not isolated, which violates the basic as­
sumption that the roots of (11.3) should be isolated. Therefore, with VI and V2 as 
z variables, the model is not in the standard form. Let us now try another choice 
of the state variables. Take2 

x = ! (VI + V2); z = ! (VI - V2) 

The state equation for the new variables is 

1 1 
CR(E-x) - 2C['l,b(x+z)+'l,b(x--z)] 

EZ - (;R + ~) z - 2~['l,b(x + z) - 'l,b(x - z)] 

Now the unique root of (11.3) is z = 0, which results in the reduced model 

1 1 
i; = - CR(E - x) - C'l,b(x) 

This model represents the simplified circuit of Figure 11.3, where each pair of similar 
parallel branches is replaced by an equivalent single branch. To obtain E as a 
dimensionless parameter, we normalize x, z, and 'lj; as 

and normalize the time variable as tr = tiC R to obtain the singularly perturbed 
model 

where E = Rei R is dimensionless. 

choice of state variables follows from a systematic procedure described in [38]. 
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R 
"2 

E 

+ 
V 2C 21/J( v) 

Figure 11.3: Simplified circuit when Rc = o. 
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Example 11.4 A quarter-car model of automotive suspension is shown in Fig­
ure 11.4, where ms and mu are the car body and tire masses, ks and k t are the 
spring constants of the strut and tire, bs is the damper (shock absorber) constant, 
and F is a force generated by a force actuator that may be used in active and semi­
active suspension. When F = 0, we have the traditional passive suspension. The 
distances ds, du , and dr are the elevations of the car, tire, and road surface, respec­
tively, from a reference point. From Newton's law, the balance of forces acting on 
ms and mu results in the equations 

msds + bs(ds - du ) + ks(ds - du ) = F 

mudu + bs(du - ds) + ks(du - ds) + kt(du - dr ) = -F 

In a typical car, the natural frequency Jkt/mu of the tire is about 10 times the 
natural frequency Jks/ms of the car body and strut. We therefore define the 
parameter 

c= 

This mass-spring system is of interest because it cannot be transformed into a 
standard singularly perturbed model without an c-dependent scaling. The tire 
stiffness kt = 0 (1/ c2

) tends to infinity as c --+ O. For the tire potential energy 
kt(du - dr )2/2 to remain bounded, the displacement du - dr must be O(c); that 
is, the scaled displacement (du - dr ) / c must remain finite. In addition to this 
scaling, we normalize all variables to be dimensionless. Distances are divided by 
some distance f, velocities by fJks/m s, forces by fks, and time by Jms/ks. Thus, 
to express the system in the standard singularly perturbed form, we introduce the 
slow and fast variables as 
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and take u = F/(kse) as the control input, w (dr/e)-jms/ks as the disturbance 
input, and tr = tJks/ms as the dismensionless time. The resulting singularly 
perturbed model is 

where 

dXl 

dtr 
dX2 

dtr 
dZ1 e­
dtr 
dZ2 e­
dtr 

/3= _b_s _ 

Jksms 
For typical cars with passive suspension, the parameters 0:, (3, and e take values in 
the ranges [0.6,1.2]' [0.5, 0.8], and [0.08, 0.135], respectively. In active/semiactive 
suspension, the damping constant may be reduced as the force actuator provides 
additional damping. Setting e = a results in the reduced model 

dXl 

dtr 
dX2 

dtr 
-Xl-{3(X2- W )+U 

which corresponds to the simplified one-degree-of-freedom model shown in Fig­
ure 11.4. D 

11 Time-Scale Properties of the Standard Model 

Singular perturbations cause a multitime-scale behavior of dynamical systems char­
acterized by the presence of slow and fast transients in the system's response to 
external stimuli. Loosely speaking, the slow response is approximated by the re­
duced model (11.5), while the discrepancy between the response of the reduced 
model and that of the full model (11.1)-(11.2) is the fast transient. To see this 
point, let us consider the problem of solving the state equation 

eZ 
f(t, x, z, e), 

g(t, x, z, e), 

X(to) = ~(e) 
z(to) = 7](e) 

(11.6) 

(11. 7) 

where ~(e) and 7](e) depend smoothly on e and to E [0, tl)' Let x(t, e) and z(t, e) 
denote the solution of the full problem of (11.6) and (11.7). When we define the 
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Quarter-Car Model Simplified Model 

ds Car Body 
'----,--_,-_...-. .....J 

d, ---'--- Road Surface --'---'---

--'----'--'--- Reference 

Figure 11.4: Quarter-Car Model of Automotive suspension. 

corresponding problem for the reduced model (11.5), we can only specify n initial 
conditions, since the model is nth order. Naturally, we retain the initial state for x 
to obtain the reduced problem 

x = f(t,x,h(t,x),O), x(to) = ~o ~f ~(O) (11.8) 

Denote the solution of (11.8) by x(t). Because the variable z has been excluded 
from the reduced model and substituted by its "quasi-steady-state" h(t, x), the 
only information we can obtain about z by solving (11.8) is to compute 

z(t) ~f h(t, x(t)) 

which describes the quasi-steady-state behavior of z when x = x. By contrast to 
the original variable z starting at to from a prescribed rJ( c), the quasi-steady-state 
z is not free to start from a prescribed value, and there may be a large discrepancy 
between its initial value z(to) = h(to, ~o) and the prescribed initial state rJ(c). Thus, 
z(t) cannot be a uniform approximation of z(t, c). The best we can expect is that 
the estimate 

z(t, c) - z(t) = O(c) 

will hold on an interval excluding to, that is, for t E [tb, tl], where tb > to. On the 
other hand, it is reasonable to expect the estimate 

x(t, c) - x(t) = O(c) 

to hold uniformly for all t E [to, tIl, since 

If the error z(t, c) - z(t) is indeed O(c) over [tb, tIl, then it must be true that during 
the initial ("boundary-layer") interval [to, tbl, the variable z approaches z. Let us 



432 CHAPTER 11. SINGULAR PERTURBATIONS 

remember that the speed of z can be high, because i g/E. In fact, having set E = 0 
in (11.2), we have made the transient of z instantaneous whenever 9 =1= o. From 
our previous study of the stability of equilibrium points, it should be clear that 
we cannot expect z to converge to its quasi-steady-state z, unless certain stability 
conditions are satisfied. Such conditions will result from the forthcoming analysis. 

It is more convenient in the analysis to perform the change of variables 

y=z-h(t,x) (11.9) 

that shifts the quasi-steady-state of z to the origin. In the new variables (x, y), the 
full problem is 

f (t, x, Y + h (t, x), E), X (to) = ~ (E) (11.10) 
8h 

g(t,x,y+h(t,X),E) E8t 

8h 
- E 8x f (t, x, Y + h(t, x), E), y(to) = rJ(E) - h(to, ~(E)) (11.11) 

The quasi-steady-state of (11.11) is now y = 0, which when substituted into (11.10) 
results in the reduced model (11.8). To analyze (11.11), let us note that EY may 
remain finite even when E tends to zero and y tends to infinity. Vve set 

dy dy dT 1 
E- = -; hence, - = -

dt dT dt E 

and use T = 0 as the initial value at t = to. The new time variable T = (t - to)/E 
is "stretched"; that is, if E tends to zero, T tends to infinity even for finite t only 
slightly larger than to by a fixed (independent of E) difference. In the T time scale, 
( 11.11) is represented by 

dy 
dT 

8h 
g(t,x,y+h(t,X),E) E8t 

8h 
E8xf(t,x,y+h(t,X),E), y(O)=rJ(E)-h(to,~(c)) (11.12) 

The variables t and x in the foregoing equation will be slowly varying since, in the 
T time scale, they are given by 

t = to + cT, X=X(tO+ET,E) 

Setting c = 0 freezes these variables at t = to and x = ~o, and reduces (11.12) to 
the autonomous system 

dy 
dT = g(to, ~o, Y + h(to, ~o), 0), y(O) = rJ(O) h(to, ~o) rJo - h(to, ~o) (11.13) 

which has equilibrium at y = O. If this equilibrium point is asymptotically stable and 
y(O) belongs to its region of attraction, it is reasonable to expect that the solution 
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of (11.13) will reach an O(c:) neighborhood of the origin during the boundary-layer 
interval. Beyond this interval, we need a stability property that guarantees that 
y( T) will remain close to zero, while the slowly varying parameters (t, x) move away 
from their initial values (to, ~o). To analyze this situation, we allow the frozen 
parameters to take values in the region of the slowly varying parameters (t, x).3 
Assume that the solution x(t) of the reduced problem is defined for t E [0, tIl and 
x(t) E Dx eRn, for some domain Dx. We rewrite (11.13) as 

dy 
dT = g(t, x, y + h(t, x), 0) (11.14) 

where (t, x) E [0, tIl x Dx are treated as fixed parameters. We will refer to (11.14) as 
the boundary-layer model or boundary-layer system. Sometimes, we will also refer 
to (11.13) as the boundary-layer model. This should cause no confusion, because 
(11.13) is an evaluation of (11.14) for a given initial time and initial state. The 
crucial stability property we need for (11.14) is exponential stability of its origin, 
uniformly in the frozen parameters, as stated in the next definition. 

Definition 11.1 The equilibrium point y = 0 of the boundary-layer system (11.14) 
is exponentially stable, uniformly in (t, x) E [0, tIl x Dx, if there exist positive 
constants k, " and po such that the solutions of (11.14) satisfy 

IIY(T)II::; klly(O)llexp(-,T), V Ily(O)11 < Po, V (t,x) E [O,tllxDx, 'liT ~ 0 (11.15) 

Aside from trivial cases where the solution of the boundary layer model may be 
known in closed form, verification of exponential stability of the origin will have to 
be done either by linearization or via Lyapunov analysis. It can be shown (Exer­
cise 11.5) that if the Jacobian matrix [ag/ay] satisfies the eigenvalue condition 

Re [,\ {~~ (t, x, h(t, x), 0) } 1 ::; -c < 0, V (t, x) E [0, tIl x Dx (11.16) 

then there exist constants k, " and Po for which (11.15) is satisfied. This, of course, 
is a local result; that is, the constant Po could be very small. Alternatively, it can be 
shown (Exercise 11.6) that if there is a Lyapunov function V(t, x, y) that satisfies 

cIilyl12 ::; V(t, x, y) ::; c211yl12 
aV 
ay g(t, x, y + h(t, x), 0) ::; -c311y112 

(11.17) 

(11.18) 

for (t, x, y) E [0, tIl x Dx x Dy, where Dy C Rm is a domain that contains the origin, 
then (11.15) is satisfied with the estimates 

Po = pvcl/c2, k = VC2/Cl, ,= C3/2c2 (11.19) 

in which Bp C Dy . 

3Recall from Section 9.6 that if the origin of (11.13) is exponentially stable, uniformly in the 
frozen parameters (to, ~o), then it will remain exponentially stable when these parameters are 
replaced by the slowly varying variables (t, x). 
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Theorem 11.1 Consider the singular perturbation problem of (11.6) and (11.7) 
and let z = h(t, x) be an isolated root of (11.3). Ass'ume that the following conditions 
ar'e satisfied for all 

[t, x, z - h(t, x), c] E [0, tl] x Dx x Dy x [0, co] 

for some domains Dx C R'n and Dy C Rm, in which Dx is convex and Dy contains 
the orig'in: 

• The funct'ions f, g, their first partial derivatives with respect to (x, z, c), and 
the fi'rst partial de'ti1)ative of g with respect to t are continuous; the function 
h(t, x) and the Jacobian [ag(t, x, z, O)/az] have continuous first partial deriva­
tives 'with respect to their arguments; the initial data ~(c) and'rJ(c) are smooth 
functions of c . 

• The reduced problem (11.8) has a unique solution 'x(t) E S, for t E [to, tIl, 
where S is a compact subset of Dx. 

.. The origin is an exponentially stable equilibrium point of the boundary-layer 
model (11.14), uniformly in (t,x); let Ky C Dy be the region of attraction of 
(11.13) and ny be a compact subset of Ky . 

Then, there exists a positive constant c* such that for all 'rJo - h(to, ~o) E ny and 
o < c < c*, the singular perturbation problem of (11.6) and (11.7) has a unique 
solution x ( t, c), z( t, c) on [to, tI], and 

x(t, c) x(t) = O(c) 

z(t, c) - h(t, x(t)) - y(t/c) = O(c) 

(11.20 ) 

(11.21) 

hold uniformly for t E [to, tIl, where y( T) is the solution of the boundary-layer model 
(11.13). Moreover, given any tb > to, there is c** ::S c* such that 

z(t, c) - h(t, x(t)) = O(c) 

holds uniformly for t E [tb, tI] whenever c < c** . 

Proof: See Appendix C.17. 

(11.22) 

o 

This theorem is known as Tikhonov's theorem.4 Its proof uses the stability 
properties of the boundary-layer model to show that 

[
-a(t - to)] Ilv(t, c)/1 ::S kl exp c + c6 

The preceding bound is used in (11.10) to prove (11.20), which is plausible, since 

J
.t 
o exp( -as/c) ds is O(c). The proof ends with error analysis of (11.11) in the T 

time scale to prove (11.21) and (11.22). 

are other versions of Tikhonov's theorem which use slightly different technical assump­
tions. (See, for example, [105, Chapter 1, Theorem 3.1].) 
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Example 11.5 Consider the singular perturbation problem 

z, x(O) ~o 

-x z + u(t), z(O) TJo 

for the DC motor of Example 11.1. Suppose u(t) = t for t 2: 0 and we want 
to solve the state equation over the interval [0,1]. The unique root of (11.3) is 
h(t, x) = -x + t and the boundary-layer model (11.14) is 

dy 
dT =-y 

Clearly, the origin of the boundary-layer system is globally exponentially stable. 
The reduced problem 

x = -x + t, x(O) = ~o 
has the unique solution 

x(t) = t - 1 + (1 + ~o) exp( -t) 

The boundary-layer problem 

dy 
dT = -y, y(O) = TJo + ~o 

has the unique solution 
Y( T) = (TJo + ~o) exp( -T) 

From Theorem 11.1, we have 

x - [t - 1 + (1 + ~o) exp( -t)] = O(c) 

z - [(TJO + ~o) exp ( ~t) + 1 - (1 + ~o) exp( -t) 1 = O(c) 

for all t E [0,1]. The O(c) approximation of z clearly exhibits a two-time-scale 
behavior. It starts with a fast transient (TJo + ~o) exp( -tic), which is the so-called 
boundary-layer part ofthe solution. After the decay ofthis transient, z remains close 
to [1- (1 + ~o) exp( -t)], which is the slow (quasi-steady-state) part of the solution. 
The two-time-scale behavior is significant only in z, while x is predominantly slow. 
In fact, x has a fast (boundary-layer) transient, but it is O(c). Since this system is 
linear, we can characterize its two-time-scale behavior via modal analysis. It can be 
easily seen that the system has one slow eigenvalue AI, which is O(c) close to the 
eigenvalue of the reduced model, that is, Al = -1 + O(c), and one fast eigenvalue 
A2 = Ale, where A is O(c) close to the eigenvalue of the boundary-layer model, that 
is, A2 = [-1 + O(c)]/c. The exact solutions of x and z will be linear combinations 
of the slow mode exp(A1t), the fast mode exp(At/c), and a steady-state component 
due to the input u(t) = t. By actually calculating the modal decomposition, it can 
be verified that the coefficient of the fast mode in x is O(c). This can be done for 
linear systems in general. (See Exercise 11.l4.) ,6, 
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Example 11.6 Consider the singular perturbation problem 

Ax + Bz, x(O) ~O 

EZ ?jJ ( u ( t) - z - k2 C x) , z (0) 

for the high-gain feedback system of Example 11.2. Suppose u(t) = 1 for t 2: 0 
and ?jJ(.) tan-1 (.). The unique root of (11.3) is h(t,x) = 1 - k2Cx and the 
boundary-layer model (11.14) is 

The Jacobian 
Bgi 
By y=O 

1 

1+ I 
=-1 

y=O 

is Hurwitz; hence, the origin of the boundary-layer model is exponentially stable. 
It is also clear that the origin is globally asymptotically stable. Since the reduced 
problem 

:i; (A - Bk2C)x + B, x(O) = ~o 

is linear, it is clear that all the assumptions of Theorem 11.1 are satisfied, and we 
can proceed to approximate x and z in terms of the solutions of the reduced and 
boundary-layer problems. £:::, 

Example 11. 7 Consider the singular perturbation problem 

:i; x2 (1 + t)/z, x(O) 1 

EZ + (1 + t)x] z [z - (1 + t)), z(O) 'TIo 

Equation (11.3), which takes the form 

o = + (1 + t)x] z [z - (1 + t)] 

has three isolated roots 

z - (1 + t) x, z = 0, and z = 1 + t 

in the region {t 2: 0 and x > k}, where 0 < k < 1. Consider first the root 
z = -(1 + t)x. The boundary-layer model (11,14) is 

dy 
dT = -y[y - (1 + t)x][y - (1 + t)x - (1 + t)] 

A sketch of the right-hand side function, Figure 11. 5 ( a), shows that the origin is 
asymptotically stable with y < (l+t)x as its region of attraction. Taking V(y) = y2, 
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y y 

(a) (b) 

Figure 11.5: RHS of boundary-layer model: (a) z = -(1 +t)x, (b) z = o. 

it can be easily verified that V satisfies (11.17) and (11.18) for y :S p < (1 + t)x. 
The reduced problem 

x = -x, x(O) = 1 

has the unique solution x(t) = exp(-t) for all t 2: O. The boundary-layer problem 
with t = 0 and x = 1, 

dy 
dr = ._y(y - l)(y - 2), y(O) = 'r/o + 1 

has a unique decaying solution f)(r) for'r/o < O. Consider next the root z = O. The 
boundary-layer model (11.14) is 

dy 
dr = -[y + (1 + t)x] y [y - (1 + t)] 

A sketch of the right-hand side function, Figure 11.5 (b), shows that the origin is 
unstable. Consequently, Theorem 11.1 does not apply to this case. Finally, the 
boundary-layer model for the root z = 1 + t is 

dy 
dr = -[y + (1 + t) + (1 + t)x][y + (1 + t)]y 

Similar to the first case, it can be shown that the origin is exponentially stable 
uniformly in (t, x). The reduced problem 

x = x 2
, X (0) = 1 

has the unique solution x(t) = 1/(1 - t) for all t E [0,1). Notice that x(t) has a 
finite escape time at t = 1. However, Theorem 11.1 still holds for t E [0, tIl with 
tl < 1. The boundary-layer problem with t = 0 and x = 1, 

dy 
dr = -(y + 2)(y + l)y, y(O) = 'r/O - 1 
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z 
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Figure 11.6: Simulation results for z of Example 11.7 at c = 0.1: reduced solution 
(dashed); exact solution (solid). 
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Figure 11.7: Exact (solid) and approximate (dashed) solutions for Example 11.7 at 
c 0.1. 

has a unique decaying solution Y(T) for'TJo > O. Among the three roots of (11.3), 
only two roots, h = -(1 + t)x and h = 1 + t, give rise to valid reduced models. 
Theorem 11.1 applies to the root h = -(1 +t)x if'TJO < 0 and to the root h = 1 +t if 
'TJo > O. Figures 11.6 and 11.7 show simulation results at c = 0.1. Figure 11.6 shows 
z for four different values of 'TJo, two for each reduced model. Figure 11.7 shows 
the exact and approximate solutions of x and z for 'TJo = -0.3. The trajectories 
of Figure 11.6 clearly exhibit a two-time-scale behavior. They start with a fast 
transient of z(t, c:) from 'TJo to z(t). After the decay of this transient, they remain 
close to z(t). In the case 'TJo = -0.3, the convergence to z(t) does not take place 
within the time interval [0,0.2J. The same case is shown in Figure 11.7 on a longer 
time interval, where we can see z(t, c) approaching z(t). Figure 11.7 illustrates the 
O(c) asymptotic approximation result of Tikhonov's theorem. D 
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.3 Singular Perturbation on the Infinite Interval 

Theorem 11.1 is valid only on 0 (1) time intervals. This fact can be easily seen from 
the proof of the theorem. In particular, it is established in (C.81) that 

For any finite tI, the foregoing estimate is 0 (E), but it is not 0 (E) uniformly in t 
for all t 2:: to. For the latter statement to hold, we need to show that 

Ilx(t, E) x(t) II ::; Ek, 'litE [to, (0) 

This can be done under some additional stability conditions. In the next theorem, 
we require the reduced system (11.5) to have an exponentially stable equilibrium 
point at the origin and use a Lyapunov function to estimate its region of attraction. 

Theorem 11.2 Consider the singular perturbation problem of (11.6) and (11.7) 
and let z = h(t, x) be an isolated root of (11.3). Assume that the following conditions 
are satisfied for all 

[t, x, z - h(t, x), E] E [0,00) x Dx x Dy x [0, EO] 

for some domains Dx C Rn and Dy C Rm, which contain their respective origins: 

.. On any compact subset of Dx x Dy, the functions f, g, their first partial deriva­
tives with respect to (x, z, E), and the first partial derivative of g with respect to 
t are continuous and bounded, h(t,x) and [8g(t, x, z, 0)/8z] have boundedfirst 
partial derivatives with respect to their arguments, and [8f(t,x,h(t,x),0)/8x] 
is Lipschitz in x, uniformly in t; the initial data ~(E) and 7)(E) are smooth 
functions of E; 

• the origin is an exponentially stable equilibrium point of the reduced system 
(11.5); there is a Lyapunov function V(t, x) that satisfies the conditions of 
Theorem 4.9 for (11.5) for (t, x) E [0, (0) x Dx and {WI (x) :::; c} is a compact 
subset of Dx; 

III the origin is an exponentially stable equilibrium point of the boundary-layer 
system (11.14), uniformly in (t, x); let Ry C Dy be the region of attraction of 
(11.13) and o'y be a compact subset of R y. 

Then, for each compact set Dx C {1¥2(x) ::; pc, 0 < p < I} there is a positive 
constant E* such that for all to 2:: 0, ~o E Dx, 7)0 - h(to, ~o) E o'y, and 0 < E < E*, 
the singular perturbation problem of (11.6) and (11.7) has a unique solution x(t, E), 
z(t, c) on [to, (0), and 

x(t, c) - x(t) O(c) 

Z(t,E) - h(t,x(t)) - y(t/c) = O(c) 

(11.23) 

(11.24) 
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hold 'uniformly for t E [to, (0), where x(t) and y(r) are the solutions of the reduced 
and boundary-layer problems (11.8) and (11.13). Moreover, given any tb > to! there 
is c** :::; c* S'Uch that 

z(t, c) - h(t, x(t)) = O(c) 

holds uniformly for t E [tb, (0) whenever c < c** . 

Proof: See Appendix C.18. 

(11.25) 

o 

If the reduced system (11.5) is autonomous, the set Ox in Theorem 11.2 can be 
any compact subset of its region of attraction. This is a consequence of (the con­
verse Lyapunov) Theorem 4.17, which provides a Lyapunov function V (x) such that 
any compact subset of the region of attraction is in the interior of a compact set of 
the form {V(x) :::; c}. 

Example 11.8 Consider the singular perturbation problem 

1 
1 - x - 2 ['¢(x + z) + ,¢(x - z)], x(O) = ~o 

c 
-(c + 2)z - 2" ['¢(x + z) - '¢(x - z)], z(O) = 'TIo 

for the electric circuit of Example 11.3, and assume that 

'¢ ( v) = a [exp (~) - 1], a > 0, b > 0 

We have dropped the subscript r as we copied these equations from Example 11.3. 
The differentiability and Lipschitz conditions of Theorem 11.2 are satisfied on any 
compact set of (x, z). The reduced model 

x = 1 - x - a [exp (~) - 1] ~ f 0 (x) 

has a unique equilibrium point at x = p*, where p* is the unique root of fo (p*) = O. 
It can be easily seen that 0 < p* < 1. The Jacobian 

dfo 

dx 
a (P*) = -1 - b exp b <-1 

is negative; hence, the equilibrium point x = p* is exponentially stable. Moreover, 
by sketching the function !o(x), it can be seen that x = p* is globally asymptotically 
stable. The change of variables x = x - p* shifts the equilibrium point to the origin. 
The boundary-layer model 

dz 
- =-2z 
dr 

is independent of x, and its origin is globally exponentially stable. Thus, all the con­
ditions of Theorem 11.2 are satisfied globally and the estimates of (11.23) through 
(11.25), with h = 0, hold for all t ?: 0 and for any bounded initial state (~o, 'TIo). 

,6, 
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Example 11.9 Consider the adaptive control of a plant represented by the second­
order transfer function 

- kp 
P ( s) = -( s---a

p
-:-)':"-( E-s-+-1~) 

where ap, kp > 0, and E > 0 are unknown parameters. The parameter E represents 
a small "parasitic" time constant. Suppose we have neglected E and simplified the 
transfer function to 

P(s) = 
s - ap 

We may now proceed to design the adaptive controller for this first-order transfer 
function. In Section 1.2.6, a model reference adaptive controller is given by 

u fhr + fhyp 

81 -'(YP - Ym)r 

82 -'(YP - Ym)Yp 

where YP' U, r, and Ym are the plant output, the control input, the reference input, 
and the reference model output, respectively. With (the first-order model of) the 
plant and the reference model represented by 

and 

it is shown in Section 1.2.6 that the closed-loop adaptive control system is repre­
sented by the third-order state equation 

eo ameo + kp(hr + kp1>2 (eo + Ym) 

1>1 -,eor 

¢2 -,eo(eo + Ym) 

where eo = YP -Ym, 1>1 = fh - Or, 1>2 = O2 -02, or = km/kp, and O2 = (am - ap)/kp. 
Define 

as the state vector and rewrite the state equation as 

± = fo(t,x) 

where fo(t, 0) = O. "\rye will refer to this third-order state equation as the nominal 
adaptive control system, which is the model we use in the stability analysis. We 
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assume that the origin of the model is exponentially stable. 5 When the adaptive 
controller is applied to the actual system, the closed-loop system will be different 
from this nominal model. Let us represent the situation as a singular perturbation 
problem. The actual second-order model of the plant can be represented by the 
singularly perturbed model 

YP apyp + kpz 

EZ -z + u 

By repeating the derivations of Section 1.2.6, it can be seen that the actual adaptive 
control system is represented by the singularly perturbed model 

x !o(t,x) + K[z - h(t,x)] 

cZ -z+h(t,x) 

where 

h(t, x) = u = (8;' + (h)r(t) + (8; + <p2)(eo + Ym(t)), K = [kp, 0, O]T 

The signal Ym(t) is the output of a Hurwitz transfer function driven by r(t). There­
fore, it has the same smoothness and boundedness properties of r(t). In particular, 
if r( t) has continuous and bounded derivatives up to order N, the same will be 
true for Ym(t). Let us analyze this singularly perturbed system. At c = 0, we have 
z = h(t, x) and the reduced model is 

x=!o(t,x) 

which is the closed-loop model of the nominal adaptive control system. We have 
assumed that the origin of the model is exponentially stable. The boundary-layer 
model 

dy 
dT =-Y 

is independent of (t, x) and its origin is globally exponentially stable. If the reference 
input r(t) and its derivative r(t) are bounded, all the assumptions of Theorem 11.2 
will be satisfied on any compact set of (x, z). Let x denote the solution of the nom­
inal adaptive control system and x(t, E) denote the solution of the actual adaptive 

is shown in Example 8.12 that this will be the case under a persistence of excitation con­
dition. In particular, the origin will be exponentially stable if r(t) = asinwt. A word of caution 
at this point: Note that our analysis in this example assumes that r(t) is fixed and studies the 
asymptotic behavior of the system for small c. As we fix the value of c at some small numerical 
value, our underlying assumption puts a constraint on r(t)-in particular, on the input frequency w. 
If we start to increase w, we may reach a point where the conclusions of the example are no longer 
valid because a high-frequency input may violate the slowly varying nature of the slow variable x. 
For example, the signal r(t), which is of order O(w), may violate our assumption that r is of order 
0(1) with respect to c. 
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control system, both starting from the same initial state. By Theorem 11.2, we 
conclude that there exists c* > 0 such that for all 0 < c < c*, 

x(t, c) - x(t) = O(c) 

where O(c) holds uniformly in t for all t ;:::: to. This result shows robustness to 
unmodeled fast dynamics. D 

11.4 Slow and Fast Manifolds 

In this section, we give a geometric view of the two-time-scale behavior of the so­
lutions of (11.1)-(11.2) as trajectories in Rn+m. In order to use the concept of 
invariant manifolds,6 we restrict our discussion to autonomous systems. Further­
more, to simplify the notation, we take f and 9 to be independent of c. Thus, we 
consider the following simpler form ofthe singularly perturbed system (11.1)-(11.2): 

j; 

cZ 
f(x,z) 

g(x,z) 

(11.26) 

(11.27) 

Let z = h(x) be an isolated root of 0 = g(x, z) and suppose the assumptions of 
Theorem 11.1 are satisfied for this root. The equation z h(x) describes an n­
dimensional manifold in the (n + m)-dimensional state space of (x, z). It is an 
invariant manifold for the system 

o 
f(x,z) 
g(x,z) 

(11.28) 

(11.29) 

since a trajectory of (11.28}-(1l.29) that starts in the manifold z = h(x) will remain 
in the manifold for all future time (for which the solution is defined). The motion 
in this manifold is described by the reduced model 

j; = f(x, h(x)) 

Theorem 11.1 shows that trajectories of (11.26)-(11.27), which start in an O(c) 
neighborhood of z = h(x), will remain within an O(c) neighborhood of z = h(x). 
This motivates the following question: Is there an analog of the invariant manifold 
z = h(x) for c > O? It turns out that, under the assumptions of Theorem 11.1, 
there is a nearby invariant manifold for (11.26)-(11.27) that lies within an O(c) 
neighborhood of z = h(x). We seek the invariant manifold for (11.26)-(11.27) in 
the form 

z = H(x,c) (11.30) 

where H is a sufficiently smooth (that is, sufficiently many times continuously dif­
ferentiable) function of x and c. The expression (11.30) defines an n-dimensional 

6Invariant manifolds have been introduced in Section 8.1. 
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manifold, dependent on c, in the (n + m)-dimensional state space of (x, z). For 
z = H(x, c) to be an invariant manifold of (11.26)-(11.27), it must be true that 

Z(O,c) - H(x(O,c),c) = o::::? z(t,c) - H(x(t,c),c) == 0, 'litE J C [0,00) 

where J is any time interval over which the solution [x(t, c), z(t, c)] exists. Dif­
ferentiating both sides of (11.30) with respect to t, multiplying through by c, and 
substituting for X, cZ, and z from (11.26), (11.27), and (11.30), respectively, we 
obtain the manifold condition 

aH 
0= g(x,H(x,c)) -- c ax f(x,H(x,c)) (11.31) 

which H(x, c) must satisfy for all x in the region of interest and all c E [0, co]. At 
c = 0, the partial differential equation (11.31) degenerates into 

o g(x,H(x,O)) 

which shows that H(x,O) = h(x). Since 0 = g(x, z) may have more than one 
isolated root z = h(x), we may seek an invariant manifold for (11.26)-(11.27) in the 
neighborhood of each root. It can be shown 7 that there exist c* > 0 and a function 
H(x, c) satisfying the manifold condition (11.31) for all c E [0, c*] and 

H(x, c) - h(x) = O(c) 

for bounded x. The invariant manifold z = H (x, c) is called a slow manifold for 
(11.26)-(11.27). For each slow manifold, there corresponds a slow model 

x = f(x,H(x,c)) (11.32) 

which describes exactly the motion on that manifold. 
In most cases, we cannot solve the manifold condition (11.31) exactly, but we 

can approximate H(x, c) arbitrarily closely as a Taylor series at c = O. The approx­
imation procedure starts by substituting into (11.31) a Taylor series for H(x, c), 
namely, 

H(x, c) = Ho(x) + CHI (x) + c2 H 2 (x) + ... 
and by calculating Ho(x), Hl(X), and so on, by equating terms of like powers of 
c. This requires the functions f and 9 to be continuously differentiable in their 
arguments a sufficient number of times. It is clear that Ho(x) = H(x,O) = h(x). 
The equation for H 1 (x) is 

ag ah 
71 (x, h(x))Hl (x) = """i) f(x, h(x)) 
uZ uX 

will not prove the existence of the invariant manifold here. A proof can be done by a 
variation of the proof of (the center manifold) Theorem 8.1, given in Appendix 0.15. (See [34, 
Section 2.7J.) A proof under the basic assumptions of Theorem 11.1 can be found in [102J. 
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and has a unique solution if the Jacobian [8g18z] at z = h(x) is nonsingular. 
The nonsingularity of the Jacobian is implied by the eigenvalue condition (11.16). 
Similar to HI, the equations for higher order terms will be linear and solvable if the 
Jacobian [8g18z] is nonsingular. 

To introduce the notion of a fast manifold, we examine (11.26)-(11.27) in the 
T = tic time scale. At c = 0, X(T) == x(O), while Z(T) evolves according to 

dz 
dT = g(x(O), z) 

approaching the equilibrium point z = h(x(O)). This motion describes trajectories 
(x, z) in Rn+m, which, for every given x(O), lie in a fast manifold Fx defined by 
x = x(O) = constant and rapidly descend to the manifold z = h(x). For c larger than 
zero, but small, the fast manifolds are "foliations" of solutions rapidly approaching 
the slow manifold. Let us illustrate this picture by two second-order examples. 

Example 11.10 Consider the singularly perturbed system 

i; -x + z 

cZ tan- l (l-z-x) 

At c = 0, the slow manifold is z = h(x) = 1 - x. The corresponding slow model 

i; = -2x + 1 

has an asymptotically stable equilibrium at x = 0.5. Therefore trajectories on the 
manifold z = 1 - x will be heading toward the point P = (0.5,0.5), as indicated 
by the arrow heads in Figure 11.8. Notice that (0.5,0.5) is an equilibrium point 
of the full system. The fast manifolds at c = 0 are parallel to the z-axis, with the 
trajectories heading toward the slow manifold z = 1 - x. With this information, 
we can construct an approximate phase portrait of the system. For example, a 
trajectory starting at point A will move down vertically until it hits the manifold 
z = 1 - x at point B. From B, the trajectory moves along the manifold toward 
the equilibrium point P. Similarly, a trajectory starting at point C will move up 
vertically to point D and then along the manifold to the equilibrium point P. For 
c > 0, but small, the phase portrait of the system will be close to the approximate 
picture we have drawn at c = O. Figure 11.9 shows the phase portrait for c = 0.1. 
The proximity of the two portraits is noticeable. D 

Example 11.11 Consider the Van der Pol equation 

d2 v dv 
- - f1(1 - v 2

)_ + V = 0 
ds2 ds 

when f1 » 1. With 
1 dv 1 3 

X = - -- + v - -v; z = v 
f1 ds 3 
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A 

B 

Figure 11.8: Approximate phase portrait of Example 11.10. 

as state variables, t = S / /1 as the time variable, and c = 1//12
, the system is 

represented by the standard singularly perturbed model 

± z 
cZ -x+z-lz3 

We already know by the Poincare-Bendixson theorem (Example 2.9) that the Van 
der Pol equation has a stable limit cycle. What we would like to do here is to use 
singular perturbations to have a better estimate of the location of the limit cycle. 
At c = 0, we need to solve for the roots z = h(x) of 

The curve --x + z - z3 /3 = 0, the slow manifold at c = 0, is sketched in Figure 11.10. 
For x <-2/3, there is only one root on the branch AB. For -2/3 < x < 2/3, there 
are three roots, one on each of the branches AB, BC, and CD. For x > 2/3, there 
is one root on the branch CD. For roots on the branch AB, the Jacobian 

og 2 oz = 1- z < 0, for z2 > 1 

Thus, roots on the branch AB (excluding a neighborhood of point B) are exponen­
tially stable. The same is true for roots on the branch CD (excluding a neighbor­
hood of point C). On the other hand, roots on the branch BC are unstable because 
they lie in the region z2 < 1. Let us construct an approximate phase portrait by us­
ing singular perturbations. '\tVe divide the state plane into three regions, depending 
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-3 -2 -1 

Figure 11.9: Phase portrait of Example 11.10 for c = 0.1. 

on the value of x. Trajectories starting in the region x < -2/3 will move parallel to 
the z-axis approaching the branch AB of the slow manifold. Trajectories starting in 
the region -2/3 < x < 2/3 will again be parallel to the z-axis, approaching either 
the branch AB or the branch CD, depending on the initial value of z. If the initial 
point is over the branch BC, the trajectory will approach AB; otherwise, it will 
approach CD. Finally, trajectories starting in the region x > 2/3 will approach the 
branch CD. For trajectories on the slow manifold itself, they will move along the 
manifold. The direction of motion can be determined by inspection of the vector 
field sign and is indicated in Figure 11.10. In particular, since x = z, trajectories on 
the branch AB will be sliding down, while those on the branch CD will be climbing 
up. There is no point to talk about motion on the branch BC since there are no 
reduced models corresponding to the unstable roots on that branch. So far, we 
have formed an approximate phase portrait everywhere, except the branch BC and 
the neighborhoods of points Band C. We cannot use singular perturbation theory 
to predict the phase portrait in these regions. Let us investigate what happens in 
the neighborhood of B when c is positive, but small. Trajectories sliding along the 
branch AB toward B are actually sliding along the exact slow manifold z = H(x, c). 
Since the trajectory is moving toward B, we must have 9 < O. Consequently, the 
exact slow manifold must lie above the branch AB. Inspection of the vector field 
diagram in the neighborhood of B shows that the trajectory crosses the vertical 
line through B (that is, x = 2/3) at a point above B. Once the trajectory crosses 
this line, it belongs to the region of attraction of a stable root on the branch CD; 
therefore, the trajectory moves rapidly in a vertical line toward the branch CD. 
By a similar argument, it can be shown that a trajectory moving along the branch 
CD will cross the vertical line through C at a point below C and then will move 
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A 

E 

D 

-3 -2 -1 

Figure 11.10: Approximate phase portrait of the Van der Pol oscillator. 

vertically toward the branch AB. This completes the picture of the approximate 
portrait. Trajectories starting at any point are attracted to one of the two branches 
AB or CD, which they approach vertically. Once on the slow manifold, the trajec­
tory will move toward the closed curve E - B - F - C - E, if not already on it, 
and will cycle through it. The exact limit cycle of the Van der Pol oscillator will lie 
within an O(c) neighborhood of this closed curve. The phase portrait for c = 0.1, 
shown in Figure 11.11, confirms this prediction. 

\Ve can also estimate the period of oscillation of the periodic solution. The 
closed curve E -- B - F - C E has two slow sides and two fast ones. Neglecting 
the time of the fast transients from B to F and from C to E, we estimate the period 
of oscillation by tEB +tpc. The time tEB can be estimated from the reduced model 

o 
Z 

1 3 -x + Z - 3Z 

Differentiating the second equation with respect to t and equating the expressions 
for ± from the two equations, we obtain the equation 

Z z= 
1-

which, when integrated from E to B, yields tEB = (3/2) - In 2. The time tpc 
can be estimated similarly and, due to symmetry, tEB = tpc. Thus, the period of 
oscillation is approximated for small c by 3 - 21n 2. 6. 
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Figure 11.11: Phase portrait of the Van der Pol oscillator for c = 0.1. 

11.5 Stability Analysis 

We consider the autonomous singularly perturbed system 

± 
cZ 

1(x,z) 
g(x,z) 

449 

(11.33) 

(11.34) 

and assume that the origin (x = 0, z = 0) is an isolated equilibrium point and 
the functions 1 and 9 are locally Lipschitz in a domain that contains the origin. 
Consequently, 

1(0,0) = 0, g(O,O) = 0 

We want to analyze the stability of the origin by examining the reduced and 
boundary-layer models. Let z = h(x) be an isolated root of 

0= g(x,z) 

defined for all x E Dx C Rn, where Dx is a domain that contains x = O. Suppose 
h(O) = O. If z = h(x) is the only root of 0 = g, then it must vanish at the origin, 
since g(O,O) = O. If there are two or more isolated roots, then one of them must 
vanish at x 0, and that is the one we must work with. It is more convenient to 
work in the (x, y)-coordinates, where 

y = z - h(x) 

because this change of variables shifts the equilibrium of the boundary-layer model 
to the origin. In the new coordinates, the singularly perturbed system is 

± = 1(x, y + h(x)) (11.35) 



450 CHAPTER 11. SINGULAR PERTURBATIONS 

g(x,y + h(x)) - E ~~f(x,y + h(x)) (11.36) 

Assuming that Ilh(x)11 :::; ((llxll) for all x E D x , where ( is a class J( function, the 
map y = z h(x) is stability preserving; that is, the origin of (11.33)-(11.34) is 
asymptotically stable if and only if the origin of (11.35)-(11.36) is asymptotically 
stable. The reduced system 

i: = f(x, h(x)) (11.37) 

has equilibrium at x = 0 and the boundary-layer system 

dy 
dT = g(x, Y + h(x)) (11.38) 

where T tiE and x is treated as a fixed parameter, has equilibrium at y = O. 
The main theme of our analysis is to assume that, for each of the two systems, the 
origin is asymptotically stable and that we have a Lyapunov function that satisfies 
the conditions of Lyapunov's theorem. In the case of the boundary-layer system, 
we require asymptotic stability of the origin to hold uniformly in the frozen param­
eter x. Vve have already defined what this means in the case of an exponentially 
stable origin (Definition 11.1). More generally, we say that the origin of (11.38) is 
asymptotically stable uniformly in x if the solutions of (11.38) satisfy 

IIY(T)II :::; f3(y(O), T), V T 2:: 0, V x E Dx 

where f3 is a class J(£ function. This conditions will be implied by the condi­
tions we will impose on the Lyapunov function for (11.38). Viewing the full sin­
gularly perturbed system (11.35)-(11.36) as an interconnection of the reduced and 
boundary-layer systems, we form a composite Lyapunov function candidate for the 
full system as a linear combination of the Lyapunov functions for the reduced and 
boundary-layer systems. We then proceed to calculate the derivative of the com­
posite Lyapunov function along the trajectories of the full system and verify, under 
reasonable growth conditions on f and g, that the composite Lyapunov function 
will satisfy the conditions of Lyapunov's theorem for sufficiently small E. 

Let V(x) be a Lyapunov function for the reduced system (11.37) such that 

oV 
ox f(x, h(x)) :::; -al'¢r(X) (11.39) 

for all x E Dx , where 7,01 : Rn -+ R is a positive definite function; that is, 7,01(0) = 0 
and 'Ih(x) > 0 for all x E Dx - {O}. Let W(x, y) be a Lyapunov function for the 
boundary-layer system (11.38) such that 

(11.40) 

for all (x, y) E Dx x D y, where Dy C Rm is a domain that contains y = 0, and 
'1/)2 : Rm-+ R is a positive definite function; that is, 7,02 (0) = 0 and 7,02 (y) > 0 for 
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all y E Dy - {O}. We allow the Lyapunov function W to depend on x, since x is 
a parameter of the system and Lyapunov functions may, in general, depend on the 
system's parameters. Because x is not a true constant parameter, we have to keep 
track of the effect of the dependence of Won x. To ensure that the origin of (11.38) 
is asymptotically stable uniformly in x, we assume that W(x, y) satisfies 

(11.41) 

for some positive definite continuous functions liVl and liV2 . Now consider the com­
posite Lyapunov function candidate 

1/ (x, y) = (1 - d) V (x) + dW (x, y), 0 < d < 1 (11.42) 

where the constant d is to be chosen. Calculating the derivative of 1/ along the 
trajectories of the full system (11.35)-(11.36), we obtain 

oV . doW 
(1 - d)"£) j(x, y + h(x)) + ~g(x, y + h(x)) 

uX c uy 
i; = 

oWoh oW 
- day ax f(x, y + h(x)) + da;; f(x, y + h(x)) 

oV doW 
(l-d)"£)f(x,h(x)) + -~g(x,y+h(x)) 

uX c uy 

oV + (1 - d) ax [f (x, y + h (x)) - f (x, h (x) )] 

+ d - - -- f(x,y + h(x)) [
oW oW Oh] 
ax oy ax 

We have represented the derivative i; as the sum of four terms. The first two terms 
are the derivatives of V and W along the trajectories of the reduced and boundary­
layer systems. These two terms are negative definite in x and y, respectively, by 
inequalities (11.39) and (11.40). The other two terms represent the effect of the 
interconnection between the slow and fast dynamics, which is neglected at c = O. 
These terms are, in general, indefinite. The first of these two terms 

oV 
ax [f(x, y + h(x)) - f(x, h(x))] 

represents the effect of the deviation of (11.35) from the reduced system (11.37). 
The other term 

- - -- f(x,y + h(x)) [
oW oW Oh] 
ax oy ax 

represents the deviation of (11.36) from the boundary-layer system (11.38), as well 
as the effect of freezing x during the boundary-layer analysis. Suppose that these 
perturbation terms satisfy 

(11.43) 
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and 

for some nonnegative constants (31, 
(11.43), and (11.44), we obtain 

where 

and 
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(11.44) 

and ,. Using inequalities (11.39), (11.40), 

(1 - d)(31 - ~d(32 ] 

d((a2/E) -,) 

The right-hand side of the last inequality is a quadratic form in 'ljJ. The 
quadratic form is negative definite when 

which is equivalent to 

(11.45) 

The dependence of Ed on d is sketched in Figure 11.12. It can be easily seen 
that the maximum value of Ed occurs at d* = (3d((31 + (32) and is given by 

(11.46) 

It follows that the origin of (11.35)-(11.36) is asymptotically stable for all E < E*. 

Theorem 11.3 summarizes our findings. 

Theorem 11.3 Consider the singularly perturbed system (11.35) and (11.36). 
Ass'ume there are Lyapunov functions V(x) and W(x, y) that satisfy (11.39) 

through 
(11.41), (11.43), and (11.44) Let Ed and E* be defined by (11.45) and 
(11.46). Then, the origin of (11.35) and (11.36) is asymptotically stable for all E*. ° < E < 
Moreover, v(x, y), defined by (11.42), is a Lyapunov function for E E (0, Ed). 0 
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* E 

d 

Figure 11.12: Upper bound on c. 

The stability analysis that led to Theorem 11.3 delineates a procedure for 
constructing Lyapunov functions for the singularly perturbed system (11.35)-(11.36). 
We start by studying the reduced and boundary-layer systems, searching for Lya­
punov functions V(x) and lV(x, y) that satisfy (11.39) through (11.41). Then 
inequalities (11.43) and (11.44), which we will refer to as the interconnection 
conditions, are checked. Several choices of V and W may be tried before one 
finds the desired Lyapunov functions. As a guideline in that search, notice 
that the interconnection conditions will be satisfied if 

II ~~ liS k1'l/Jl(X); Ilf(x, h(x))11 S k2'l/Jl(X) 

Ilf(x, y + h(x)) - f(x, h(x))11 s k3'l/J2(y) 

II °o~ lis k4'l/J2(y); II 00: liS k5'l/J2(Y) 

A Lyapunov function V(x) that satisfies (11.39) and IloV/oxll S k1'l/Jl(X) is known 
as a quadratic-type Lyapunov function, and 'l/Jl is called a comparison function. 
Thus, the search would be successful if we could find quadratic-type Lyapunov 
functions V and W with comparison functions 'l/JI and 'l/J2 such that Ilf(x, h(x))11 
could be bounded by 'l/Jl(X) and Ilf(x,y + h(x)) - f(x, h(x))11 could be bounded 
by 'l/J2 (y). If we succeed in finding V and W, we can conclude that the origin is 
asymptotically stable for c < c*. For a given c < c*, there is a range (d1 , d2), 
illustrated in Figure 11.12, such that for any d E (d1 , d2 ), the function v(x, y) = 
(1 d)V(x) + dW(x, y) is a valid Lyapunov function. The freedom in choosing d 
can be used to achieve other objectives, like improving estimates of the region of 
attraction. 
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Example 11.12 The second-order system 

i: = f (x, z) = x - x3 + z 

cZ = g(x, z) = -x - z 

has a unique equilibrium point at the origin. Let y = z - h(x) = z + x and rewrite 
the system as 

i: _x3 + y 

cy -y + c( _x3 + y) 

For the reduced system 

we take V(x) = (1/4)x4, which satisfies (11.39) with 'lj;l(X) = Ixl3 and al = 1. For 
the boundary-layer system 

dy 
dT -y 

we take W(y) = (1/2)y2, which satisfies (11.41) with 'lj;2(y) = IYI and a2 = 1. As 
for the interconnection conditions of (11.43) and (11.44), we have 

~~ [f(x, y + h(x)) - f(x, h(x))] = x3 y S; 'lj;1'lj;2 

and 
8W 7iY f(x, y + h(x)) = y( _x3 + y) S; 'lj;1'lj;2 + 'Ij;~ 

Note that 8W/8x = O. Hence, (11.43) and (11.44) are satisfied with fir = (32 = 
'"Y = 1. Therefore, the origin is asymptotically stable for c < c* = 0.5. In fact, 
since all the conditions are satisfied globally and v(x, y) = (1 - d)V(x) + dW(y) is 
radially unbounded, the origin is globally asymptotically stable for c < 0.5. To see 
how conservative this bound is, let us note that the characteristic equation of the 
linearization at the origin is 

A2+(t-1)A=0 

which shows that the origin is unstable for c > 1. Since our example is a simple 
second··order system, we may calculate the derivative of the Lyapunov function 

1- d d 
v(x, y) = -4-x4 + 2y2 

along the trajectories of the full singularly perturbed system and see if we can get 
a less conservative upper bound on c compared with the one provided by Theo­
rem 11.3: 

if (1 d)x3 (_x3 + y) - ~y2 + dy(-x3 + y) 
c 

-(1- d)x6 + (1- 2d)x3 y - d (t -1) y2 
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It is apparent that the choice d = 1/2 cancels the cross-product terms and yields 

which is negative definite for all c < 1. This estimate is indeed less conservative 
than that of Theorem 11.3. In fact, it is the actual range of c for which the origin 
is asymptotically stable. D 

Example 11.13 The system 

j; -x + z 

ci tan- 1 (1-x-z) 

has an equilibrium point at (0.5,0.5). The change of variables 

x = x - 0.5; Z z 0.5 

shifts the equilibrium point to the origin. To simplify the notation, let us drop the 
tilde and write the state equation as 

j; -x + z 

ci -tan-1 (x+z) 

The equation 
0= - tan- 1 (x + z) 

has a unique root z = h(x) = -x. We apply the change of variables y = z + x to 
obtain 

j; -2x + y 

ey - tan- 1 y + c( -2x + y) 

For the reduced system, we take V(x) = (1/2)x 2 , which satisfies (11.39) with 0:1 = 2 
and 'lh(x) = Ixl. For the boundary-layer system, we take W(y) = (1/2)y2 and 
(11.40) takes the form 

dlV 
dy 

for all y E Dy = {y I IYI < p}. Thus, (11.41) is satisfied with 0:2 = (tan-1 p)/ p 
and 'l/J2(y) = Iyl. The interconnection conditions (11.43) and (11.44) are satisfied 
globally with (31 = 1, (32 = 2, and 'Y = 1. Hence, the origin is asymptotically stable 
for all c < c* = (tan- 1 p)/2p. In fact, the origin is exponentially stable, since both 
ZJ and the negative definite upper bound on v are quadratic in (x, y). D 
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The Lyapunov analysis we have just presented can be extended to nonau­
tonomous systems. VVe will not give the details here;8 instead, we consider the 
case of exponential stability and use converse Lyapunov theorems to prove a result 
of conceptual importance. 

Theorem 11.4 Consider the singularly perturbed system 

i: 

eZ 

f(t, x, z, e) 

g(t, x, z, e) 

Assume that the following assumptions are satisfied for all 

(t,x,e) E [0,(0) x Br x [0, eo] 

• f(t,O,O,e) = ° and g(t,O,O,e) = 0. 

.. The equation ° g(t, x, z, 0) 

has an isolated mot z = h(t, x) such that h(t, 0) = 0. 

(11.47) 

(11.48) 

• The functions f, g, h, and their partial derivatives up to the second order are 
bo'unded for' z - h(t, x) E Bp. 

.. The origin of the 'reduced system 

i: = f(t,x,h(t,x),O) 

is exponentially stable . 

., The origin of the boundary-layer system 

dy 
dT =g(t,x,y+h(t,x),O) 

is exponentially stable, uniformly in (t, x). 

Then, there exists e* > ° such that for all e < e*, the origin of (11.47)-(11.48) is 
exponentially stable. <> 

Proof: By Theorem 4.14, there is a Lyapunov function V(t, x) for the reduced 
system that satisfies 

clllxl12 :S V(t, x) ::; c211xl1 2 

8V 8V 2 
7ft + 8x f(t,x,h(t,x),O):S -c311xll 

II ~~ II :S c411xll 

detailed treatment of the nonautonomous case can be found in [105, Section 7.5]. 



11.5. STABILITY ANALYSIS 457 

for some positive constants Ci, i = 1, ... ,4, and for x E Era' where ro :::; r. By 
Lemma 9.8, there is a Lyapunov function lV(t, x, y) for the boundary-layer system 
that satisfies 

bIily112:::; lV(t,x,y):::; b211yl12 
8W 
a;g(t, x, y + h(t, x), 0) :::; -b311y112 

1188~ II :::; b411yll 

11
8
; II :::; b5 11y112; 11

8
;: II :::; b6 11yl12 

for some positive constants bi , i 1, ... ,6, and for y E Epa' where Po :::; p. Apply 
the change of variables 

y=z-h(t,x) 

to transform (11.47)-(11.48) into 

We are going to use 

f(t, x, y + h(t, x), c) 
8h 

g(t, x, y + h(t, x), c) - c 8t 

8h 
- c 8x f (t, x, Y + h(t, x), c) 

v(t,x,y) = V(t,x) + TiV(t,x,y) 

(11.49) 

(11.50) 

as a Lyapunov function candidate for the system (11.49)-(11.50). In preparation 
for that, let us note the following estimates in the neighborhood of the origin: Since 
f and 9 vanish at the origin for all c E [0, co], they are Lipschitz in c linearly in the 
state (x, V). In particular, 

Also, 

Ilf(t, x, Y + h(t, x), c) - f(t, x, y + h(t, x), 0)11:::; cL1 (llxll + Ilyll) 

Ilg(t, x, y + h(t, x), c) - g(t, x, Y + h(t, x), 0)11 :::; cL2(ll xll + Ilyll) 

Ilf(t, x, Y + h(t, x), 0) - f(t, x, h(t, x), 0) II :::; L311YII 

Ilf(t,x,h(t,x),O)II:::; L411xll 

where we have used the fact that f(t,x,h(t,x),O) and h(t,x) vanish at x = ° for 
all t. Using these estimates and the properties of the functions V and W, it can 
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be verified that the derivative of IJ along the trajectories of (11.49)-(11.50) satisfies 
the inequality 

v ::; -alllxll2 + Ea211xl12 - a311yl12 + a411yl12 
c: 

+ a511 xll Ilyll + a611xll IIyl12 + a711yl13 

with positive al and a3 and nonnegative a2 and a4 to a7. For all Ilyll ::; po, this 
inequality simplifies to 

Thus, there exists c:* > 0 such that for all 0 < E < c*, we have 

for some I > O. It follows that 

lJ(t, x(t), y(t)) ::; exp[-21(t - to)]IJ(to, x(to), y(to)) 

and, from the properties of V and W, 

II ~~~j II::; Kl exp[-I(t - to)] II ~~~~j II 

Since y = z - h(t,x) and Ilh(t,x)11 ::; k211xll, we obtain 

II ~gj II ::; K2 exp[-I(t - to)] II ~g~j 
which completes the proof of the theorem. o 

Theorem 11.4 is conceptually important because it establishes robustness of 
exponential stability to unmodeled fast (high-frequency) dynamics. Quite often 
in the analysis of dynamical systems, we use reduced-order models obtained by 
neglecting small "parasitic" parameters. This reduction in the order of the model 
can be represented as a singular perturbation problem, where the full singularly 
perturbed model represents the actual system with the parasitic parameters and the 
reduced model is the simplified model used in the analysis. It is quite reasonable to 
assume that the boundary-layer model has an exponentially stable origin. In fact, 
if the dynamics associated with the parasitic elements were unstable, we should not 
have neglected them in the first place. The technicalities of assuming exponential 
stability instead of only asymptotic stability, or assuming that exponential stability 
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holds uniformly, are quite reasonable in most applications. It is enough to mention 
that all these technicalities will automatically hold when the fast dynamics are 
linear. When the origin of the reduced model is exponentially stable, Theorem 11.4 
assures us that the origin of the actual system will be exponentially stable, provided 
the neglected fast dynamics are sufficiently fast. The next example illustrates how 
this robustness property arises in control design. 

Example 11.14 Consider the feedback stabilization of the system 

i; f(t,x,v) 

EZ Az + Bu 

v Cz 

where f(t, 0, 0) = 0 and A is a Hurwitz matrix. The system has an open-loop 
equilibrium point at the origin, and the control task is to design a state feedback 
control law to stabilize the origin. The linear part of this model represents actuator 
dynamics, which are, typically, much faster than the plant dynamics represented by 
the nonlinear equation i; = f. To simplify the design problem, we may neglect the 
actuator dynamics by setting E = 0 and substituting v = -C A -1 Bu into the plant 
equation. To simplify the notation, let us assume that -C A-I B = I and write the 
reduced model as 

i; = f(t,x,u) 

We use this model to design a state feedback control law u = ,(t, x) such that the 
origin of the closed-loop model 

i; = f(t,x,,(t,x)) 

is exponentially stable. We will refer to this model as the nominal closed-loop 
system. Will the control law stabilize the actual system with the actuator dynamics 
included? When the control is applied to the actual system, the closed-loop equation 
is 

i; f(t,x,Cz) 

E:i Az + B,(t, x) 

We have a singular perturbation problem, where the full singularly perturbed model 
is the actual closed-loop system and the reduced model is the nominal closed-loop 
system. By design, the origin of the reduced model is exponentially stable. The 
boundary-layer model 

dy A 
dT = Y 

is independent of (t, x) and its origin is exponentially stable since A is a Hurwitz 
matrix. Assuming that f and , are smooth enough to satisfy the conditions of 
Theorem 11.4, we conclude that the origin of the actual closed-loop system is ex­
ponentially stable for sufficiently small E. This result legitimizes the ad hoc model 
simplification process of neglecting the actuator dynamics. D 
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Exercises 

11.1 Consider the RC circuit of Figure 11.13 and suppose the capacitor C2 is 
small relative to C1, while R1 = R2 = R. Represent the system in the standard 
singularly perturbed form. 

+ + 
u 

Figure 11.13: Exercises 11.1 and 11.2. 

11.2 Consider the RC circuit of Figure 11.13 and suppose the resistor R1 is small 
relative to R2 , while C1 = C2 = C. Represent the system in the standard singularly 
perturbed form. 

11.3 Consider the tunnel diode circuit of Section 1.2.2 and suppose the inductance 
L is relatively small so that the time constant L IRis much smaller than the time 
constant CR. Represent the system as a standard singularly perturbed model with 
c = LICR2

. 

11.4 ([105]) The feedback system of Figure 11.14 has a high-gain amplifier with 
gain k and a nonlinear element 'ljJ. Represent the system as a standard singularly 
perturbed model with c = 11k. 

Figure 11.14: Exercise 11.4. 
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11.5 Show that if the Jacobian [ag/ay] satisfies the eigenvalue condition (11.16), 
then there exist constants k, " and po for which inequality (11.15) is satisfied. 

11.6 Show that if there is a Lyapunov function satisfying (11.17) and (11.18), then 
inequality (11.15) is satisfied with the estimates of (11.19). 

11. 7 Consider the singular perturbation problem 

i; 

EZ 

x(O) = ~ 
z(O) = 17 

(a) Find an O(E) approximation of x and z on the time interval [0,1]. 

(b) Let ~ = 17 = o. Simulate x and z for 

(1) E = 0.1 and (2) E = 0.05 

and compare with the approximation derived in part (a). In carrying out the 
computer simulation, note that the system has a finite escape time shortly 
after t = 1. 

11.8 Consider the singular perturbation problem 

i; x + z, x(O) = ~ 

EZ - ~ tan- 1 (~(2X + z)) , z(O) = 17 

(a) Find an O(E) approximation of x and z on the time interval [0,1]. 

(b) Let ~ = 17 = 1. Simulate x and z for 

(1) E = 0.2 and (2) E = 0.1 

and compare with the approximation derived in part (a). 

11.9 Consider the singularly perturbed system 

i; = z, EZ = -x - EZ - exp(z) + 1 + u(t) 

Find the reduced and boundary-layer models and analyze the stability properties 
of the boundary-layer model. 

11.10 ([105]) Consider the singularly perturbed system 

EZ = -(z + xt)(z - 2)(z - 4) 

(a) How many reduced models can this system have? 
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(b) Investigate boundary-layer stability for each reduced model. 

(c) Let x(O) = 1 and z(O) = a. Find an O(c:) approximation of x and z on the time 
interval [0,1] for all values of a in the interval [-2,6]. 

11.11 Apply Theorem 11.2 to study the asymptotic behavior of the system 

i; = --x + z - sin t, c:z = -z + sin t 

as t ---7 00. 

11.12 ([105]) Find the exact slow manifold of the system 

11.13 ([105]) How many slow manifolds does the fol~owing system have? Which 
of these manifolds will attract trajectories of the system? 

i; = -xz, c:z = 

11.14 ([105]) Consider the linear autonomous singularly perturbed system 

i; Allx + A 12 Z 

C:Z A21 X + A22 Z 

where x E Rn) z E Rm, and A22 is a Hurwitz matrix. 

( a) Show that for sufficiently small c:, the system has an exact slow manifold z = 
-L(c:)x, where L satisfies the algebraic equation 

(b) Show that the change of variables TJ = Z + L( c:)x transforms the system into a 
block triangular form. 

(c) Show that the eigenvalues of the system cluster into a group of n slow eigen­
values of order 0(1) and m fast eigenvalues of order 0(1/c:). 

(d) Let H (c:) be the solution of the linear equation 

c:(All - A12L)H - H(A22 + c:LA12 ) + A12 = 0 

Show that the similarity transformation 

transforms the system into the block modal form 

where the eigenvalues of As and A f / c: are, respectively, the slow and fast 
eigenvalues of the full singularly perturbed system. 
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(e) Show that the component of the fast mode in x is O(c). 

(f) Give an independent proof of Tikhonov's theorem in the current case. 

11.15 Consider the linear singularly perturbed system 

Anx + A l2 Z + BIU(t), 
A2l X + A 22 Z + B2u(t), 

x(O) = ~ 
z(O) = rt 

463 

where x ERn, Z E Rm, U E RP, A22 is Hurwitz, and u(t) is uniformly bounded for 
all t 2:: O. Let x(t) be the solution of the reduced system 

x = Aox + Bou(t), x(O) = ~ 

(a) Show that x(t, c) - x(t) = O(c) on any compact interval [0, tl]' 

(b) Show that if Ao is Hurwitz, then x(t, c) - x(t) = O(c) for all t 2:: O. 

Hint: Use the transformation of the previous Exercise. 

11.16 Consider the singularly perturbed system 

X2 = -X2 + z, 

(a) Find the reduced and boundary-layer models. 

(b) Analyze the stability properties of the boundary-layer model. 

(c) Let XI(O) = X2(0) = z(O) = O. Find an O(c) approximation of the solution. 
Using a numerical algorithm, calculate the exact and approximate solutions 
over the time interval [0,10] for c = 0.1. 

(d) Investigate the validity of the approximation on the infinite time interval. 

( e) Show that the system has a unique equilibrium point and analyze its stability by 
using the singular perturbation approach. Is the equilibrium point asymptot­
ically stable? Is it globally asymptotically stable? Is it exponentially stable? 
Calculate an upper bound c* on c for which your stability analysis is valid. 

11.17 Repeat Exercise 11.16 for the singularly perturbed system 

x = -2x + x 2 + z, 
. 2 

CZ = X - X - Z 

In part (c), let x(O) = z(O) = 1 and the time interval be [0,5]. 
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11.18 Repeat Exercise 11.16 for the singularly perturbed system 

EZ = _2X4 / 3 - 2z 

In part (c), let x(O) = z(O) = 1 and the time interval be [0,1]. 

11.19 Repeat Exercise 11.16 for the singularly perturbed system 

EZ = -x - z 

In part (c), let x(O) = -1, z(O) = 2 and the time interval be [0,2]. 

11.20 Repeat Exercise 11.16 for the singularly perturbed system 

In part (c), let x(O) ZI(O) = zz(O) = 1 and the time interval be [0,2]. 

11.21 Consider the field-controlled DC motor of Exercise 1.17. Let Va = Va 
constant, and vf = U = constant. 

(a) Show that the system has a unique equilibrium point at 

Vlfe will use (If, la, n) as a nominal operating point. 

(b) It is typical that the armature circuit time constant Ta = La/ Ra is much 
smaller than the field circuit time constant Tf = L f / R f and the mechanical 
time constant. Therefore, the system can be modeled as a singularly perturbed 
system with if and w as the slow variables and ia as the fast variable. Taking 
Xl = if/If, Xz = w/n, z = ia/la, U = vf/U, and E = Ta/Tf, and using 
t' t/Tf as the time variable, show that the singularly perturbed model is 
given by 

where a = Lfc3/ RfJ, b = CICZUz /C3RaRJ' C = Va/laRa, and () denotes the 
derivative with respect to t'. 

(c) Find the reduced and boundary-layer models. 

(d) Analyze the stability properties of the boundary-layer model. 

(e) Find an O(E) approximation of x and z. 

(f) Investigate the validity of the approximation on the infinite time interval. 
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(g) Using a numerical algorithm, calculate the exact and approximate solutions for 
a unit step input at u and zero initial states over the time interval [0,10] for 
c = 0.2 and c = 0.1. Use the numerical data C1 = C2 = J2 X 10-2 N-m/ A, 
C3 = 6 X 10-6 N-m-s/rad, J = 10-6 N-m-s2 /rad, Ra = Rf = 1 0, Lf = 0.2 
H, Va = 1 V, and U = 0.2 V. 

11.22 ([105]) Consider the singularly perturbed system 

x = -"l(x) + az, 
. x 

cz = - - - z 
a 

where a is a positive constant and "1 is a smooth nonlinear function that satisfies 

"1(0) = 0 and x"l(x) > 0, for x E (-00, b) - {O} 

for some b > O. Investigate the stability of the origin for small c by using the 
singular perturbation approach. 

11.23 ([105]) The singularly perturbed system 

cZ = x 3 
- tanz 

has an isolated equilibrium point at the origin. 

(a) Show that asymptotic stability of the origin cannot be shown by linearization. 

(b) Using the singular perturbation approach, show that the origin is asymptoti-
cally stable for c E (0, c*). Estimate c* and the region of attraction. 

11.24 ([105]) Let the assumptions of Theorem 11.3 hold with 'IPI (x) = Ilxll and 
'l/J2(y) = Ilyll and suppose, in addition, that Vex) and W(x,y) satisfy 

k1 1lxl12 ::; Vex) ::; k211xl12 

k3 11yl12 ::; W(x, y) ::; k4 11Yl12 
v (x, y) E Dx x Dy, where k1 to k4 are positive constants. Show that the conclusions 
of Theorem 11.3 hold with exponential stability replacing asymptotic stability. 

11.25 ([191]) Consider the singularly perturbed system 

x f(x,y) 

ciJ Ay + C91 (x, y) 

where A is Hurwitz and f and 91 are sufficiently smooth functions that vanish at 
the origin. Suppose there is a Lyapunov function Vex) such that [8V/8x)j(x, 0) ::; 
-a1 ¢( x) in the domain of interest, where a1 > 0 and ¢( x) is positive definite. Let P 
be the solution of the Lyapunov equation P A + AT P = -J and take W(y) = yT Py. 
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(a) Suppose f and 91 satisfy the inequalities 

\\91(X,O)\\2::; k1 Q-}/2(x), k1 ~ 0 

av 
ax [l(x, y) - f(x,O)] ::; k2Q-}/2(x)\lyl\2, k2 ~ 0 

in the domain of interest. Using the Lyapunov function candidate vex, y) = 
(1 - d)V(x) + dW(y), 0 < d < 1 and the analysis preceding Theorem 11.3, 
show that the origin is asymptotically stable for sufficiently small E. 

(b) As an alternative to Theorem 11.3, suppose f and 91 satisfy the inequalities 

1-b 
k4 ~ 0, 0 < b < 1, c=-­

a 

in the domain of interest. Using the Lyapunov function candidate vex, y) = 
V(x)+(yT Py)'Y, where 'Y = 1/2a, show that the origin is asymptotically stable 
for sufficiently small c. 
Hint: Use Young's inequality 

lIP 
uw::;-uP+f.Lp-IWP-l,VU~O, w~O, f.L>0, p>l 

f.L 

to show that v ::; -cd) c21Iy\\;'Y. Then show that the coefficients Cl and C2 
can be made positive for sufficiently small c. 

(c) Give an example where the interconnection conditions of part (b) are satisfied, 
but not those of part (a). 

11.26 ([99]) Consider the multiparameter singularly perturbed system 

m 

CiZi 'TJi(X) + aijZj, i=l, ... ,m 
j=l 

where x is an n-dimensional vector, Zi'S are scalar variables, and c/s are small 
positive parameters. Let c = maXi ci. This equation can be rewritten as 

i; f(x,z) 

cDi 'TJ(x) + Az 

where Z and 'TJ are m-dimensional vectors whose components are Zi and 'TJi, respec­
tively, A is an m x m matrix whose elements are aij, and D is an m x m diagonal 
matrix whose ith diagonal element is ci/c. The diagonal elements of D are positive 
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and bounded by one. Suppose the origin ofthe reduced system x = f(x, -A- I 1](x)) 
is asymptotically stable and there is a Lyapunov function V (x) that satisfies the 
conditions of Theorem 11.3. Suppose further that there is a diagonal matrix P with 
positive elements such that 

Using 

v(X, z) = (1 - d)V(x) + d(z + A- I 1](x)f PD(z + A- I 1](x)), 0 < d < 1 

as a Lyapunov function candidate, analyze the stability of the origin. State and 
prove a theorem similar to Theorem 11.3 for the multiparameter case. Your conclu­
sion should allow the parameters ci'S to be arbitrary, subject only to a requirement 
that they be sufficiently small. 

11.27 ([105]) The singularly perturbed system 

where a > 0 and b > 0, has an equilibrium set {Xl = 0, Z = o}. Study the asymp­
totic behavior of the solution, for small c, using LaSalle's invariance principle. 
Hint: The asymptotic behavior of the reduced model has been studied in Exam­
ple 4.10. Use a composite Lyapunov function and proceed as in Section 11.5. Notice, 
however, that Theorem 11.3 does not apply to the current problem. 

11.28 Show that the origin of the system 

X2 = -X2 + z, cZ = -(Xl + z) (Xl + z)3 

is globally exponentially stable for sufficiently small c. 

11.29 Consider the singularly perturbed system 

x = -x + tan- l z, cZ = -x - z + u 

(a) Find c* such that V c < c*, the origin of the unforced system is globally 
asymptotically stable. 

(b) Show that for each c < c*, the system is input-to-state stable. 

11.30 Consider the feedback connection of Figure 7.1, where the linear component 
is a singularly perturbed system represented by 

Xl X2 

X2 -Xl - 2X2 + z 

cZ -z + u 

y 2XI + X2 

and'ljJ is a smooth, memoryless, time-invariant nonlinearity that belongs to a sector 
[0, k] for some k > O. 
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(a) Represent the closed-loop system as a singularly perturbed system and find its 
reduced and boundary-layer models. 

(b) Show that for every k > 0, there is c* > ° such that the system is absolutely 
stable for all ° < c < c*. 



Chapter 1 

Feedback Control 

The last three chapters of the book deal with the design of feedback control. Vari­
ous tools of nonlinear control design are introduced, including linearization, integral 
control, gain scheduling, feedback linearization, sliding mode control, Lyapunov re­
design, backstepping, passivity-based control, and high-gain observers. Most of the 
nonlinear analysis tools we have learned so far come into play in these three chap­
ters, solidifying our understanding of these tools. This chapter starts with a section 
on control problems that serves as an introduction to all three chapters. This is fol­
lowed by four sections on classical tools, which proved to be useful in applications, 
namely, linearization, integral control, and gain scheduling. Feedback lineariza­
tion is presented in Chapter 13 and various nonlinear design tools are presented in 
Chapter 14. 

12.1 Control Problems 

There are many control tasks that require the use of feedback. Depending on the 
design goals, there are several formulations of the control problem. The tasks of 
stabilization, tracking, and disturbance rejection or attenuation (and various com­
binations of them) lead to a number of control problems. In each problem, we 
may have a state feedback version where all state variables can be measured or an 
output feedback version where only an output vector, whose dimension is typically 
less than the dimension of the state, can be measured. In a typical control prob­
lem, there are additional goals for the design, like meeting certain requirements 
on the transient response or certain constraints on the control input. These re­
quirements could be conflicting and the designer has to trade off various conflicting 
requirements. The desire to optimize this design tradeoff leads to various optimal 
control problems. When model uncertainty is taken into consideration, issues of 
sensitivity and robustness come into play. The attempt to design feedback control 
to cope with a wide range of model uncertainty leads to either robust or adaptive 

469 
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control problems. In robust control, the model uncertainty is characterized as per­
turbations of a nominal model. You may think of the nominal model as a point 
in a space and the perturbed models as points in a ball that contains the nominal 
model. A robust control design tries to meet the control objective for any model 
in the "ball of uncertainty." Adaptive control, on the other hand, parameterizes 
the uncertainty in terms of certain unknown parameters and tries to use feedback 
to learn these parameters on-line, that is, during the operation of the system. In a 
more elaborate adaptive scheme, the controller might be learning certain unknown 
nonlinear functions, rather than just learning some unknown parameters. There 
are also problem formulations that mix robust and adaptive control. In the current 
section, we describe the control problems we shall encounter in this chapter and the 
next two. We will limit our discussions to the basic tasks of stabilization, track­
ing, and disturbance rejection. We start with the stabilization problem, both state 
feedback and output feedback versions. Then we describe tracking and disturbance 
rejection problems. Some robust control problems will be described in Chapter 14, 
as needed. 

The state feedback stabilization problem for the system 

i; = f(t,x,u) 

is the problem of designing a feedback control law 

u=,(t,x) 

such that the origin x = 0 is a uniformly asymptotically stable equilibrium point of 
the closed-loop system 

i; = f(t,x,,(t,x)) 

The feedback control law u = ,(t, x) is usually called "static feedback," because it 
is a memoryless function of x. Sometimes, we use a dynamic state feedback control 

u=,(t,x,z) 

where z is the solution of a dynamical system driven by Xi that is, 

z = g(t, x, z) 

Common examples of dynamic state feedback control arise when we use integral 
control (Section 12.3) or adaptive control (Section 1.2.6). 

The output feedback stabilization problem for the system 

i; f(t, x, u) 

y h(t,x,u) 

is the problem of designing a static output feedback control law 

u=,(t,y) 
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or a dynamic output feedback control law 

u ,(t,y,z) 

z g(t, y, z) 

such that the origin is a uniformly asymptotically stable equilibrium point of the 
closed-loop system. In the case of dynamic feedback control, the origin to be sta­
bilized is (x = 0, z = 0). Dynamic feedback control is more common in output 
feedback schemes, since the lack of measurement of some of the state variables is 
usually compensated for by including "observers" or "observer-like" components in 
the feedback controller. 

While the standard stabilization problem is defined as stabilization of an equi­
librium point at the origin, we can use the same formulation to stabilize the system 
with respect to an arbitrary point Xss. For that we need the existence of a steady­
state value of the input U ss which can maintain equilibrium at Xss; namely, 

The change of variables 

U o = u - U ss 

results in 
Xo = f(t, Xss + xo, U ss + uo) ~f fo(t, Xo, uo) 

where fo(t, 0, 0) == 0 for all t 2: O. For output feedback problems, the output is 
redefined as 

Yo = Y h(t, X SS ) uss ) = h(t, Xss + xo, U ss + uo) - h(t, X ss , uss ) ~f ho(t, xo, uo) 

in which ho(t, 0, 0) == 0 for all t 2: O. We can now proceed to the solve the standard 
stabilization problem for the system 

Xo fo(t,xo,uo) 

Yo ho(t,xo,uo) 

where Uo is designed as feedback control of Xo or Yo. The overall control u = Uo +uss 

has a feedback component Uo and a feedforward component U ss . 

Naturally, the feedback stabilization problem is much simpler when the system 
is linear and time invariant: 

X Ax+Bu 

y Cx+Du 

In this case, the state feedback control u = - K x preserves linearity of the open-loop 
system, and the origin of the closed-loop system 

x = (A - BK)x 
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is asymptotically stable if and only if the matrix A -- BK is Hurwitz. Thus, the 
state feedback stabilization problem reduces to a problem of designing a matrix K 
to assign the eigenvalues of A - BK in the open left-half complex plane. Linear 
control theory 1 confirms that the eigenvalues of A - BK can be arbitrarily assigned 
(subject only to the constraint that complex eigenvalues are in conjugate pairs) 
provided the pair (A, B) is controllable. Even if some eigenvalues of A are not 
controllable, stabilization is still possible, provided the uncontrollable eigenvalues 
have negative real parts. In this case, the pair (A, B) is called stabilizable, and 
the uncontrollable (open-loop) eigenvalues of A will be (closed-loop) eigenvalues of 
A BK. If we can only measure the output y, we can use dynamic compensation, 
like the observer-based controller 

u -Kx 

x Ax + Bu + H(y - Cx - Du) 

to stabilize the system. Here, the feedback gain K is designed as in state feedback, 
such that A - BK is Hurwitz, while the observer gain H is designed such that 
A - HC is Hurwitz. The closed-loop eigenvalues will consist of the eigenvalues of 
A - BK and the eigenvalues of A - HC. 2 The stabilization of A - HC is dual to 
the stabilization of A - BK and requires observability (or at least detectability) of 
the pair (A, C). 

For a general nonlinear system, the problem is more difficult and less understood. 
The most practical way to approach the stabilization problem for nonlinear systems 
is to appeal to the neat results available in the linear case, that is, via linearization. 
In Section 12.2, a feedback control law is designed by linearizing the system about 
the desired equilibrium point and designing a stabilizing linear feedback control for 
the linearization. The validity of this idea comes from Lyapunov's indirect method 
stated in Theorems 4.7 and 4.13. Clearly, this approach is local; that is, it can 
only guarantee asymptotic stability, but cannot, in general, prescribe a region of 
attraction nor achieve global asymptotic stability. In Section 12.5, we describe gain 
scheduling, a technique that aims at extending the region of validity of linearization 
by solving the stabilization problem at different operating points and allowing the 
controller to move from one design to another in a smooth or abrupt way. In 
Chapter 13, another linearization idea is presented. There, we deal with a special 
class of nonlinear systems that can be transformed into linear systems via feed back 
and (possibly) a change of variables. After this transformation, a stabilizing linear 
state feedback control is designed for the linear system. This linearization approach 
is different from the first one in that no approximation is used; it is exact. Exactness, 
however, assumes perfect knowledge of the state equation and uses that knowledge 
to cancel the nonlinearities of the system. Since perfect knowledge of the state 

for example, [9], [35], [110], or [158J. 
2This fact is usually referred to as the "separation principle," since the assignment of the 

closed-loop eigenvalues can be carried out in separate tasks for the state feedback and observer 
problems. 
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equation and exact mathematical cancellation of terms are almost impossible, the 
implementation of this approach will almost always result in a closed-loop system, 
which is a perturbation of a nominal system whose origin is exponentially stable. 
The validity of the method draws upon Lyapunov theory for perturbed systems 
(Chapter 9), specifically regarding robustness of exponential stability. 

When a linear system is stabilized by feedback, the origin of the closed-loop 
system is globally asymptotically stable. This is not the case for nonlinear systems 
where different stabilization notions can be introduced. If the nonlinear system is 
stabilized via linearization, then the origin of the closed-loop system will be asymp­
totically stable. Without further analysis of the system, the region of attraction of 
the origin will be unknown. In this case, we say the feedback control achieves local 
stabilization. If the feedback control guarantees that a certain set is included in the 
region of attraction or if an estimate of the region of attraction is given, we say that 
the feedback control achieves Tegional stabilization. If the origin of the closed-loop 
system is globally asymptotically stable, we say that the control achieves global 
stabilization. If feedback control does not achieve global stabilization, but can be 
designed such that any given compact set (no matter how large) can be included 
in the region of attraction, we say that the feedback control achieves semiglobal 
stabilization. These four stabilization notions are illustrated by the next example. 

Example 12.1 Suppose we want to stabilize the scalar system 

± = x 2 + u 

by using state feedback. Linearization at the origin results in the linear system 
± = U, which can be stabilized by U = -kx with k > O. vVhen this control is 
applied to the nonlinear system, it results in 

± = -kx + x 2 

whose linearization at the origin is ± = -kx. Thus, by Theorem 4.7, the origin 
is asymptotically stable, and we say that u = -kx achieves local stabilization. In 
this example, it is not hard to see that the region of attraction is the set {x < k}. 
With this information, we say that u = -kx achieves regional stabilization. By 
increasing k, we can expand the region of attraction. In fact, given any compact 
set Br = {Ix I :S T}, we can include it in the region of attraction by choosing k > T. 
Hence, u = -kx achieves semiglobal stabilization. It is important to notice that 
u -kx does not achieve global stabilization. In fact, for any finite k, there is a part 
of the state space (that is, x 2: k), which is not in the region of attraction. While 
semiglobal stabilization can include any compact set in the region of attraction, 
the control law is dependent on the given set and will not necessarily work with a 
bigger set. For a given T, we can choose k > T. Once k is fixed and the controller is 
implemented, if the initial state happens to be in the region {x > k}, the solution 
x(t) will diverge to infinity. Global stabilization can be achieved by the nonlinear 
control law 

u = _x2 - kx 
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which cancels the open-loop nonlinearity and yields the linear closed-loop system 
x = -kx. ~ 

Vie turn now to the description of a more general control problem; namely, the 
tracking problem in the presence of disturbance. Here, we have a system modeled 
by 

x f(t,x,u,w) 

y h(t,x,u,w) 

Ym hm(t, x, u, w) 

where x is the state, u is the control input, w is a disturbance input, y is the 
controlled output, and Ym is the measured output. The basic goal of the control 
problem is to design the control input so that the controlled output Y tracks a 
reference signal r; that is, 

e(t) = y(t)- r(t) ~ 0, V t 2 to 

where to is the time at which control starts. Since the initial value of y depends on 
the initial state x(to), meeting this requirement for all t 2 to would require either 
presetting x(to) or presetting the initial value of the reference signal by assuming 
knowledge of x(to), which is not feasible in many applications. Therefore, we usually 
seek an asymptotic output tracking goal, where the tracking error e approaches zero 
as t tends to infinity; that is, 

e(t) ---+ 0 as t --7 00 

If asymptotic output tracking is achieved in the presence of input disturbance w, we 
say that we have achieved asymptotic disturbance rejection. When the exogenous 
signals rand ware generated by a known model, such as constant signals or si­
nusoidal signals of known frequencies, asymptotic output tracking and disturbance 
rejection can be achieved by including such model in the feedback controller. 3 This 
is so even when the system's model contain uncertain parameters. In the impor­
tant special case of constant exogenous signals, where the goal is to asymptotically 
regulate y to a "set point" r, asymptotic regulation and disturbance rejection can 
be achieved by including "integral action" in the controller. This is the only way to 
achieve asymptotic regulation in the presence of parametric uncertainties, which ex­
plains the popularity of PI (proportional-integral) and PID (proportional-integral­
derivative) controllers in industrial applications. The principle of using integral 
action is not tied in with linearity. This is shown in Section 12.3 where integral 
control is presented for a general nonlinear system; then in Section 12.4, we show 
how linearization can be used to design the stabilizing component of the integral 
controller. In Chapter 14, Sections 14.1.4 and 14.5.3, we show how PI and PID 
controllers can be designed as robust regulators of a class of nonlinear systems. 

is known as the "internal model principle." (See [32].) 
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For a general time-varying disturbance input wet), it might not be feasible to 
achieve asymptotic disturbance rejection. In such cases, we may attempt to achieve 
disturbance attenuation, which can take the form of a requirement to achieve ulti­
mate boundedness of the tracking error with a prescribed tolerance; that is, 

lIe(t)II::=;E, 'it:::::T 

where E is a prespecified (small) positive number. Alternatively, we may consider 
attenuating the closed-loop input-output map from the disturbance input w to the 
tracking error e. For example, if we consider w as an £2 signal, then our goal would 
be to minimize the £2 gain of the closed-loop input-output map from w to e, or at 
least, make this gain less than a prescribed tolerance. 4 

Feedback control laws for the tracking problem are classified in the same way 
we have seen in the stabilization problem. We speak of state feedback if x can be 
measured; that is, if Ym = x; otherwise, we speak of output feedback. Also, the 
feedback control law can be static or dynamic. The control law may achieve local, 
regional, semiglobal, or global tracking. The new element here is that these phrases 
refer not only to the size of the initial state, but to the size of the exogenous signals 
T and w as well. For example, in a typical problem, local tracking means tracking is 
achieved for sufficiently small initial states and sufficiently small exogenous signals, 
while global tracking means tracking is achieved for any initial state and any (T, w) 
in a prescribed class of exogenous signals. 

12.2 Stabilization via Linearization 

We illustrate the design-vi a-linearization approach by considering the stabilization 
problem. We start with state feedback control and then present output feedback. 

For state feedback stabilization, consider the system 

x = f(x,u) (12.1) 

where f(O, 0) = 0 and f(x, u) is continuously differentiable in a domain Dx x Du C 

Rn x RP that contains the origin (x = 0, u = 0). We want to design a state 
feedback control law u = ,(x) to stabilize the system. Linearization of (12.1) about 
(x = 0, u = 0) results in the linear system 

x = Ax+Bu (12.2) 

where 

8f I A = e(x,u) ; 
x x=O,u::=O 

8f I 
B = 8u (x, u) x=O,u=O 

4This is the formulation of the Hoo control problem. (See, for example, [20], [54], [61], [90], 
[199], and [219J.) 
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Assume the pair (A, B) is controllable, or at least stabilizable. Design a matrix K to 
assign the eigenvalues of A - BK to desired locations in the open left-half complex 
plane. Now apply the linear state feedback control u = - K x to the nonlinear 
system (12.1). The closed-loop system is 

x = 1(x, -Kx) (12.3) 

Clearly, the origin is an equilibrium point of the closed-loop system. The lineariza­
tion of (12.3) about the origin x = 0 is given by 

x = [af(x, -Kx) + a1 (x, -Kx) (-K)] x = (A·- BK)x ax au x=o 

Since A - B K is Hurwitz, it follows from Theorem 4.7 that the origin is an asymptot­
ically stable equilibrium point of the closed-loop system' (12.3). Actually, according 
to Theorem 4.13, the origin is exponentially stable. As a byproduct of the lineariza­
tion approach, we can always find a Lyapunov functio~ for the closed-loop system. 
Let Q be any positive-definite symmetric matrix and solve the Lyapunov equation 

P(A - BK) + (A - BKf P = -Q 

for P. Since (A - BK) is Hurwitz, the Lyapunov equation has a unique positive 
definite solution (Theorem 4.6). The quadratic function V(x) = xT Px is a Lya­
punov function for the closed-loop system in the neighborhood of the origin. We 
can use V(x) to estimate the region of attraction. 

12.2 Consider the pendulum equation 

(j = -asine be + cT 

where a = gil> 0, b = kim 2:: 0, c = 1/ml2 > 0, e is the angle subtended by the 
rod and the vertical axis, and T is the torque applied to the pendulum. View the 
torque as the control input and suppose we want to stabilize the pendulum at an 
angle e = 6. For the pendulum to maintain equilibrium at e = 6, the torque must 
have a steady-state component Tss that satisfies 

o = -a sin 6 + cTss 

Choose the state variables as Xl = e - 6, X2 = e and the control variable as 
u = T Tss. The state equation 

Xl x2 

X2 -a[sin(xl + 6) - sin 6] - bX2 + cu 

is in the standard form (12.1), where 1(0,0) = O. Linearization of the system at 
the origin results in 

A-[ 0 - -a COS(XI + 6) 
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The pair (A, B) is controllable. Taking K = [kl k2 ], it can be easily verified that 
A - BK is Hurwitz for 

The torque is given by 

k 
acosO 

1 >- --, 
c 

b 
k2 > - -

c 

T = asinO _ Kx = asinO - k1(O - 0) - kiJ 
c c 

We leave it to the reader (Exercise 12.1) to continue with the Lyapunov analysis of 
the closed-loop system. I:::, 

For output feedback stabilization, consider the system 

y 

f(x,u) 
h(x) 

(12.4) 

(12.5) 

where f(O,O) = 0, h(O) = 0, and f(x, u), h(x) are continuously differentiable in a 
domain Dx x Du C Rn x RP that contains the origin (x = 0, u = 0). We want to 
design an output feedback control law (using only measurements of y) to stabilize 
the system. Linearization of (12.4)-(12.5) about (x = 0, u = 0) results in the linear 
system 

y 

Ax+Bu 
Cx 

where A and B are defined after (12.2) and 

c=ah(x)1 
ax x=o 

(12.6) 

(12.7) 

Assume (A, B) is stabilizable and (A, C) is detectable, and design a linear dynamic 
output feedback controller 

i 

u 

such that the closed-loop matrix 

Fz+Gy 

Lz+My 

(12.8) 

(12.9) 

(12.10) 

is Hurwitz. An example of such design is the observer-based controller, where 

z = X, F = A - BK - HC, G = H, L = -K, M = 0 
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and K and H are designed such that A - BK and A - HC are Hurwitz. When the 
controller (12.8)-(12.9) is applied to the nonlinear system (12.4)-(12.5), it results 
in the closed-loop system 

± 
i 

f(x, Lz + Mh(x)) 

Fz + Gh(x) 

(12.11) 

(12.12) 

It can be verified that the origin (x = 0, z = 0) is an equilibrium point of the 
closed-loop system (12.11)-(12.12) and linearization about the origin results in the 
Hurwitz matrix of (12.10). Thus, once again, we conclude that the origin is an 
exponentially stable equilibrium point of the closed-loop system (12.11)-(12.12). A 
Lyapunov function for the closed-loop system can be obtained by solving a Lyapunov 
equation for the Hurwitz matrix of (12.10). 

1!.ix:an1.pJle 12.3 Reconsider the pendulum equation of Example 12.2, and suppose 
we measure the angle e, but not the angular velocity e. An output variable y can 
be taken as y = Xl e -- 0, and the state feedback controller of Example 12.2 can 
be implemented by using the observer 

Taking H = [hI h2]T, it can be verified that A - HC will be Hurwitz if 

The torque is given by 

12.3 Integral Control 

T = asino _ Kx 
c 

In Example 12.2, we considered the problem of regulating the pendulum's angle e to 
a constant value O. We reduced the problem to a stabilization problem by shifting 
the desired equilibrium point to the origin. While this approach is sound when 
the parameters of the system are known, it could be unacceptable under parameter 
perturbations. The control law 

comprises the steady-state component Tss = (a / c) sin 0, which assigns the equilib­
rium value of e, say ess , at the desired angle 0, and the feedback component -Kx, 
which makes A - BK Hurwitz. While the calculation of both components depends 
on the parameters of the system, the feedback part can be designed to be robust to 
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a wide range of parameter perturbations. In particular, if we know an upper bound 
on the ratio a/c, that is, a/c :::; p, we can ensure that A - BK will be Hurwitz by 
choosing kl and k2 to satisfy 

The calculation of T ss , on the other hand, could be sensitive to parameter pertur­
bations. Suppose Tss is calculated by using nominal values ao and Co of a and c, 
respectively. The equilibrium point of the closed-loop system is given by 

. e [ao . s: a SIn ss = C - sIn u 
Co 

If 8 = 0 or 8 = 7r (that is; the pendulum is stabilized at one of the open-loop 
equilibrium points), Tss = 0 and the foregoing equation yields ess = 8. In this case, 
the approach used in Example 12.2 will be robust to parameter perturbations. For 
other values of 8, the error in the steady-state angle could be unacceptable. For 
example, if 8 = 45°, c = co/2 (doubling the mass), a = ao, and kl = 3ao/co, we 
have ess ~ 36°. 

In this section, we present an integral control approach that ensures asymptotic 
regulation under all parameter perturbations that do not destroy the stability of the 
closed-loop system. The use of integral control is not tied in with linearity nor with 
the use of linearization to design the feedback controller. We present the approach 
for a general nonlinear system and then show in the next section how linearization 
can be used to design the feedback controller. 

Consider the system 

Y 

Ym 

f(x, u, w) 

h(x, w) 

hm(x, w) 

(12.13) 

(12.14) 

(12.15) 

where x E Rn is the state, u E RP is the control input, y E RP is the controlled 
output, Ym E Rm is the measured output, and w E Rl is a vector of unknown 
constant parameters and disturbances. The function f, h, and hm are continuously 
differentiable in (x, u) and continuous in w in a domain D x x Dux D w C R n x RP X Rl . 
Let r E Dr C RP be a constant reference that is available on line and set 

v = [ : 1 E Dv ~f Dr X Dw 

Vve want to design feedback control such that 

y(t) -7 r as t -7 00 

We assume that y can be measured; that is, y is a subset of Ym' The regulation 
task will be achieved by stabilizing the system at an equilibrium point where y = r. 
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Stabilizing 
Controller 

u 

Measured 

Signals 

Figure 12.1: Integral control. 

Plant 
Y 

Towards that end, we assume that for each v E D v , there is a unique pair (XSSl USS) 

that depends continuously on v and satisfies the equations 

o 
r 

f(x ss , Uss, w) 
h(xss, w) 

(12.16) 

(12.17) 

so that Xss is the desired equilibrium point and Uss is the steady-state control that 
is needed to maintain equilibrium at XSS' To introduce integral action, we integrate 
the regulation error e = y - r: 

o-=e 
Then we augment the integrator with the state equation (12.13) to obtain 

f(x, U, w) 
h(x,w)-r 

(12.18) 

(12.19) 

For multi output systems (p > 1), the integrator equation represents a stack of 
p integrators where each component of e is integrated. It is clear that integrat­
ing e requires both y and r to be available on line. The control task now is to 
design a stabilizing feedback controller that stabilizes the augmented state model 
(12.18)--(12.19) at an equilibrium point (xss, o-ss) where o-ss produces the desired Uss -

Figure 12.1 shmvs a block diagram representation of the integral control scheme. 
The integral controller comprises two components: the integrator and the sta­

bilizing controller _ The integrator is sometimes called the internal model, since it 
duplicates the model of the equation v = 0, which generates the exogenous constant 
signal v. The structure of the stabilizing controller depends on the measured signaL 
For example, in the case of state feedback; that is, when Ym = x, the stabilizing 
controller takes the form 

U = i(X, 0-, e) 

where i is designed such that there is a unique o-ss that satisfies the equation 

and the closed-loop system 

i; f(X,i(X,o-,h(x,w)-r),w) 

0- h(x,w)-r 
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has an asymptotically stable equilibrium point at (XSSl ass). At the equilibrium 
point, y = r, irrespective of the value of w. Hence, asymptotic regulation is achieved 
for all initial states in the region of attraction of (xss, ass). 

The fact that the integral controller of Figure 12.1 is robust to all parameter 
perturbations that do not destroy the stability of the closed-loop system can be 
intuitively explained as follows: The feedback controller creates an asymptotically 
stable equilibrium point. At this point, all signals must be constant. For the 
integrator a = e to have a constant output a, its input e must be zero. Thus, 
the inclusion of the integrator forces the regulation error to be zero at equilibrium. 
Parameter perturbations will change the equilibrium point, but the condition e = 0 
at equilibrium will be maintained. Thus, as long as the perturbed equilibrium point 
remains asymptotically stable, regulation will be achieved. 

The design of the stabilizing controller is not a trivial task because the closed­
loop equation depends on the unknown vector w. In the next section, we will see a 
straightforward solution to this dilemma via linearization, but it will only guarantee 
local regulation. Nonlocal regulation can be achieved by using some of the nonlinear 
design tools of Chapter 14; an example is given in Section 14.1.4. 

12.4 Integral Control via Linearization 

We start by designing a state feedback integral controller; then we consider output 
feedback. Vlfe need to design u = 1'(x, a, e) to stabilize the augmented state model 
(12.18)-(12.19) at (XSS) ass) where U ss = 1'(xss , ass, 0). Since we are going to use 
linearization, it is reasonable to consider a linear feedback control law of the form 

(12.20) 

When the control (12.20) is applied to (12.18)-(12.19), it results in the closed-loop 
system 

i; 

a 
f(x, -KIX - K 2a - K3(h(x, w) - r), w) 

h(x,w)-r 

Equilibrium points (x, 0-) of (12.21)-(12.22) satisfy the equations 

o f(x, 71, w) 
o h(x,w)-r 

71 -KIX - Kza 

(12.21 ) 

(12.22) 

By the assumption that the equilibrium equations (12.16) and (12.17) have a unique 
solution (xss, uss ) in the domain of interest, we conclude that x = Xss and 71 = U ss · 

By choosing K2 to be nonsingular, we guarantee that there is a unique solution ass 

of the equation 
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Our task now is to stabilize the equilibrium point (xss,O'ss). Linearization of the 
closed-loop system (12.21)-(12.22) about (xss,O'ss) yields 

~(j = (A - BIC)~(j 

where 

~o = [
X Xss 1   '
0' - O'ss A=[~ ~l' B=[~l, 

A= ~~(x,u,w) "'-""ss",,-u'ss' B~ :~(X,U'W)lx~x,,,u~u,: 
The matrices B, and C are, in general, dependent on 1J. Suppose now that (A, B) 
is controllable (respectively, stabilizable) and 5 

rank [~ ~ 1 = n + p (12.23) 

Then, (A, B) is controllable (respectively, stabilizable).6 Design IC, independent of 
W, such that A-BIC is Hurwitz for all v E Dv.7 For any such design, the matrix K2 
will be nonsingular. 8 Thus, (xss, 0' ss) is an exponentially stable equilibrium point 
of the closed-loop system (12.21)--(12.22), and all solutions starting in its region of 
attraction approach it as t tends to infinity. Consequently, y(t) - r -r 0 as t -r 00. 

Vve note that the stabilization of (xss, O'ss) is independent of K 3 . Therefore, we can 
take K3 = 0, or we may use it as an extra degree of freedom to improve performance. 

In summary, assuming (A, B) is stabilizable and the rank condition (12.23) is 
satisfied, the state feedback control can be taken as 

U -KIX - K 2 0' 

Cr e=y-r 

where IC = [Kl K2J is designed such that A - BIC is Hurwitz . 

. .b:x:anapJte 12.4 Consider the pendulum equation 

(j = -a sin e - be + cT 

rank condition (12.23) implies that the linear state model (A, B, C) has no transmission 
zeros at the origin. 

6See Exercise 12.3. 
7This is a robust stabilization problem that has been extensively studied in the linear control 

literature. (See, for example, [48] and [69].) Note that if K is designed to stabilize A - 13K at 
some nominal parameters, then, due to continuous dependence of the eigenvalues of a matrix on 
its elements, A -- 13K will remain Hurwitz in some neighborhood of the nominal parameters. 

8Had K2 been singular, A - 13K would have been singular as well, which contradicts the fact 
that A 13JC is Hurwitz. 
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where a = gil> 0, b = kim 2: 0, c = 1/ml2 > 0, 0 is the angle subtended by the 
rod and the vertical axis, and T is the torque applied to the pendulum. View T 
as the control input and suppose we want to regulate 0 to o. Taking Xl = 0 - 0, 
X2 = fJ, u = T, and y = Xl, we write the state equation as 

Xl X2 

X2 -asin(XI + 0) - bX2 + CU 

Y Xl 

It can be easily seen that the desired equilibrium point is 

The matrices A, B, and C are given by 

a . 
uss = - SlUO 

C 

A = [ -a ~os 0 ~b l; B = [ ~ l; C = [1 ° ] 
Noting that c > 0, it can be easily verified that (A, B) is controllable and the rank 
condition (12.23) is satisfied. Taking Kl = [kl k2J and K2 = k3, it can be verified, 
using the Routh-Hurwitz criterion, that A - BlC will be Hurwitz if 

Suppose we do not know the exact values of the parameters a > 0, b 2: 0, c > 0, 
but we know upper bounds PIon alc and P2 on 1/c. Then, the choice 

k3 > 0, and (12.24) 

ensures that A BlC will be Hurwitz. The feedback control law is given by 

u -kl(O - 0) - k2fJ - k30" 

0- 0-0 

which is the classical PID controller. Comparing this feedback law with the one 
derived in Example 12.2 shows that we no longer calculate the steady-state torque 
needed to maintain the equilibrium position. Regulation will be achieved for all 
parameter perturbations that satisfy (b + k2c)(a cos 0 + klc) - k3C > 0. Figure 12.2 
shows simulation results for regulating the pendulum to 0 = 7r I 4 with integral action 
(Example 12.4) and without integral action (Example 12.2). In the first case, the 
feedback gains kl = 8, k2 = 2, and k3 = 10 assign the eigenvalues at -15.93, -2.93, 
and -2.14. In the second case, the feedback gains kl = 3, k2 = 0.7 assign the 
eigenvalues at -4 ± j4.59. In both cases, the nominal parameters are a = c = 10 
and b = 1. In the perturbed case, band c are reduced to 0.5 and 5, respectively, 
corresponding to doubling of the mass. The simulation shows the improvement in 
the steady-state response with integral action, which is achieved at the expense of 
a longer settling time and an increased torque during the transient period. 6 
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Figure 12.2: Simulation results for pendulum regulation under nominal (solid) and per­
turbed (dashed) parameters, with (Example 12.4) and without (Example 12.2) integral 
action. 

as 
In the more general case of output feeback, the integral controller can be taken 

e = Y - r 

Fz + G1 (J" + G2Ym 

u Lz + ftv11 (J" + 1I12 Ym + M3e 

(12.25) 

(12.26) 

(12.27) 

where F, GI , G2 ) L, M I , 1112 , and 1113 are designed, independent of w, such that 

[

A + BM2 Cm + B1I13C BMI 
Ac = C 0 

G2 Cm G1 

is Hurwitz for all v E D v , where Cm = [8hm /8x] (xss, w). This will ensure that 
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is nonsingular and the equation 

has a unique solution (O"ss, zss). Thus, (xss, O"ss, zss) is the unique equilibrium point 
of the closed-loop system at which u = Uss and e = O. It can be verified that 
Ac is the linearization of the closed-loop system about (xss, O"ss, zss). Hence, the 
equilibrium point is exponentially stable and all solutions starting in its region of 
attraction approach it as t tends to infinity. Consequently, y(t) - r ---t 0 as t ---t 00. 

12.5 Gain Scheduling 

The basic limitation of the design-vi a-linearization approach is the fact that the 
controller is guaranteed to work only in some neighborhood of a single operating 
(equilibrium) point. In this section, we introduce gain scheduling, a technique that 
can extend the validity of the linearization approach to a range of operating points. 
In many situations, it is known how the dynamics of a system change with its 
operating points. It might even be possible to model the system in such a way 
that the operating points are parameterized by one or more variables, which we 
call scheduling variables. In such situations, we may linearize the system at several 
equilibrium points, design a linear feedback controller at each point, and implement 
the resulting family of linear controllers as a single controller whose parameters 
are changed by monitoring the scheduling variables. Such controller is called gain­
scheduled controller. 

The concept of gain scheduling originated in connection with flight control sys­
tems. 9 The nonlinear equations of motion of an airplane or a missile are linearized 
about selected operating points that capture the key modes of operation throughout 
the flight envelope. Linear controllers are designed to achieve the desired stability 
and performance requirements for the linearizations about the selected operating 
points. The parameters of the controllers are then interpolated as functions of gain 
scheduling variables; typical variables are dynamic pressure, Mach number, alti­
tude, and angle of attack. Finally, the gain-scheduled controller is implemented on 
the nonlinear system. V\Te start with a simple example to illustrate the idea of gain 
sched uling. 

Example 12.5 Consider the tank system of Exercise 1.19 where the cross-sectional 
area A varies with height. The system can be modeled by the equation 

~t ({ ACy) dY) = Wi - k,fPih 

[159] for a survey of research on gain scheduling and applications to flight control and 
automotive engine control. 
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where h is the liquid height in the tank, Vli is the input flow rate, p is the liquid 
density, 9 is the acceleration due to gravity, and k is a positive constant. Taking 
x = h as the state variable and u = Wi as the control input, the state model is given 
by 

x = Atx) (u - eJX) ~ f(x, u) 

where e = kJpfj will be treated as an uncertain parameter. Suppose we want to 
design a controller such that x tracks a reference signal r. We define y = x as the 
controlled output and use r as the scheduling variable. When r = a (a positive 
constant), the output y should be regulated to a. To cope with the uncertainty in 
e, we use integral control. The equilibrium equations (12.16) and (12.17) take the 
form 

o = USS - c~, a = XSS 

Hence, Xss = a and USS = efo. Augmenting the integrator (;- e = y - r with the 
state equation, we obtain 

x f(x,u) 
(;- x-r 

We use the PI controller 

to stabilize the augmented state equation at (xss,O"ss), where O"ss 

provided k2 =I- O. The closed-loop system is given by 

x f(x, -kl(a)(x - r) - k2(a)0") 
(;- x-r 

When r = a, the system has an equilibrium point at (xss,O"ss). Linearization of the 
closed-loop system about (x,O") = (XSSl O"ss) and r = a yields 

a(a) 

and 

ofl = [_1 (~) _ A'(x) (u - eJX)] 
ox x=a:,u=cfo A(x) 2ft A2(x) x=a:,u=cfo 

efo 
2aA(a) 

b(a) = of 
ou 

x=(.t,'U'=Cv'(.t 

1 

A(a) 
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Assuming we know an upper bound on c, we choose kl and k2 as 

where 0 < ( < 1, and 2(wn » la(a)l, to (approximately) assign the closed-loop 
eigenvalues at the roots of 

S2 + 2(wn s + w~ = 0 

Thus, the linearization of the closed-loop system under the fixed-gain controller is 

~8 = Af(a)~8 + B f r8, Y8 = Cf~8 

where 

-w~ 1 o ' B = [ 2(wn 1 
f -1' and Cf = [1 0 ] 

The closed-loop transfer function from the command input r8 to the output Y8 is 

2(wn s +w~ 
S2 + [2(wn - a(a)]s + w~ 

Now, leaving aside the hypothetical situation where r was assumed to be constant, 
let us deal with time-varying r. A gain-scheduled PI controller is taken as 

where a is replaced by r so that the gains kl and k2 vary directly with r. The 
closed-loop nonlinear system under the gain-scheduled controller is 

i:J x r 

When r = a, the system has an equilibrium point at (xss,O"ss)' This shows that 
the closed-loop nonlinear system under the gain-scheduled controller achieves the 
desired operating point for every a. Linearization about (x,O") = (xss,O"ss) and 
r = a yields 

where 

-w~ 1 
o ' Cs = [1 0 ] 

and ,(a) = -b(a)kb(a)O"ss(a) = A'(a)cfoIA2(a). The closed-loop transfer func­
tion from the command input r8 to the output Y8 is 

[2(wn + ,(a)]s + w~ 
S2 + [2(wn - a(a)]s + w~ 
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Original Modified 

Figure 12.3: Modification of the gain-scheduled PI controller of Example 12.5. 

Let us note the difference between the two linear models represented by (A f, B f, G j) 
and (As, B s, Gs). The first model is the linearization of the closed-loop system under 
the fixed-gain controller, while the second model is the linearization of the closed­
loop system under the gain-scheduled controller. In both cases, the linearization is 
about the desired operating point. Ideally, we would like these two models to be 
equivalent, for then we know that the local behavior of the closed-loop system near 
the desired operating point matches the behavior predicted by the design modeL 
Comparing the two models shows that As = Aj and Gs = Gj, but Bs #- Bj, 
resulting in a different zero location in the closed-loop transfer function. Despite 
this difference, the two transfer functions have the same poles and the property 
of zero steady-state regulation error to step inputs. If these are the only design 
objectives, we can say that the gain-scheduled controller is acceptable. On the 
other hand, if other performance issues are of concern, like the transient part of the 
step response, which is affected by the zero location, then we have to study the effect 
ofthe zero shift by linear analysis or simulation of the model (As, B s, Gs) (or both). 
Alternatively, we may modify the gain-scheduled controller with the objective of 
arriving at a linear model that is equivalent to (Af,Bf,Gf) for every 0;. This can 
be achieved by modifying the gain-scheduled controller tolO 

'U = -kl(r)e -+ TJ, iJ = -k2(r)e 

For constant gain k2, the modification can be interpreted as commuting the gain 
-k2 with the integrator. (See Figure 12.3.) The closed-loop nonlinear system under 
the modified gain-scheduled controller is 

j; = !(x,-kl(r)(x-r)-+TJ) 

iJ --k2(r)(x - r) 

When r = 0;, the system has an equilibrium point at x = Xss and TJ = 'Uss . Lin­
earization about (x, TJ) = (xss, 'Uss ) and r = 0; yields 

where 

Ams (0;) = 

Zo = Ams(o;)zo -+ Bms(o;)ro, Yo = Gmszo 

a(o;) - 2(wn 
-·w~/b(o;) 

b( 0;) 1 
o ' o 

modification is the velocity algorithm of [96]. Another modification is given in [114]. 
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Zt5 = [Xt5 'lJt5l T
, and 'lJt5 = 'lJ - U ss · The derivative k~ does not appear in this model 

because k2 is a mUltiple of e, which vanishes at the equilibrium point. It can be 
easily seen that the models (A f' B f' C f) and (Ams, B ms , Cms ) are equivalent by the 
similarity transformation 

Hence, both models have the same transfer function from 'rt5 to Yt5. 

In view of this example, we can describe the development of a gain-scheduled 
tracking controller for nonlinear systems by the following steps: 

1. Linearize the nonlinear model about a family of operating (equilibrium) points, 
parameterized by the scheduling variables. 

2. Using linearization, design a parameterized family of linear controllers to 
achieve the specified performance at each operating point. 

3. Construct a gain-scheduled controller such that 

• for each constant value of the exogenous input, the closed-loop system 
under the gain-scheduled controller has the same equilibrium point as 
the closed-loop system under the fixed-gain controller; 

• the linearization of the closed-loop system under the gain-scheduled con­
troller is equivalent to the linearization of the closed-loop system under 
the fixed-gain controller. 

4. Check the nonlocal performance of the gain-scheduled controller by simulating 
the nonlinear closed-loop model. 

The second step can be achieved by solving the design problem for a family of 
linear models that depend continuously on the scheduling variables, as we have 
done in the foregoing example, or by solving the problem only at a finite number of 
operating points by using the same controller structure for all of them, but allowing 
the controller parameters to change from one operating point to another. Then, the 
controller parameters are interpolated at intermediate operating points to produce 
the parameterized family of linear controllers. This interpolation process is usually 
ad hoc in nature and relies on physical insight.l1 In the forthcoming development 
we limit ourselves to the case where the design problem is solved for a family of 
linear models that depend continuously on the scheduling variables. 

Consider the system 

Y 

Ym 

f(x,u,v,w) 
h(x,w) 

hm(x, w) 

[159] for further discussion of this interpolation process. 

(12.28) 

(12.29) 

(12.30) 
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where f, h, and hm are twice continuously differentiable functions in (x, u, v) and 
continuous in w in a domain Dx x Du x Dv x Dw C Rn x RP x Rq X Ri. Here, x is 
the state, u is the control input, v is a measured exogenous input, w is a vector of 
unknown constant parameters and disturbances, Y E RP is the controlled output, 
and Ym E Rm is the measured output. We assume that Y can be measured; that is, 
Y is a subset of Ym' Let r E Dr C RP be a reference signal. We want to design an 
output feedback controller that achieves small tracking error e Y - r in response 
to the exogenous input 

p = v E D p = Dr X Dv 

We use integral control to achieve zero steady-state error when v = a (a constant 
vector) and rely on gain scheduling to achieve small error for slowly varying p. Vife 
partition a as a = [a;, a~]T, where ar and a v are constant values for rand 
v, respectively. We use p as the scheduling variable. 12 For the design of integral 
control, we assume that there is a unique pair (xss, uss) : Dp x Dw -+ Dx x Du, 
continuously differentiable in a and continuous in w, such that 

o f(xss(a, w), uss(a, w), a v , w) 

h(xss(a, w), w) 

(12.31) 

(12.32) 

for all (a, w) E D p x Dw. When p = a, we can use linearization, as in the previous 
section, to design an integral controller of the form 

e = y-r 

F(a)z + GI(a)O' + G2(a)Ym 

u L(a)z + MI(a)O' + M2(a)Ym + M3(a)e 

(12.33) 

(12.34) 

(12.35) 

where the controller gains F, G I , G2 , L, M l , M2 , and M3 are continuously differ­
entiable functions of a, designed such that 

[

A + BM2Cm + Blvl3C BMI 
Ac(a,w) = C 0 

G2Cm G1 

is Hurwitz for all (a, w) E Dp x Dw , where 

of 
A= ox' B= of, 

ou 
C= oh 

ox' 
and 

the gain scheduling literature, the scheduling variable is also allowed to depend on the 
measured output Ym. (See [159].) 
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with all Jacobian matrices evaluated at (x, u, v) = (XSS' U SS ' av ). The new element 
here is allowing the controller gains to depend on a (the frozen value of the schedul­
ing variable p). In the state feedback case, we can drop z and its state equation 
(12.34) and take Ym = x, L = 0, MI = -K2' M2 = -KI' and M3 = 0, where 
K = [KI K2J is designed such that 

is Hurwitz for every (a,w) E Dp x Dw. 
The closed-loop system under the fixed-gain controller (12.33)-(12.35) is 

x f(x, Lz + MIa + M2hm(x, w) + M3e, v, w) (12.36) 

a e = h(x,w)-r (12.37) 

i Fz + GIO' + G2hm(x, w) (12.38) 

Y h(x,w) (12.39) 

When p = a, the system has an equilibrium point at (xss, aSS) zss) at which e = O. 
Linearization about (x, 0', z) = (xss, aSS, zss) and p = a yields 

where 

[

X - Xss ] 
~8 = 0' - aSS , 

z - zss 

Af(a,w)~8 + Bf (a,w)p8 

Gf(a,w)~8 

[ rv~ 1 ' P8 = P - a = u 

- BM3 

-1 Gf = [G 0 0 ] 
o 

E = ~~ (X,U'V'W)lx~x'''"~"'''V~Q' 

(12.40) 

(12.41 ) 

Hence, when p = a, the equilibrium point (xss, aSS, zss) is exponentially stable. 
A gain-scheduled controller can be obtained from the fixed-gain controller (12.33)­

(12.35) by scheduling the gains F, G I , G2 L, M I , M2 , and M3 as functions of the 
scheduling variable p, that is, replacing a by p. It can be verified that the closed­
loop system under this controller will have the desired equilibrium point and its 
linearization (As(a,w),Bs(a,w),Gs(a,w)) will have As = Af = Ac) Gs = Gf, 
but, in general, Bs =1= B f due to partial differentiation of the scheduled gains with 
respect to p. The fact that Ac(a,w) is Hurwitz for all (a,w) E Dp x Dw shows 
that the gain-scheduled controller will produce an exponentially stable equilibrium 
point with zero steady-state tracking error when p = a. However, the closed-loop 
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transfer function from Po to Yo could be different from the corresponding transfer 
function of the design model. Therefore, we must check the local performance of 
the gain-scheduled controller via analysis or simulation. If the performance is ac­
ceptable, we may go ahead and implement the gain-scheduled controller. It turns 
out, however, that we can do better than that. As in Example 12.5, we can modify 
the gain-scheduled controller to achieve equivalence between the linearized models 
of the closed-loop systems under the fixed-gain and gain-scheduled controllers. In 
the example, we commuted the gain k2 and the integrator; that is, we moved the 
integrator from the input side of the controller to its output side, so that both gains 
k1 and k2 are multiples of e, which vanishes at steady-state. This is basically what 
we would like to do for the controller (12.33)-(12.35). However, the current situa­
tion is complicated by the presence of the dynamic equation (12.34), which has two 
driving inputs: (J" and Ym. While (J" is the output of an i,ntegrator and it makes sense 
to talk about moving the integrator to the output side of the controller, Ym is not 
the output of an integrator. This difficulty can be overcome if we can measure Ym, 
the derivative of Ym. For, then, we can represent the controller (12.33)-(12.35) as 

~ 'IjJ 

i F(a)z + G(a)). 

u L(a)z + M(a)). + 1\13 (a)e 

where 

The transfer function from 'IjJ to u, 

is equivalent to 

1 
{L(a)[sI - F(a)]-lG(a) + 1\1(a)}-

s 

~{L(a)[sI - F(a)r1G(a) + M(a)} 
s 

Hence, the controller can be realized by 

o F(a)~+G(a)'IjJ 

ry L(a)~+M(a)'IjJ 

u 17 + A13(a)e 

Figure 12.4 shows the original and modified realizations of the fixed-gain controller. 
Scheduling the gains F, G, L, A1, and M3 in the modified realization as functions 
of the scheduling variable p, we obtain the gain-scheduled controller 

u 

F(p)~ + G1(p)e + G2 (P)Ym 
L(p)~ + 1\;[1 (p)e + M2 (P)Ym 
17 + 1\;[3 (p)e 

(12.42) 

(12.43) 

(12.44) 
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When this controller is applied to the nonlinear system (12.28)-(12.30), it results 
in the closed-loop system 

where 

x 
y 

g(X,p,w) 

h(x,w) 

e = h(x, w) - T, Ym = 8;;; (x, w)f(x, 17 + M3(p)e, v, w) 

"\Vhen p = a, the system (12.45)-(12.46) has a unique equilibrium point 

[ 

Xss ( a
O 

' w) ] 
Xss(a, w) 

uss(a, w) 

(12.45) 

(12.46) 

(12.47) 

at which y = aro Linearization of (12.45)-(12.46) about X = Xss and p = a yieldsI3 

where 

Ams(a, W)X8 + Bms(a, W)P8 

Cms (a,w)X8 

(12.48) 

(12.49) 

[ 

A+BM3G 0 B ] 
X8 = X - Xss , Ams = GIG + G2Gm (A + BAI3G) F G2GmB 

MIG + M 2Gm(A + BM3C) L M 2GmB 

Bms = [ -GI --~2~~BM3 G2~mE] 1 Gms = [G 0 0] 
-MI - M2GmBM3 M 2GmE 

We leave it as an exercise for the reader (Exercise 12.6) to verify that the matrix 

(12.50) 

is nonsingular and 

p-I AmsP = Afl p- I Bms = Bfl and GmsP = Gf (12.51) 

Hence, the linear model (12.48)-(12.49) is equivalent to the linear model (12.40)­
(12.41). 

13While calculating the matrices Ams and B ms , note that partial derivatives that appear as 
coefficients of rp, e, or f vanish at the operating point. 
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~------------~A13 ~------~ 

Y + 

+ u 

Ym·----------------~ 

Original 

~------~A13 r-----.----------~ 

Y + e 

u 

Ym 

Modified 

Figure 12.4: Modification of the gain-scheduled controller. 

So far, our analysis of the closed-loop system under the gain-scheduled controller 
has focused on the local behavior in the neighborhood of a constant operating 
point. Can we say more about the behavior of the nonlinear system? What if the 
scheduling variable is not constant? In applications of gain scheduling, the practice 
has been that you can schedule on time-varying variables as long as they are slow 
enough relative to the dynamics of the system. This practice is justified by the next 
theorem. 

Theorem 12.1 Consider the closed-loop system (12.45)-(12.46) under the stated 
assumptions. Suppose p( t) is contin'uously differentiable, p( t) E S (a compact subset 
of Dp), and IIp(t)11 :S fJ, for all t ~ O. Then, there exist positive constants klJ k2' 
k, and T such that if fJ, < kl and IIX(O) - Xss(p(O), w) II < k2' then X(t) will be 
uniformly bo'unded for all t ~ 0 and 

Ile(t)11 :S kfJ" V t ~ T 

Furthermor-e, if p(t) ---7 Pss and p(t) ---7 0 as t ---7 00, then 

e(t) ---7 0 as t ---7 00 

Proof: See Appendix C.19. 

<> 
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The theorem shows that if the scheduling variable is slowly varying and the 
initial state is sufficiently close to the equilibrium point at the initial time, then the 
tracking error will, eventually, be of the order of the derivative of the scheduling 
variable and will tend to zero if the scheduling variable approaches a constant limit. 

If measurement of Ym is not available, we can use the gain-scheduled controller 

u 

F(p)<p + G1 (p)e + G2(p)13 

L(p)<p + Ml (p)e + M2(P)13 

fJ + M3(p)e 

where Ym is replaced by its estimate 13, provided by the filter 

(12.52) 

(12.53) 

(12.54) 

(12.55) 

(12.56) 

where c is a "sufficiently small" positive constant and the filter is always initiated 
at ((0) such that 

(12.57) 

for some k > O. Since Ym is measured, we can always meet this initial condition. 
Furthermore, whenever the system is initited from an equilibrium point, the con­
dition (12.57) is automatically satisfied, since, at equilibrium, Ym = (. The filter 
(12.55)-(12.56) acts as a derivative approximator when c is sufficiently small, as it 
can be seen from its transfer function 

_S_1 
cS + 1 

which approximates the differentiator transfer function s1 for frequencies much 
smaller than 1/ c. 14 The closed-loop system under the gain-scheduled controller 
(12.52)-(12.56) takes the singularly perturbed form 

where 

g(X, p, w) + N(p)(13 - Ym) 
-13 + Ym 
h(x,w) 

Ym = aahm 
(x, w)f(x, fJ + M3(p)e, v, w), 

x 

(12.58) 

(12.59) 

(12.60) 

14 Approximating the derivative Ym can be achieved by using the high-gain observer of Sec­
tion 14.5. In fact, the filter (12.55)-(12.56) is a reduced-order high-gain observer for a second-order 
system whose output is Ym. The condition (12.57) eliminates peaking of the transient response. 
If this condition cannot be enforced, the estimate {} should be saturated to eliminate peaking, as 
discussed in Section 14.5. 
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Setting E = 0 results in {) = Ym and the system (12.58)-(12.60) reduces to the system 
(12.45)-(12.46). The next theorem justifies the use of the filter (12.55)-(12.56) for 
sufficiently small E. 

Theorem 12.2 Consider the closed-loop system (12.58)-(12.60) under the stated 
assumptions. Suppose p( t) is continuously differentiable, p( t) E S (a compact subset 
of Dp), and IIp(t)11 :::; f-L for all t ~ O. Then, there exist positive constants kI, k2' k3, 
k, and T such that if f-L < kl' IIX(O) - Xss(p(O),w)11 < k2' and E < k3, then X(t) 
will be uniformly bounded for all t ~ 0 and 

Ile(t) II :::; kf-L, tj t ~ T 

Furthermore, if p(t) --+ Pss and p(t) ---+ 0 as t ---+ 00, then 

e ( t) ---+ 0 as t ---+ 00 

Proof: See Appendix C.20. 

The theorem shows that if the scheduling variable is slowly varying, the ini­
tial state is sufficiently close to the equilibrium point at the initial time, and E is 
sufficiently small, then the tracking error will, eventually, be of the order of the 
derivative of the scheduling variable and will tend to zero if the scheduling variable 
approaches a constant limit. 

Example 12.6 Consider the second-order system 

Xl tanxl + X2 

X2 Xl U 

where y is the only measured signal; that is, Ym = y. We want y to track a 
reference signal r. We use r as the scheduling variable. When r = a = constant, 
the equilibrium equations (12.31) and (12.32) have the unique solution 

[
-tan -1 a 1 --1 

xss(a) = a ,uss(a) = tan a 

We use the observer-based integral controller 

u 

where 

A(a) = [ 

e = y-r' 

A(a)x + Bu + H(a)(y - CX) 

-KI(a)x - K2(a)0" 

~], B=[~l, C=[O 1J 

(12.61) 

(12.62) 

(12.63) 
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H( ) = [ 10 + (4 + ( 2
)(1 + ( 2

) 1 
a (4 + ( 2 ) 

The feedback gains Kda) and K2(a) are designed to assign the closed-loop eigen­
values at -1, -(1/2) ±j(V3/2). The observer gain H(a) is designed to assign the 
observer eigenvalues at -(3/2) ± j(3V3/2). We have chosen the eigenvalues inde­
pendent of a for convenience, but we could have allowed them to depend on a as 
long as their real parts are less than a negative number independent of a. This fixed­
gain controller is a special case of (12.33)-(12.35) with z = X, F = A - BKI - He, 
G1 = -BK2' G2 = H, L -Kl, Ml = -K2, M2 = 0, and M3 = O. Since y 
is not available, we implement the gain-scheduled controller (12.52)-(12.56) with 
E: = 0.01. Figure 12.5 shows the response of the closed-loop system to a sequence 
of step changes in the reference signal. A step change in the reference signal resets 
the equilibrium point of the system, and the initial state of the system at time 
0+ is the equilibrium state at time 0_. If the initial state is within the region of 
attraction of the new equilibrium point, the system reaches steady state at that 
point. Since our controller is based on linearization, it guarantees only local stabi­
lization. Therefore, in general, step changes in the reference signal will have to be 
limited. Reaching a large value of the reference signal can be done by a sequence of 
step changes, as in the figure, allowing enough time for the system to settle down 
after each step change. Another method to change the reference set point is to 

0.8 

0.6 

0.4 

o.:~ 
L-______ L-______ L-______ L-______ L-______ L-______ L-____ ~ 

o 20 40 60 80 100 120 140 
Time 

Figure 12.5: The reference (dashed) and output (solid) signals of the gain-scheduled 
controller of Example 12.6. 

move slowly from one set point to another. Figure 12.6 shows the response of the 
closed-loop system to a slow ramp that takes the set point from zero to one over a 
period of 100 seconds. This response is consistent with our conclusions about the 
behavior of gain-scheduled controllers under slowly varying scheduling variables. 
The same figure shows the response to a faster ramp signal. As the slope of the 
ramp increases, tracking performance deteriorates. If we keep increasing the slope 
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(a) 

80 100 120 

Figure 12.6: The reference (dashed) and output (solid) signals of the gain-scheduled 
controller of Example 12.6 with ramp reference: (a) ramp' slope = 0.01; (b) ramp slope 
= 0.1. 

of the ramp, the system will eventually go unstable. To appreciate what we gain 
by gain scheduling, Figure 12.7 shows the response of the closed-loop system to the 
same sequence of step changes of Figure 12.5 when a fixed-gain controller evaluated 
at 0: = 0 is used. For small reference inputs, the response is as good as the one with 
the gain-scheduled controller, but as the reference signal increases, the performance 
deteriorates and the system goes unstable. Finally, to see why we may have to mod-

0.8 

0.6 

0.4 

0.2 -

0 

-0.2 
0 10 20 30 40 50 60 70 

Time 

Figure 12.7: The reference (dashed) and output (solid) signals of the fixed gain con­
troller of Example 12.6. 

ify the gain-scheduled controller as in Figure 12.4, Figure 12.8 shows the response 
of the closed-loop system under an unmodified controller (obtained by simply re­
placing 0: by r in the foregoing controller equations) to the same sequence of step 
changes of Figure 12.5. While stability and zero steady-state tracking error are 
achieved, as predicted by our analysis, the transient response deteriorates rapidly 
as the reference signal increases. This is due to additional zeros in the closed-loop 
transfer function. Such bad transient behavior could lead to instability as it could 
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Figure 12.8: The reference (dashed) and output (solid) signals of the unmodified gain­
scheduled controller of Example 12.6. 

take the state of the system out of the finite region of attraction, although instability 
was not observed in this example. /::, 

12.6 Exercises 

12.1 Consider the closed-loop system of Example 12.2. Assume a = c = 10, 
() = 7r / 4, b = 0, kl = 2.5, and k2 = 1. Find a Lyapunov function for the system, 
and use it to estimate the region of attraction. 

12.2 For each of the following systems, use linearization to 

( a) design a state feedback controller to stabilize the origin. 

(b) design an output feedback controller to stabilize the origin. 

(1) { Xl Xl + X2 

X2 3xIx2 + Xl + U 

Y -xf + X2 

(2) 1 
Xl Xl + X2 

X2 XIX§ - Xl + X3 

X3 U 

Y -xf + X2 

(3) 1 
Xl -Xl + X2 

X2 Xl - X2 - XIX3 + U 

X3 Xl + XIX2 - 2X3 

Y Xl 
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12.3 Let 

where A, B, and C satisfy the rank condition (12.23). Show that (A,13) is control­
lable (respectively, stabilizable) if and only if (A, B) is controllable (respectively, 
stabilizable) 

12.4 Consider the pendulum of Example 12.2. 

(a) Assuming that you measure 0, but not 0, design, using linearization, an output 
feedback integral controller to stabilize the pendulum at an angle 0 = o. 

(b) Assuming that you measure both 0 and 0, design a gain-scheduled, state feed­
back, integral controller so that the angle 0 tracks a reference angle Or. Study 
the performance of the gain-scheduled controller by computer simulation. 

(c) Assuming that you measure 0, but not 0, design a gain-scheduled, observer­
based, integral controller so that the angle 0 tracks a reference angle Or. Study 
the performance of the gain-scheduled controller by computer simulation. 

Use the following numerical data: a = 10, b = 0.1, and c = 10. 

12.5 Consider the linear system 

x = A(o:)x + B(o:)u 

where A(o:) and B(o:) are continuously differentiable functions ofthe constant vector 
0: and 0: E r, a compact subset of Rm. Let W (0:) be the controllability Gramian, 
defined by 

for some T > 0, independent of 0:. Suppose (A, B) is controllable, uniformly in 0:, 
in the sense that there are positive constants Cl and C2, independent of 0:, such that 

Let 

Q( 0:) = 10'1 e- 2CCT exp[·-A( o:)O"]B( o:)BT (0:) exp[-AT (0:)0"] dO", C > ° 
(a) Show that 
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(b) Let 

u = -K(a)x ~f -~BT(a)P(a)x 

where Pea) = Q-1(a). Using V = xTP(a)x as a Lyapunov function candi­
date for 

i; = [A(a) - B(a)K(a)]x 

show that If ::; -2cV. 

(c) Show that [A(a) - B(a)K(a)] is Hurwitz uniformly in a for all a E r. 

12.6 Show that P(a), defined by (12.50), is nonsingular and satisfies (12.51). 

12.7 A simplified model of the low-frequency motion of a ship is given by [60] 

where 'lj; is the heading angle of the ship and 0 is the rudder angle, viewed here as 
the control input. The time constant 7 and the gain k depend on the forward speed 
of the ship v, according to the expressions 7 = 70VO/V and k = kov/vo, where 70, 

ko, and Vo are constants. 

(a) Assuming a constant forward speed, design a state feedback integral controller 
so that 'lj; tracks a desired angle 'lj;r. 

(b) Use gain scheduling to compensate for varying forward speed. 

12.8 The magnetic suspension system of Exercise 1.18 is modeled by 

where Xl = y, X2 = y, X3 = i, and u = v. Use the following numerical data: 
m = 0.1 kg, k = 0.001 N/m/sec, 9 = 9.81 m/sec2

, a = 0.05 m, Lo = 0.01 H, 
L1 = 0.02 H, and R = 1 f2. 

(a) Find the steady-state values Iss and Vss of i and v, respectively, which are 
needed to balance the ball at a desired position y = r > O. 

(b) Show that the equilibrium point obtained by taking u = Vss is unstable. 

(c) Using linearization, design a state feedback control law to stabilize the ball at 
y = 0.05 m. 



502 CHAPTER 12. FEEDBACK CONTROL 

(d) Assume the permissible range of y is 0 to 0.1 m and the permissible range of the 
input voltage is 0 to 15 V. Starting with the ball at equilibrium, move it a small 
distance up (and then down) and let it go. Repeat this experiment, gradually 
increasing the amount of initial disturbance. Using simulation, determine 
the largest range of initial disturbance for which the ball will return to the 
equilibrium point without violating the constraints on y and v. To account 
for the constraint on v, include a limiter in your simulation. 

(e) Using simulation, investigate the effect of perturbations in the mass m. Sim­
ulate the closed-loop system with the nominal controller, but with the mass 
changing from its nominal value. Find the range of m for which the controller 
will still balance the ball and investigate the steady-state error. 

(f) Repeat the design of part (c) using integral control. Repeat parts (d) and (e) 
for this design. Comment on the effect of integral control on the transient 
response and steady-state error. 

(g) Repeat the design of part (c) assuming you can only measure y. Repeat parts 
( d) and (e) for this design. 

(h) Repeat the design of part (c) assuming you can only measure y and i. Repeat 
parts (d) and (e) for this design. 

(i) Repeat the integral control design of part (f) assuming you can only measure 
y. Repeat parts (d) and (e) for this design. 

(j) Repeat the integral control design of part (f) assuming you can only measure y 
and i. Repeat parts (d) and (e) for this design. 

(k) Design a gain-scheduled, observer-based, integral controller so that the ball 
position y tracks a reference position r. Assume you can measure y and i. 
Using simulation, study the performance ofthe gain-scheduled controller when 
r changes slowly from 0.03 to 0.07. 

(1) If you can only measure i, can you design a linear output feedback control law 
to stabilize the ball at y = r? Can you design a linear output feedback integral 
controller? 

12.9 A field-controlled DC motor is described in Exercise 1.17. When the field 
circuit is driven by a current source, we can view the field current as the control 
input and model the system by the second-order state model 

Xl -BIXI - B2 X 2 U + B3 

X2 -B4X2 + B5XI U 

Y X2 
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where Xl is the armature current, X2 is the speed, U is the field current, and (h 
to (Js are positive constants. It is required to design a speed control system so 
that y asymptotically tracks a constant speed reference r. It is assumed that r2 < 
()~()5/4(h(h()4 and the domain of operation is restricted to Xl > ()3/2()1' 

(a) Find the steady-state input U ss needed to maintain the output r. Verify that 
that the open-loop control u = U ss results in an exponentially stable equilib­
rium point. 

(b) Starting with the motor at rest (y = 0), apply a small step change in the 
reference signal and simulate the response. Repeat this experiment, gradually 
increasing the amount of step change. Determine the largest range of initial 
step for which the motor will reach steady-state at the desired speed. 

( c) Using computer simulation, study the performance of the system when the 
rotor inertia changes by ±50%. 

( d) Using linearization, design a state feedback integral controller to achieve the 
desired speed regulation. Repeat parts (b) and (c) for this controller and 
compare its performance with the open-loop controller of part (a). 

(e) Suppose you measure the speed X2, but not the armature current Xl. Repeat 
part (d) by using an observer to estimate the armature current. Repeat parts 
(b) and (c) for this controller and compare its performance with the one 
designed in part (d). 

(f) Design a gain-scheduled, observer-based, integral controller so that the speed 
X2 tracks a reference speed r 

In parts (b) through (e), use the following numerical data: ()l 

()3 = 40, ()4 = 6, and ()5 = 4 X 104 . 

12.10 Consider the inverted pendulum of Exercise 1.15. 

60, ()2 0.5, 

(a) Using Xl = (), X2 = 0, X3 = y, and X4 = iJ as state variables and u = F as 
control input, write down the state equation. 

(b) Show that the open-loop system has an equilibrium set. 

(c) Suppose we want to stabilize the pendulum at the vertical position (() = 0). 
Find an open-loop equilibrium point at which () = 0, and show that it is 
unstable. 

(d) Linearize the nonlinear state equation at the desired equilibrium point, and 
verify that the linearized state equation is controllable. 

( e) Using linearization, design a state feed back control law to stabilize the system 
at the desired equilibrium point. 
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(f) Using computer simulation, study the transient behavior and the effect of ±20% 
perturbation in the mass of the pendulum and its moment of inertia. 

(g) Starting with the pendulum at equilibrium, move it a small angle to the right 
(and then to the left) and let it go. Repeat this experiment, gradually increas­
ing the amount of initial disturbance. Using simulation, determine the largest 
range of initial disturbance for which the pendulum will return to equilibrium. 

(h) Suppose you can only measure the angle () and the cart position y. Using 
linearization, design an output feedback controller to stabilize the pendulum 
at () = O. Repeat parts (f) and (g) for this controller. 

(i) Repeat part (h) if it is desired to stabilize the pendulum at an angle () = ()r, 

where-7T /2 < ()7' < 7T /2. 

In parts (e) to (i), use the following numerical data: m = 0.1 kg, M 1 kg, 
k = 0.1 N/m/sec, 1= 0.025/3 kg m2

, 9 = 9.81 m/sec2
, and L = 0.5 m. 



Chapter 13 

Feedback Linearization 

We consider a class of nonlinear systems of the form 

i: f(x) + G(x)u 
y h(x) 

and pose the question of whether there exist a state feedback control 

u = a(x) + (3(x)v 

and a change of variables 
z = T(x) 

that transform the nonlinear system into an equivalent linear system. In Sec­
tion 13.1, we motivate the idea by simple examples and introduce the notions 
of full-state linearization, where the state equation is completely linearized, and 
input-output linearization, where the input-output map is linearized, while the 
state equation may be only partially linearized. In Section 13.2, we study input­
output linearization, introducing the notions of relative degree, zero dynamics, and 
minimum phase systems. In Section 13.3, we characterize the class of nonlinear 
systems that can be feedback linearized. To simplify the presentation, Sections 13.2 
and 13.3 deal only with single-input-single-output systems. State feedback control 
of feedback (or partially feedback) linearizable systems is discussed in Section 13.4, 
where we deal with both stabilization and tracking. 

13.1 Motivation 

To introduce the idea of feedback linearization, let us start with the problem of 
stabilizing the origin of the pendulum equation 

Xl X2 

X2 -a[sin(xI + 0) - sin 0] - bX2 + CU 

505 



506 CHAPTER 13. FEEDBACK LINEARIZATION 

Inspection of the state equation shows that we can choose u as 

u = ~ [sin (Xl + 6) - sin 6] + ~ 
c c 

to cancel the nonlinear term a[sin(xl + 6) - sin 6]. This cancellation results in the 
linear system 

Thus, the stabilization problem for the nonlinear system has been reduced to a 
stabilization problem for a controllable linear system. We can proceed to design a 
stabilizing linear state feedback control 

to locate the eigenvalues of the closed-loop system 

Xl X2 

X2 -klXI - (k2 + b)X2 

in the open left-half plane. The overall state feedback control law is given by 

How general is this idea of nonlinearity cancellation? Clearly, we should not 
expect to be able to cancel nonlinearities in every nonlinear system. There must be a 
certain structural property of the system that allows us to perform such cancellation. 
It is not hard to see that to cancel a nonlinear term a(x) by subtraction, the control 
u and the nonlinearity a(x) must always appear together as a sum u + a(x). To 
cancel a nonlinear term ,(x) by division, the control u and the nonlinearity ,(x) 
must always appear as a product ,(x)u. If the matrix ,(x) is nonsingular in the 
domain of interest, then it can be cancelled by u = (3(x)v, where (3(x) = ,-l(x) 
is the inverse of the matrix ,(x). Therefore, the ability to use feedback to convert 
a nonlinear state equation into a controllable linear state equation by cancelling 
nonlinearities requires the nonlinear state equation to have the structure 

X = Ax + B,(x)[u - a(x)] (13.1) 

where A is nxn, B is nxp, the pair (A, B) is controllable, the functions a: Rn ---7 RP 
and, : Rn ---7 RPxp are defined in a domain D C Rn that contains the origin, and 
the matrix ,(x) is nonsingular for every xED. If the state equation takes the form 
(13.1), then we can linearize it via the state feedback 

u = a(x) + {3(x)v (13.2) 
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where !3(X) = ,-1 (X), to obtain the linear state equation 

x = Ax+Bv (13.3) 

For stabilization, we design v = -Kx such that A - BK is Hurwitz. The overall 
nonlinear stabilizing state feedback control is 

u = a(x) - !3(x)Kx (13.4) 

Suppose the nonlinear state equation does not have the structure of (13.1). Does 
this mean we cannot linearize the system via feedback? The answer is no. Recall 
that the state model of a system is not unique. It depends on the choice of the state 
variables. Even if the state equation does not have the structure of (13.1) for one 
choice of state variables, it might do so for another choice. Consider, for example, 
the system 

Xl a sinx2 

X2 -xi + u 

We cannot simply choose u to cancel the nonlinear term a sin X2. However, if we 
first change the variables by the transformation 

a sinx2 

then Zl and Z2 satisfy 

Zl Z2 

Z2 acosx2 (-xi +u) 

and the nonlinearities can be cancelled by the control 

2 1 
u=xl + ---v 

aCOSX2 

which is well defined for '-1T /2 < X2 < 1T /2. The state equation in the new coor­
dinates (Zl' Z2) can be found by inverting the transformation to express (Xl, X2) in 
terms of (Zl' Z2); that is, 

Xl Zl 

x2 sin- 1 (~) 

which is well defined for -a < Z2 < a. The transformed state equation is given by 

Zl Z2 

Z2 a cos (sin -1 (~) ) (-zi + u) 
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When a change of variables z = T (x) is used to transform the state equation 
from the x-coordinates to the z-coordinates, the map T must be invertible; that 
is, it must have an inverse map T-I (-) such that x = T-·I(z) for all z E T(D), 
where D is the domain of T. Moreover, because the derivatives of z and x should 
be continuous, we require both T(·) and T-I

(-) to be continuously differentiable. A 
continuously differentiable map with a continuously differentiable inverse is known 
as a diffeomorphism. If the Jacobian matrix [aT/ax] is nonsingular at a point Xo E 

D, then it follows from the inverse function theorem l that there is a neighborhood 
N of Xo such that T restricted to N is a diffeomorphism on N. A map T is said to 
be a global diffeomorphism if it is a diffeomorphism on Rn and T(Rn) = Rn.2 Now 
we have all the elements we need to define feedback line ariz able systems. 

Definition 13.1 A nonlinear system 

x = f(x) + G(x)u (13.5) 

where f : D . ....-t Rn and G : D .......-t Rnxp are sufficiently smooth3 on a domain 
D c Rn, is said to be feedback linearizable (or input-state linearizable) if there 
exists a diffeomorphism T : D . ....-t R n such that D z = T(D) contains the origin and 
the change of variables z = T(x) transforms the system (13.5) into the form 

z = Az + B,(x)[u - a(x)] (13.6) 

with (A, B) controllable and ,(x) nonsingular for all xED. 

V\Then certain output variables are of interest, as in tracking control problems, 
the state model is described by state and output equations. Linearizing the state 
equation does not necessarily linearize the output equation. For example, if the 
system 

Xl asinx2 

X2 -xi + u 
has an output y = X2, then the change of variables and state feedback control 

yield 

[10, Theorem 7-5J. 

Z2 = asinx2, 

Zl Z2 

Z2 V 

2 1 
and u = xl + ---v 

a COSX2 

Y sin-1 (~) 

is a global diffeomorphism if and only if [aT/axJ is nonsingular for all x E Rn and T is 
proper; that is, IIT(x)11 = 00. (See [165J or [212J for a proof of this statement.) 

3By "sufficiently smooth," we mean that all the partial derivatives, that will appear later on, 
are defined and continuous. 
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While the state equation is linear, solving a tracking control problem for y is still 
complicated by the nonlinearity of the output equation. Inspection of both the state 
and output equations in the x-coordinates shows that, if we use the state feedback 
control u = xi + v, we can linearize the input-output map from u to y, which will 
be described by the linear model 

We can now proceed to solve the tracking control problem using linear control 
theory. This discussion shows that sometimes it is more beneficial to linearize 
the input-output map even at the expense of leaving part of the state equation 
nonlinear. In this case, the system is said to be input-output linearizable. One 
catch about input-output linearization is that the linearized input-output map 
may not account for all the dynamics of the system. In the foregoing example, the 
full system is described by 

Note that the state variable Xl is not connected to the output y. In other words, 
the linearizing feedback control has made Xl unobservable from y. When we design 
tracking control, we should make sure that the variable Xl is well behaved; that is, 
stable or bounded in some sense. A naive control design that uses only the linear 
input-output map may result in an ever-growing signal Xl (t). For example, suppose 
we design a linear control to stabilize the output y at a constant value r. Then, 
Xl (t) = xdO) +t a sin r and, for sin r 1= 0, Xl (t) will grow unbounded. This internal 
stability issue will be addressed by using the concept of zero dynamics. 

13.2 I n put-Output Li nearization 

Consider the single-input-single-output system 

y 

f(x) + g(x)u 
h(x) 

(13.7) 

(13.8) 

where f, g, and h are sufficiently smooth in a domain D eRn. The mappings 
f : D -t Rn and g : D -t Rn are called vector fields on D. The derivative iJ is given 
by 

. 8h clef 
y = 8x [f(x) + g(X)U] = Lfh(x) + Lgh(x) u 

where 
8h 

Lfh(x) = 8x f (x) 
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is called the Lie Derivati'ue of h with respect to f or along f. This is the familiar 
notion of the derivative of h along the trajectories of the system i: = f (x). The new 
notation is convenient when we repeat the calculation of the derivative with respect 
to the same vector field or a new one. For example, the following notation is used: 

LgLfh(x) 

L].h(x) 

Ljh(x) 

L~h(x) 

a(Lfh) g(x) 
ax 

LfLfh(x) = a(Lfh) f(x) 
ax 
a(Lk-Ih) 

LfL}-lh(x) bx f(x) 

h(x) 

If Lgh(x) = 0, then y = Lfh(x), independent of u. If we continue to calculate the 
second derivative of y, denoted by y(2), we obtain 

y(2) = a(~;h~[f(x) + g(x)u] = LJh(x) + LgLfh(x) 'U 

Once again, if LgLfh(x) = 0, then y(2) = L}h(x), independent of u. Repeating this 
process, we see that if h (x) satisfies 

LgL~-'lh(x) = 0, i = 1,2, ... , p -1; LgLj-Ih(x) =J ° 
then 'U does not appear in the equations of y, y, ... , y(p-I) and appears in the 
equation of y(p) with a nonzero coefficient: 

The foregoing equation shows clearly that the system is input-output linearizable, 
since the state feedback control 

u= P~l [-Ljh(x)+v] 
LgLf h(x) 

reduces the input-output map to 

which is a chain of p integrators. In this case, the integer p is called the relative 
degree of the system, according to the following definition: 

Definition 13.2 The nonlinear system (13.7)-(13.8) is said to have relative degree 
p, 1 S; p S; n, in a region Do C D if 

LgL/-1 h(x) = 0, i = 1,2, ... ,p - 1; LgLj-1 h(x) =J ° (13.9) 

for all x E Do. 
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Example 13.1 Consider the controlled van der Pol equation 

Xl X2 

X2 -Xl + c:(1 - Xi)X2 + u, c: > 0 

with output y = Xl. Calculating the derivatives of the output, we obtain 

iJ Xl X2 

ii = X2 = -Xl + c:(1 - Xi)X2 + u 

Hence, the system has relative degree two in R2. For the output y = X2, 

iJ = -Xl + c:(1 - Xi)X2 + u 

and the system has relative degree one in R2. For the output y = Xl + x~, 
iJ = X2 + 2X2[-XI + c:(1 - Xi)X2 + u] 

and the system has relative degree one in Do = {x E R2 I X2 =I=- o}. 

Example 13.2 Consider the system 

Xl Xl 

X2 X2 + u 

y Xl 

Calculating the derivatives of y, we obtain 

iJ = Xl = Xl = Y 

511 

Consequently, yen) = y = Xl for all n 2:: 1. In this case, the system does not have 
a well-defined relative degree. Because the example is simple, it is not difficult to 
see why this is so: The output y(t) = xdt) = etxI (0) is independent of the input 
u. L 

Example 13.3 A field-controlled DC motor with negligible shaft damping can be 
modeled by the state equation (Exercise 1.17) 

Xl -aXI + u 

X2 -bX2 + k - CXIX3 

X3 8XIX2 

where Xl, X2, and X3 are the field current, armature current, and angular velocity, 
respectively, and a, b, c, k, and 8 are positive constants. For speed control, we 
choose the output as y = X3. The derivatives of the output are given by 

iJ X3 = 8XIX2 

ii 8XIX2 + 8XIX2 = (.) + 8X2U 

where (-) contains terms which are functions of x. The system has relative degree 
two in the region Do = {x E R3 I X2 =I=- a}. L 
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Example 13.4 Consider a linear system represented by the transfer function 

H(s) = brnsm + brn_1srn- 1 + ... + bo 
sn + + ... + ao 

where rn < nand bm =1= o. A state model for the system can be taken as 

where 

C = 

o 
o 

o 

bo 

1 
o 

o 
1 

j; Ax + Bu 

y Cx 

o 

o 

o 
o 

o 
1 

o 
nXn 

] lXn 

, B= 

o 
o 

o 
1 

nxl 

This linear state model is a special case of (13.7)-(13.8), where f(x) = Ax, 9 = B, 
and h(x) = Cx. To check the relative degree of the system, we calculate the 
derivatives of the output. The first derivative is 

y = CAx + CBu 

If rn = n - 1, then CB = bn - 1 =1= 0 and the system has relative degree one. 
Otherwise, CB = 0 and we continue to calculate the second derivative y(2). Noting 
that CA is a row vector obtained by shifting the elements of C one position to the 
right, while CA2 is obtained by shifting the elements of C two positions to the right, 
and so on, we see that 

CA i
-

1 B = 0, for i = 1,2, ... , n - rn - 1, and CAn- rn- 1 B = brn =1= 0 

Thus, u appears first in the equation of y(n-rn), given by 

y(n-rn) = CAn-rnx + CAn- rn- 1 Bu 

and the relative degree of the system is n - rn (the difference between the degrees 
of the denominator and numerator polynomials of H (s ) ).4 6. 

terminology "relative degree" of a nonlinear system is consistent with the use of the term 
relative degree in linear control theory, which is defined as n - m. 
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y 

Figure 13.1: Feedback representation of H(s). 

To probe further into the control of input--output linearizable systems and issues 
of internal stability, let us start with the linear system of the foregoing example. 
The transfer function H ( s) can be written as 

H( ) = N(s) 
s D(s) 

where deg D = nand deg N = m < n. The relative degree p = n - m. By Euclidean 
division, we can write D(s) as 

D(s) Q(s)N(s) + R(s) 

where Q(s) and R(s) are the quotient and remainder polynomials, respectively. 
From Euclidean division rules, we know that 

deg Q = n - m = p, deg R < m 

and the leading coefficient of Q(s) is l/bm . With this representation of D(s), we 
can rewrite H ( s) as 

1 
H s) _ N(s) _ Q(s) 

( - Q(s)N(s) + R(s) - 1 + _1_ .!!JiL 
Q(s) N(s) 

Thus, H(s) can be represented as a negative feedback connection with l/Q(s) in 
the forward path and R(s)/N(s) in the feedback path. (See Figure 13.1.) The pth­
order transfer function l/Q(s) has no zeros and can be realized by the pth-order 
state vector 

~ = [y, y, ... , y(P-1)] T 

to obtain the state model 

~ (Ac + BcAT)~ + Bcbme 

y Cc~ 
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where (Ae, Be, Ce) is a canonical form representation of a chain of p integrators; 
that is, 

0 1 0 0 0 
0 0 1 0 0 

Ae = Be = , Ce = [ 1 0 ... 0 o ] (13.10) 

0 1 0 

0 0 0 1 

and A E RP. Let (Ao, B o, Co) be a minimal realization of the transfer function 
R(s)/N(s); that is, 

ij A o1] + BoY 

w Co 1] 

The eigenvalues of Ao are the zeros of the polynomial N (s), which are the zeros of 
the transfer function H (s). From the feedback connection, we see that H (s) can be 
realized by the state model 

A o1] + BoCe~ 
Ae~ + Be(AT~ - bmCo1] + bmu) 

Ce~ 

(13.11) 

(13.12) 

(13.13) 

Using the special structure of (Ae, Be, Ce), it is straightforward to verify that 

y(p) = AT~ - bmCo1] + bmu 

The (input-output linearizing) state feedback control 

1 T 
U = b

m 
[-A ~ + bm Co1] + v] 

results in the system 

ij A o1] + BoCe~ 
~ Ae~ + Bev 

y Ce~ 

whose input-Dutput map is a chain of p integrators, and whose state subvector 1] 

is unobservable from the output y. Suppose we want to stabilize the output at 
a constant reference T. This requires stabilizing ~ at e = (T, 0, ... , O? Shifting 
the equilibrium point to the origin by the change of variables ( = ~ - e reduces 
the problem to a stabilization problem for ( = Ae( + Bev. Taking v = -K( = 
-K(~ - e), where Ae - BeK is Hurwitz, completes the design of the control law as 

1 T * 
U = - [-A ~ + bm Co1] - K(~ - ~ )] 

bm 
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The corresponding closed-loop system is given by 

i] Ao1] + BoCc(C + () 
( (Ac - BcK)( 

Because Ac - BcK is Hurwitz, for any initial state ((0), we have ((t) ---+ 0 as 
t ---+ 00. Consequently, y(t) ---+ r as t ---+ 00. What about 1]7 Equation (13.11) is 
driven by y = Cc~ as input. To ensure that 1](t) will be bounded for all possible 
waveforms of y(t) and all possible initial states 1](0), we must require Ao to be 
Hurwitz. Equivalently, the zeros of H(s) must lie in the open left-half plane. A 
transfer function having all zeros in the open-left half plane is called minimum 
phase. From a pole placement viewpoint, the state feedback control, we have just 
designed via input-output linearization, assigns the closed-loop eigenvalues into two 
groups: p eigenvalues are assigned in the open-left half plane as the eigenvalues of 
Ac - BcK, and n - p eigenvalues are assigned at the open-loop zeros. 5 

Our analysis of the linear system of Example 13.4 sheds some light on the mean­
ing of the state feedback control that reduces the input-output map to a chain of 
integrators and how to characterize internal stability. The key tool that allowed us 
to develop this understanding is the state model (13.11)-(13.13). Our next task is 
to develop a nonlinear version of (13.11)-(13.13) for the nonlinear system (13.7)­
(13.8) when it has relative degree p. The ~ variables are taken the same as in the 
linear case, since the input-output map will still be a chain of p integrators. We 
would like to choose the 1] variables to produce a nonlinear version of (13.11). The 
key feature of (13.11) is the absence of the control input u. A change of variables 
that would transform (13.7)-(13.8) into a nonlinear version of (13.11)-(13.13) can 
be taken as 

(h(x) 

z=T(x)= 
h(x) 

¢(x) ] [ ] (13.14) 
'ljJ(x) 

where ¢l to ¢n-p are chosen such that T(x) is a diffeomorphism on a domain 
Do CD and 

~~i g(x) = 0, for 1 :::; i :::; n - p, \j x E Do 

The next theorem shows that ¢l to ¢n-p exist, at least locally. 

(13.15) 

5It should be noted that stabilizing the output at a constant reference does not require the 
system to be minimum phase. This requirement is a consequence of our choice to assign some of 
the closed-loop eigenvalues at the open-loop zeros. 
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If x* is an open-loop equilibrium point of (13.7), then ('T]*, C), defined by 

'T]* = ¢(x*), C = [ h(x*) o o ] 
is an equilibrium point of (13.16)-(13.17). If y vanishes at x = x*, that is, h(x*) = 0, 
we can transform x* into the origin point ('T] = 0, ~ = 0) by choosing ¢(x) such 
that ¢(x*) = O. 

Equations (13.16) through (13.18) are said to be in the normal form. This form 
decomposes the system into an external part ~ and an internal part 'T]. The external 
part is linearized by the state feedback control 

u = a(x) + ,B(x)v 

where ,B(x) = "Y- 1 (x), while the internal part is made unobservable by the same 
control. The internal dynamics are described by (13.16). Setting ~ = 0 in that 
equation results in 

r, = fo('T], 0) (13.21) 

which is called the zero dynamics, a name that matches nicely with the fact that 
for linear systems, (13.21) is given by r, = Ao'T], where the eigenvalues of Ao are 
the zeros of the transfer function H(s). The system is said to be minimum phase 
if (13.21) has an asymptotically stable equilibrium point in the domain of interest. 
In particular, if T(x) is chosen such that the origin ('T] = 0, ~ = 0) is an equilibrium 
point of (13.16)--(13.18), then the system is said to be minimum phase if the origin 
of the zero dynamics (13.21) is asymptotically stable. It is useful to know that the 
zero dynamics can be characterized in the original coordinates. Noting that 

y(t) == 0 =} ~(t) == 0 =} u(t) == a(x(t)) 

we see that if the output is identically zero, the solution of the state equation must 
be confined to the set 

Z* = {x E Do I h(x) = Lfh(x) = ... = Lj-1h(x) = O} 

and the input must be 

u = u*(x) ~f a(x)lxEZ* 

The restricted motion of the system is described by 

± = f*(x) ~ [f(x) + g(x)a(x)lxEZ* 

In the special case p = n, the normal form (13.16)-(13.18) reduces 

i 

y 

Acz + Bc"Y(x)[u - a(x)] 

Cc z 

(13.22) 

(13.23) 

where z = ~ = [h(x),"', V;-lh(x)V and the 'T] variable does not exist. In this case, 
the system has no zero dynamics and, by default, is said to be minimum phase. 



516 CHAPTER 13. FEEDBACK LINEARIZATION 

Theorem 13.1 Consider the system (13.7)-(13.8), and suppose it has relative de­
gree p S; n in D. If p = n, then for every Xo ED, a neighborhood N of Xo exists 
such that the map 

[ 

h(x) 1 Lfh(x) 
T(x) = : 

Lj-1h(x) 

restricted to N, is a diffeomorphism on N. If p < n, then, for every Xo ED, 
a neighborhood N of Xo and smooth functions (/JI(x), ... , ¢n-p(x) exist such that 
(13.15) is satisfied for all x EN and the map T(x) of (13.14), restricted to N, is a 
diffeomorphism on N. <> 

Proof: See Appendix C.21. 

The condition (13.15) ensures that when we calculate 

i} = ~: (f(x) + g(x)u] 

the u term cancels out. It is now easy to verify that the change of variables (13.14) 
transforms (13.7)-(13.8) into 

i} 

~ 
y 

fO(17,~) . 

Ae~ + Be'"Y(x)[u - a(x)] 

Ce~ 

(13.16) 

(13.17) 

(13.18) 

where ~ E RP, 17 E Rn-p, (Ae, Be, Ce) is a canonical form representation of a chain 
of p integrators, 

_ o¢ f(x)1 fO(17,~) - ox X=T-l(z) 
(13.19) 

__ p-l _ Ljh(x) 
,(x) - LgLf h(x) and a(x) -- p-l 

LgL f h(x) 
(13.20) 

vVe have kept a and '"Y in (13.17), expressed in the original coordinates. These 
functions are uniquely determined by (13.20) in terms of f, g, and h. They are 
independent of the choice of ¢. They can be expressed in the new coordinates by 
setting 

ao(17,~) = a (T-l(Z)) and ,o(17,~) =, (T-l(z)) 

which, of course, will depend on the choice of ¢. In this case, (13.17) can be 
rewritten as 

~ = Ae~ + Be'"Yo(17,~)[u - aO(17,~)l 
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Example 13.5 Consider the controlled van der Pol equation 

Xl Xz 

X2 -Xl + t:(1 - Xi)X2 + U 

Y X2 

We have seen in Example 13.1 that the system has relative degree one in RZ. Taking 
~ = y and 'fJ = Xl, we see that the system is already in the normal form. The 
zero dynamics are given by Xl 0, which does not have an asymptotically stable 
equilibrium point. Hence, the system is not minimum phase. ~ 

J:l.J:x:an:lpJle 13.6 The system 

y 

2 +x~ 
-XI+-- U 

1 +x~ 

has an open-loop equilibrium point at the origin. The derivatives of the output are 

iJ 
jj 

Therefore, the system has relative degree two in R3. Using LgLfh(x) 
L1h(x) = XIX3 in (13.20), we obtain 

1=1 and o:(x) = -XIX3 

To characterize the zero dynamics, restrict X to 

Z* = {x E R3 I Xz = X3 = O} 

and take 'U = U * ( x) = O. This process yields 

1 and 

which shows that the system is minimum phase. To transform it into the normal 
form, we want to choose a function ¢( x) such that 

8¢ 
¢(O) = 0, 8x g(x) = 0 

and 

T(x) = [ ¢(x) 
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is a diffeomorphism on some domain containing the origin. The partial differential 
equation 

~.2+x§+~=0 
8Xl 1 + x§ 8X3 

can be solved by separating variables to obtain 

¢(x) = -Xl + X3 + tan- l X3 

which satisfies the condition ¢(O) = O. The mapping T(x) is a global diffeomor­
phism, as can be seen by the fact that for any z E R 3 , the equation T (x) = z has a 
unique solution. Thus, the normal form 

( -1 ) ( 2 + ~~ ) 
-7] + 6 + tan 6 1 + 1 + ~~ 6 

6 
(-7] + 6 + tan-l 6) 6 + u 

6 
is defined globally. 

Example 13.7 The field-controlled DC motor of Example 13.3 has relative degree 
two in Do = {x E R3 I X2 =J O}. Using (13.20), we obtain 

e d () 
eX2 (-axl) + eXl (-bX2 + k - CXlX3) 

'Y = X2 an a x = - --'-----'-----:'--------'­
eX2 

To characterize the zero dynamics, restrict x to 

Z* = {x E Do I X3 = 0 and XIX2 = O} = {x E Do I X3 = 0 and Xl = O} 

and take u = u*(x) = 0, to obtain 

X2 = -bX2 + k 

The zero dynamics have an asymptotically stable equilibrium point at X2 = k/b. 
Hence, the system is minimum phase. To transform it into the normal form, we want 
to find a function ¢(x) such that [8¢/8x]g = 8¢/8xl = 0 and T = [¢(x), X3, eXlX2]T 
is a diffeomorphism on some domain Dx C Do. The choice ¢(x) X2 - k/b satisfies 
8¢/8xl = 0, makes T(x) a diffeomorphism on Dx = {x E R3 I X2 > O}, and 
transforms the equilibrium point of the zero dynamics to the origin. 6. 

Example 13.8 Consider a single-input-single-output nonlinear system represented 
by the nth-order differential equation 

y(n) p (z, Z(l), ... ,z(m-l), y, y(l), ... ,y(n-l)) 

+ q (z, z(1), ... ,z(m-l), y, y(l), ... ,y(n-l)) z(m), m < n (13.24) 
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where z is the input, y is the output, p(.) and q(.) are sufficiently smooth functions 
in a domain of interest, and q(.) =I=- 0. This nonlinear input-output model reduces 
to the transfer function model of Example 13.4 for linear systems. We extend the 
dynamics of the system by adding a series of m integrators at the input side and 
define u = z(m) as the control input of the extended system. 6 The extended system 
is of order (n + m). A state model of the extended system can be obtained by taking 
the state variables as 

[ 

z[l) 1 (= 

z(m-1) 

~= and x = [ ~ 1 

The state model is given by 

(" Au( + Buu 

~ Ae~ + Be[P(x) + q(x)u] 

y Ce~ 

where Be, Cc ) is a canonical form representation of a chain of n integrators and 
(Au, Bu) is a controllable canonical pair that represents a chain of m integrators. 
Let D C Rn+m be a domain over which p and q are sufficiently smooth and q =I=- 0. 
Using the special structure of (Ac, Be, Ce), it can be easily seen that 

yU) = CeA~~, for 1:S; i:S; n -1, and y(n) = p(x) + q(x)u 

Hence, the system has relative degree n. To find the zero dynamics, notice that 
Ljlh(x) = ~i' Consequently, Z* = {x E Rn+m I ~ = O} and u*(x) = -p(x)jq(x) 
evaluated at ~ O. Thus, the zero dynamics are given by 

Recalling the definition of (, it can be easily seen that (1 = z satisfies the mth-order 
differential equation 

0 _ ( (1) - P z,z , ... , ,0,0, ... ,0) + q (z, z(l), ... ,z(m-1), 0, 0, ... ,0) z(m) 

(13.25) 
which is the same equation obtained from (13.24) upon setting y(t) == 0. For linear 
systems, (13.25) reduces to a linear differential equation that corresponds to the 

this example, we show that the extended system is input-output linearizable, which allows 
us to design feedback control using input-output linearization techniques. When such control is 
applied to the original system, the m integrators become part of the dynamics of the controller. 
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numerator polynomial of the transfer function. The minimum phase property of 
the system can be determined by studying (13.25). To transform the system into 
the normal form, we note that ~ is already a vector of y and its derivatives up to 
y(n-I). So, we only need to find a function ¢ = ¢((,~) : Rn+m ~ Rm such that 

which is equivalent to 

a~ a~ ( ) . 
a(m + a~n q x = 0, for 1 ::; ~ ::; m (13.26) 

In some special cases, there are obvious solutions for these partial differential equa­
tions. For example, if q is constant, ¢ can be taken as 

Another case is pursued in Exercise 13.5. 

13.3 Full-State Linearization 

The single-input system 
:i; = f(x) + g(x)u (13.27) 

where f and 9 are sufficiently smooth in a domain D c Rn, is feedback linearizable 
if a sufficiently smooth function h : D ~ R exists such that the system 

y 

f(x) + g(x)u 

h(x) 
(13.28) 

(13.29) 

has relative degree n in a region Do cD. This statement follows from the fact that 
for systems with relative degree n, the normal form reduces to 

y 

Acz + Bcr(x) [u - a(x)] 

Cc z 

(13.30) 

(13.31) 

On the other hand, if the system (13.27) is feedback linearizable per Definition 13.1, 
then there is a change of variables ( = s (x) that transforms the system into 

(= A( + B;Y(x)[u - a(x)] 

where (A, B) is controllable and ;y(x) =1= 0 in some domain. For any controllable 
pair (A, B), we can find a nonsingular matrix M that transforms (A, B) into a 
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controllable canonical form;7 that is, MAM- 1 = Ae + BeAT and MB = Be) where 
B(;) represents a chain of n integrators. The change of variables 

Z = Me = MS(x) ~f T(x) 

transforms the system (13.27) into 

i = Aez + Be,(x)[u - a(x)] 

where ,(x) = ;y(x) and a(x) = a(x) - AT MS(x)/,(x). Because 

i aT. 
ax

x 

the equality 
aT 

a(x)] = ox [J(x) + g(x)u] 

must hold for all x and u in the domain of interest. By taking u = 0, we split the 
foregoing equation into two: 

aT f(x) 
ox 
aT 
axg(x) 

AeT(x) - Bea(x)J(x) 

Be'(x) 

Equation (13.32) is equivalent to 

and (13.33) is equivalent to 

for example, [158]. 

aTI f(x) 
ox 

aT2 f(x) 
ox 

aTn - 1 f(x) 
ox 

aTn f(x) 
ox 

aTI ( ) -gx 
ox 

aT2 ( ) -gx 
ox 

aTn - 1 ( ) --gx 
ox 
aTn ( ) -gx 
ox 

T3(X) 

-a(x)J(x) 

o 

o 

o 

,(x) =} 0 

(13.32) 

(13.33) 
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Setting h( x) = Tl (x), we see that 

THl(X) = LfTi(X) = Ljh(x), i = 1,2, ... , n - 1 

h( x) satisfies the partial differential equations 

LgL}-lh(x) = 0, i = 1,2, ... ,n - 1 (13.34) 

subject to the condition 
(13.35) 

and 0:, I are given by 

(13.36) 

In summary, the system (13.27) is feedback linearizable if and only if a function 
h(x) exists such that the system (13.28)-(13.29) has relative degree n, or, equiva­
lently, h satisfies the partial differential equations (13.34) subject to the condition 
(13.35). The existence of h can be characterized by necessary and sufficient condi­
tions on the vector fields f and g. These conditions use the notions of Lie brackets 
and invariant distributions, which we introduce next. 

For two vector fields f and 9 on D c Rn, the Lie bracket [j, g] is a third vector 
field defined by 

ag of 
[j, g](x) = axf(x) - axg(x) 

where lag/ax] and [of/ax] are Jacobian matrices. We may repeat bracketing of 9 

with f. The following notation is used to simplify this process: 

ad~g(x) 
adfg(x) 

ad1g(x) 

g(x) 

[j, g](x) 

[j, ad;-lg](x), k ~ 1 

It is obvious that [j, g] = - [g, f] and for constant vector fields f and g, [j, g] = O. 

Example 13.9 Let 

f(x) = [ 

Then, 

[f, g](x) 
o 

- cos Xl 
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ad}g [f, adfg] 

[-~ ~l [-sin~~-x2l-[-c~SXl -il [Xl-:~2l 
[ Xl + X2 ~:i~~12~ Xl COSXl 1 

Example 13.10 If f(x) = Ax and 9 is a constant vector field, then 

and 

adfg(x) = [j,g](x) = -Ag' 

adJg = [j, adfg] = -A( -Ag) = A2g 

For vector fields h, 12, ... , !k on D c Rn, let 

~(x) = span{fdx), 12(x), ... , fk(X)} 

be the subspace of Rn spanned by the vectors h (x), 12 (x), ... , fk (x) at any fixed 
xED. The collection of all vector spaces ~(x) for xED is called a distribution 
and referred to by 

~ = span{h, 12,···, fd 

The dimension of ~ (x), defined by 

dim(~(x)) = rank [h(x), 12(x), ... , fk(X)] 

may vary with x, but if ~ = span{h, ... , fd, where {h (x), ... ,fk(X)} are linearly 
independent for all XED, then dim(~(x)) = k for all xED. In this case, we say 
that ~ is a nonsingular distribution on D, generated by h, ... , fk. A distribution 
~ is involutive if 

If ~ is a nonsingular distribution on D, generated by h, "', fk' then it can be 
verified (Exercise 13.9) that ~ is involutive if and only if 
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Example 13.11 Let D = R3 and ~ = span{lI, h}, where 

It can be verified that dim(~(x)) = 2 for all xED and 

[iI, h] E ~ if and only if rank [1I(x), h(x), [II, h](x)] = 2, for all xED. However, 

[ 

2X2 

rank [1I(x), h(x), [II, h](x)l = rank ~ 
1 0] o 0 

X2 1 
= 3, "v' xED 

Hence, ~ is not involutive. 

Example 13.12 Let D = {x E R3 I xi + x~ =I- O} and ~ = span{lI, h}, where 

It can be verified that dim(~(x)) = 2 for all xED, 

[1I,hl = oh II - oII h = [ -;ox3 

] ox ox 

and 

[ 

2X3 

rank [1I(x), h(x), [II, hl(x)l = rank ~1 
-

4X
3 ] 

~ = 2, "v' xED 

Therefore, [II, hl E ~. Since [h, II] = -[II, h]' we conclude that ~ is involutive. 
6. 

We are now ready to characterize the class of feedback linearizable systems. 

Theorem 13.2 The system (13.27) is feedback linearizable if and only if there is a 
domain Do C D such that 

1. the matrix Q(x) = [g(x), adfg(x), ... , adj-lg(x)] has rank n for all x E Do; 
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2. the distr-ib'ution V = span {g, adfg, .. . , adj-2g} is involutive in Do. <> 

Proof: See Appendix C.22. 

In the next three examples, we illustrate the application of Theorem 13.2 and 
the solution of the partial differential equations (13.34). In all examples, we assume 
that the system (13.27) has an equilibrium point x* when u = O. We choose h(x) 
such that h(x*) = O. Consequently, the change of variables z = T(x) maps the 
equilibrium point x = x* into the origin z = O. 

l!.i:x:anJ.pJle 13.13 Reconsider the system 

x = [ a ~~;2 1 + [ ~ 1 u ] (x) + gu 

from Section 13.1. We have 

_ a] 9 = [ -acosx2 
ax 0 

The matrix 
I' = [ d ] = [0 -a cos X2 1 ~ g,a fg 1 0 

has rank two for all x such that cos X2 f- O. The distribution V = span{g} is 
involutive. Hence, the conditions of Theorem 13.2 are satisfied in the domain Do = 
{x E R2 I cos X2 f- O}. To find the change of variables that transforms the system 
into the form (13.6), we want to find h(x) that satisfies 

ah = o. a(Lfh) -t 0 and h(O) = 0 
ax g , ax 9 / , 

From the condition [ah/ax]g = 0, we have 

ah ah 
-g= -- =0 
ax aX2 

Thus, h must be independent of X2. Therefore, 

The condition 
a(Lfh) 9 = a(Lfh) = !!!.:.a cos X2 f- 0 

ax aX2 aXI 

is satisfied in the domain Do by any choice of h for which (ah/axI) f- O. Taking 
h(x) = Xl results in the transformation we used earlier. Other choices of h can 
be made. For example, h(x) = Xl + xf gives another change of variables that 
transforms the system into the form (13.6). fj, 
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Example 13.14 A single link manipulator with flexible joints and negligible damp­
ing can be represented by a fourth-order model of the form (Exercise 1.5) 

where 

f(x) = [ 

i; = f(x) + gu 

X2 

-a sin Xl - b(XI - X3) 
x4 

C(XI - X3) 

and a, b, c, and d are positive constants. The unforced system has equilibrium at 
X = O. We have 

The matrix 

of [~l adf 9 = [f,9] = - 8x 9 = ~d 

2 [ of [ ~d 1 adfg = f, adfg] = - ox adfg = 0 

-cd 

ad}g = [j, ad}g] = - ~~ ad}g = 

o 
o 

-d 
o 

[ 
-COobdd 1 

o 
bd 
o 

-cd 

has full rank for all x E R4. The distribution .6. = span(g, adf g, ad}) is involutive, 
since g, adfg, and ad}g are constant vector fields. Thus, the conditions of Theo­
rem 13.2 are satisfied for all x E R4. To find the change of variables that transforms 
the state equation into the form (13.6), we want to find h(x) that satisfies 

O(L~-lh) . o(L}h) 
ox 9 = 0, ~ = 1,2,3, ~g =I 0, and h(O) = 0 

From the condition [oh/ox]g = 0, we have (Oh/OX4) = 0, so we must choose h 
independent of X4. Therefore, 
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From the condition [8(L f h)/8x]g = 0, we have 

~(Lfh) = 0 :::}. ~ = 0 
8X4 8X3 

SO, we choose h independent of X3. Therefore, L f h simplifies to 

and 

Finally, 
8(L}h) 8(Lfh) 8h 
--=0 =}---=o =}-=o 

8X4 8X3 8X2 

and we choose h independent of X2. Hence, 

3 8(L}h) 8(L}h) . 
Lfh(x) = -8--X2 + -8-.-[-aslIlXI - b(Xl 

Xl X2 

and the condition [8(Ljh)/8xlg f 0 is satisfied whenever (8h/8xI) f O. Therefore, 
we take h (x) = X I. The change of variables 

Zl h(x) = Xl 

Z2 Lfh(x) X2 

Z3 L}h(x) -asinXI - b(XI - X3) 

z4 LJh(x) -ax2 cos Xl - b(X2 - X4) 

transforms the state equation into 

i 1 Z2 

i2 Z3 

i3 Z4 

i4 -(acosZI + b + C)Z3 + a(z5 - c) sinZI + bdu 

which is of the form (13.6). Unlike the previous example, in the current one the 
state equation in the z-coordinates is valid globally because Z = T(x) is a global 
diffeomorphism. fj, 

Example 13.15 In Examples 13.3 and 13.7 we considered a field-controlled DC 
motor represented by the third-order model 

:i; = f(x) + gu 
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where 

f(x) = [ -bX2 ;~X~ CXIX3 ], 9 = [ ~ ] 
OXIX2 0 

and a, b, c, 0, and k are positive constants. We saw that, with the output y = X3, 
the system has relative degree two and hence is partially feedback linearizable. Let 
us investigate whether the state equation is fully linearizable. We have 

The determinant of 

is given by 

9 = [g, adfg, ad}g] = 
[ ~

1 a 
CX3 

-OX2 

a
2 

] (a + b)CX3 
(b - a)ex2 - Ok 

det 9 = cO( -k + 2bxz)X3 

Hence, 9 has rank three for X2 =1= k/2b and X3 =1= O. The distribution 1) 

span{g, adfg} is involutive if [g, adfg] E 1). We have 

[g, adfg] = a(~;g) 9 = [~ ~e n [~] [ ~ ] 
Hence, 1) is involutive and the conditions of Theorem 13.2 are satisfied in the domain 

k 
Do = {x E R3 I X2 > 2b and X3 > O} 

We proceed now to find a function h that satisfies (13.34) and (13.35). The unforced 
system has an equilibrium set at Xl = 0 and X2 = k/b. We take the desired operating 
point as x* = [0, k/b, woV, where Wo is a desired set point for the angular velocity 
X3. We want to find h( x) that satisfies 

8h g = O' 8(Lf h) 9 = O' 8(L}h) 
8x '8x ,~g=l=O 

with h(x*) = 0, From the condition 

8h 8h 
-g=-=O 
8x 8Xl 

we see that h must be independent of Xl. Therefore, 
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From the condition [8(L f h)/8x]g = 0, we have 

8h 8h 
CX3- = (}X2-

8X2 8X3 

which is satisfied if h takes the form 

for some constants Cl and C2. We choose Cl = 1 and, to satisfy the condition 
h(x*) 0, we take 

With this choice of h, Lfh and LJh are given by 

Hence, 
8(L}h) 
---g 

8x 

and the condition [8(L}h)/8x]g =f 0 is satisfied whenever X2 =f k/2b and X3 =f O. 
Assuming x3 > 0, it can be easily verified (Exercise 13.15) that the map z = T(x) is 
a diffeomorphism on Do and the state equation in the z-coordinates is well defined 
in the domain 

where 4J(.) is the inverse of the map 2(}X2(k - bX2), which is well defined for X2 > 
k/2b. The domain Dz contains the origin z = O. 6 

State Feed back Control 

13.4.1 

Consider a partially feedback line ariz able system of the form 

fO(17,~) 

A~ + B,(x)[u - a(x)] 

where 

z 

(13.37) 

(13.38) 

T(x) is a diffeomorphism on a domain D eRn, D z = T(D) contains the origin, 
(A,B) is controllable, ,(x) is nonsingular for all XED, fo(O,O) = 0, and fO(17,~), 
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a(x), and ,(x) are continuously differentiable. Our goal is to design a state feed­
back control law to stabilize the origin z = O. The form (13.37)-(13.38) is clearly 
motivated by the normal form (13.16)-(13.18) of input-output linearizable systems. 
However, (13.18) is dropped since the output y plays no role in the state feedback 
stabilization problem. The system (13.37)-(13.38) includes also feedback line ariz­
able systems by dropping equation (13.37). We do not restrict our discussions to 
single-input systems or to a pair (A, B) in the controllable canonical form. We 
proceed to discuss the more general system (13.37)-(13.38) and our conclusions will 
apply to the normal form (13.16)-(13.18) or to feedback linearizable systems as 
special cases. 

The state feedback control 

u = a(x) + j3(x)v 

where j3(x) = ,-l(X), reduces (13.37)-(13.38) to the "triangular" system 

fO(17, ~) 

A~+Bv 

(13.39) 

(13.40) 

Equation (13.40) can be easily stabilized by v = -K~, where K is designed such 
that (A - BK) is Hurwitz. Asymptotic stability of the origin of the full closed-loop 
system 

fO(17, ~) 

(A BK)~ 

(13.41 ) 

(13.42) 

follows from asymptotic stability of the origin of r, = fO(17, 0), as shown in the next 
lemma. 

Lemma 13.1 The origin of (13.41)-(13.42) is asymptotically stable if the origin of 
r, = fo(17, 0) is asymptotically stable. <> 

Proof: By (the converse Lyapunov) Theorem 4.16, there is a continuously differen­
tiable Lyapunov function VI (17) such that 

8VI 7hl fO(17, 0) :s; -a3(111711) 

in some neighborhood of 17 = 0, where a3 is a class JC function. Let P pT > 0 
be the solution of the Lyapunov equation P(A BK) + (A - BK)T P = -J and 
use V(17,~) = VI (17) + kJ~T P~, with k > 0, as a Lyapunov function candidate for 
(13.41)-(13.42).8 The derivative V is given by 

V = 88
VI fO(17,~) + ~ ~T[P(A - BK) + (A - BKf Pl~ 
17 2 ~T P~ 

8The function V(1],~) is continuously differentiable everywhere around the origin, except on 
the manifold ~ O. Both V(1],~) and 1I(1],~) are defined and continuous around the origin. It can 
be easily seen that the statement of Theorem 4.1 is still valid. 
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On any bounded neighborhood of the origin, we can use continuous differentiability 
of \i). and fo to obtain 

for some positive constants kl and k2. Choosing k > kdk2 ensures that V is nega­
tive definite. Hence, the origin is asymptotically stable. D 

The foregoing discussion shows that a minimum phase input-output linearizable 
system can be stabilized by the state feedback control 

u = a(x) - (3(x)KT2 (x) - (13.43) 

The control (13.43) is independent of Tl (x). Therefore, it is independent of the 
function ¢ that satisfies the partial differential equation (13.15). 

The proof of Lemma 13.1 is valid only on bounded sets. Hence, it cannot 
be extended to show global asymptotic stability. We can show global asymptotic 
stability by requiring the system iJ = fo (TJ, e) to be input-to-state stable when e is 
viewed as the input. 

Lemma 13.2 The origin of (13.41 )-(13.42) is globally asymptotically stable if the 
system 'it = fo(TJ, e) is input-to-state stable <> 

Proof: Apply Lemma 4.7. D 

Input-to-state stability of 17 = fo(TJ, e) does not follow from global asymptotic, 
or even exponential, stability of the origin of iJ = fo(TJ, 0), as we saw in Section 4.10. 
Consequently, knowing that an input-output linearizable system is "globally" min­
imum phase does not automatically guarantee that the control (13.43) will globally 
stabilize the system. It will be globally stabilizing if the origin of iJ = fo(TJ,O) is 
globally exponentially stable and fo(TJ, e) is globally Lipschitz in (TJ, e), since in that 
case Lemma 4.6 confirms that the system iJ = fo(TJ, e) will be input-to-state stable. 
Otherwise, we have to establish input-to-state stability by further analysis. Global 
Lipschitz conditions are sometimes referred to as linear growth conditions. The 
next two examples illustrate some of the difficulties that may arise in the absence 
of linear growth conditions. 

Example 13.16 Consider the second-order system 

While the origin of iJ = -TJ is globally exponentially stable, the system iJ = --TJ+TJ2e 
is not input-to-state stable. This fact can be seen by noting that e(t) == 1 and 
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7](0) 2:: 2 imply that r,(t) 2:: 2. Therefore, 7] grows unbounded. On the other hand, 
by Lemma 13.1, we see that the linear control v = -k~, with k > 0, stabilizes the 
origin of the full system. In fact, the origin will be exponentially stable. However, 
this linear control does not make the origin globally asymptotically stable. Taking 
v = 7]~ and noting that 

we see that the set {7]~ < 1 + k} is positively invariant. On the boundary 7]~ = 1 + k, 
the trajectory is given by 7](t) = ekt7](O) and ~(t) = e-kt~(O). Thus, 7](t)~(t) == l+k. 
Inside the set {7]~ < 1 + k}, v ( t) will be strictly decreasing and after a finite time T, 
v(t) S 1/2 for all t 2:: T. Then, 7]r, S -(1/2)7]2, for all t 2:: T, which shows that the 
trajectory approaches the origin as t tends to infinity. Hence, the set {7]~ < 1 + k} 
is the exact region of attraction. While this conclusion shows that the origin is not 
globally asymptotically stable, it also shows that the region of attraction expands 
as k increases. In fact by choosing k large enough, we can include any compact set 
in the region of attraction. Thus, the linear feedback control v = -k~ can achieve 
semiglobal stabilization. 6 

If the origin of r, = 10(7],0) is globally asymptotically stable, one might think 
that the triangular system (13.39)-(13.40) can be globally stabilized, or at least 
semiglobally stabilized, by designing the linear feedback control v = -K~ to assign 
the eigenvalues of (A - BK) far to the left in the complex plane so that the solution 
of ~ = (A - BK)~ decays to zero arbitrarily fast. Then, the solution of ~ = 10(7],~) 
will quickly approach the solution of r, = 10(7],0), which is well behaved, because 
its origin is globally asymptotically stable. It may even appear that this strategy 
is the one used to achieve semi global stabilization in the preceding example. The 
next example shows why such strategy may fail. 9 

Example 13.17 Consider the third-order system 

r, - ~(1 + 6)7]3 

6 6 
~2 V 

The linear feedback control 

2 k clef v=-k 6-2~6 = -K~ 

assigns the eigenvalues of 

A - B K = [_Ok2 1 1 " -2k 

9See, however, Exercise 13.20 for a special case where this strategy will work. 
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at -k and -k. The exponential matrix 

te-
kt 

] 

(1 - kt)e-kt 

shows that as k -7 00, the solution ~(t) will decay to zero arbitrarily fast. Notice, 
however, that the coefficient of the (2,1) element of the exponential matrix is a 
quadratic function of k. It can be shown that the absolute value of this element 
reaches a maximum value kle at t = 11k. While this term can be made to decay to 
zero arbitrarily fast by choosing k large, its transient behavior exhibits a peak of the 
order of k. The phenomenon is known as the peaking phenomenon. lO The interaction 
of peaking with nonlinear growth could destabilize the system. In particular, for 
the initial states 7](0) = 7]0, 6(0) = 1, and 6(0) = 0, we have 6(t) = _k2te- kt and 

r, = - ~ (1 - k2 te-kt
) 7]3 

During the peaking period, the coefficient of 7]3 is positive, causing 17]( t) 1 to grow. 
Eventually, the coefficient of 7]3 will become negative, but that might not happen 
soon enough, since the system might have a finite escape time. Indeed, the solution 

2 
7]2 (t) - 7]0 

- 1 + 7]5[t + (1 + kt)e- kt - 1J 

shows that if rIg> 1, the system will have a finite escape time if k is chosen large 
enough. L 

"\1Ie will come back to the triangular system (13.39)-(13.40) in Sections 14.3 and 
14.4 and show how to design v as a nonlinear function of ~ and 7] to achieve global 
stabilization. This will be done by using backstepping in Section 14.3 and passivity­
based control in Section 14.4. We will even deal with cases where r, = fa (7],~) is 
not input-to-state stable. 

"\1Ihile feedback linearization provides a simple and systematic procedure for 
stabilizing a class of nonlinear systems, there are legitimate concerns about the 
robustness and efficiency of such design. In the remainder of this section, we shed 
some light on these two issues. 

Feedback linearization is based on exact mathematical cancellation of the non­
linear terms CY and i, which requires exact knowledge of CY, (3 = i-I, and T2. This 
is almost impossible for several practical reasons such as model simplification, pa­
rameter uncertainty, and computational errors. Most likely, the controller will be 
implementing functions a, S, and T2 , which are approximations of CY, (3, and T2 ; 

that is to say, the actual controller will be implementing the feedback control law 

read more about the peaking phenomenon, see [188]. For an illustration of the peaking 
phenomenon in high-gain observers, see Section 14.5. 
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The closed-loop system under this feedback control is 

il fo(7],~) 

~ A~ + B,(x)[a(x) - ~(x)KT2(X) a(x)] 

By adding and subtracting the term BK~ to the right-hand side of the second 
equation, we can rewrite the closed-loop system as 

iJ fO(7],~) 

~ = (A - BK)~ + Bo(z) 

where 

(13.44) 
(13.45) 

Thus, the closed-loop system appears as a perturbation of the nominal system 

iJ fO(7],~) 

~ = (A - BK)~ 

In view of the perturbation results of Chapter 10, we do not expect a serious problem 
from a small error o(z). The next two lemmas confirm this expectation. We start 
with feedback linearizable systems where the closed-loop equation simplifies to 

i = (A - BK)z + Bo(z) (13.46) 

Lemma 13.3 Consider the closed-loop system (13.46), where (A-BK) is Hurwitz. 
Let P = p T > 0 be the solution of the Lyapunov equation 

P( A - B K) + (A - B K) T P = -I 

and k be a nonnegative constant less than 1/(21IPBI12) . 
• If Ilo(z)11 ::; kllzll for all z, the origin of (13.46) will be globally exponentially 

stable . 

.. If Ilo(z) II ::; kllzll + c for all z) the state z willibe globally ultimately bounded 
by cc for some c> O. 

Proof: Let V(z) = zT Pz. Then 

V = zT[P(A - BK) + (A - BKf P]z + 2zT PBo(z) 

::; -llzll~ + 211P BI121IzI12110(z) 112 

If Ilo(z)112 ::; kllzl1 2 + c, we have 

V ::; -llzll~ + 2k11PB11211zll~ + 2cllPBI1211z112 
= -(1- (}l)llzll~ - (}I!Izll~ + 2k11PB11211zll~ + 2cllPBI1211z112 
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where e1 E (0,1) is chosen close enough to one such that k < eI/(21IPBI12). Conse­
quently, 

11 S -(1 - el)IIzll~ + 2cIlPBII211 z 112 
If 116(z)1I2 S kllzlb we set c = ° in the preceding inequality and conclude that the 
origin is globally exponentially stable. If c > 0, 

. 2 2cllP BII2 def 
V S ·-(1- eI)(l- ez)lIzlb V IIz112 2: (1- e

1
)ez = cCo 

where e2 E (0,1). Application of Theorem 4.18 shows that z(t) is globally ulti­
mately bounded by cCoVAmax(P)/ Amin(P). 0 

It is clear from the proof that if the bound on 6 (z) is satisfied only in a neigh­
borhood of the origin, we can prove a local version of the lemma. 

Example 13.18 Consider the pendulum equation 

Xl x2 

XZ -a sin(x1 + 61) - bX2 + cu 

where Xl = e 61, Xz = iJ, and u = T is a torque input. The goal is to stabilize the 
pendulum at the angle e = 61. A linearizing-stabilizing feedback control is given 
by 

u = (~) sin(x1 + 61) - (~) (k1X1 + kzxz) 

where kl and kz are chosen such that 

is Hurwitz. Suppose that, due to uncertainties in the parameters a and c, the actual 
control is 

u = (~) sin (XI + (1) - (~) (klX1 + kZX2) 

where 0, and c are estimates of a and c. The closed-loop system is given by 

Xl X2 

X2 -klX1 - (k2 + b)xz + o(x) 

where 

o(x) = (O,C ~ ac) sin(Xl + (1) _ (c ~ c) (k1X1 + kzxz) 

The error term o(x) satisfies the bound 10(x)1 S kllxll2 + c globally, where 

k = I o,c - ac I + I C ~.~ I J kr + k~, c = I o,c - ac II sin 011 
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The constants k and E are measures of the size of the error in estimating the pa­
rameters a and c. Let 

P = [~~~ ~~~ 1 
be the solution of the Lyapunov equation P(A - BK) + (A - BK)T P = -I. If 

k < 1 
2JpI2 + P§2 

then the solutions of the system are globally ultimately bounded by a bound that is 
proportional to E. If sin 01 = 0, the foregoing bound on k ensures global exponential 
stability of the origin. D.. 

We turn now to the more general closed-loop system (13.44)-(13.45). 

Lemma 13.4 Consider the closed-loop system (13.44)-(13.45), where A - BK is 
Hurwitz . 

• If Ilo(z)ll:::; E for all z and i} = fO(TJ,~) is input-to-state stable, then the state 
z is globally ultimately bounded by a class IC function of E. 

GIl If Ilo(z)11 :::; kllzll in some neighborhood of z = 0, with sufficiently small k, and 
the origin ofi} = fo(TJ, 0) is exponentially stable, then z = 0 is an exponentially 
stable equilibrium point of the system (13.44)-(13.45). 

Proof: Let V(~) = ~T P~, where P = p T > 0 is the solution of the Lyapunov 
equation P(A - BK) + (A - BK)T P = -I. Then 

11 ~T[P(A - BK) + (A - BK)T Pl~ + 2~T P BO(z) 

:::; -II~II~ + 21IPBlbll~112110(z)112 

If Ilo(z) 112 :::; E, we have 

11:::; -II~II~ + 2EIIPB11211~112 :::; -~II~II~, 'If 11~112 2:: 4EIIPBI12 

Hence, applying Theorem 4.18 shows that a finite time to and a positive constant c 
exist such that 

11~(t) 112 :::; CE, 'If t 2:: to 

By input-to-state stability of i} = fo(TJ, ~), we have 

where (30 and {o are class IC£ and class IC functions, respectively. The term 
(30(IITJ(to)112' t - to) satisfies (30 :::; E after some finite time. Therefore, Ilz(t)112 is 
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ultimately bounded by Ce + e + ,o(Ce), which is a class J( function of e. To prove 
the second case of the lemma, recall from Theorem 4.14 that a Lyapunov function 
VI (7]) exists in some neighborhood of 7] = 0 such that 

Using V(z) = bllj(7]) + ~T P~, with b > 0, as a Lyapunov function candidate for 
(13.44)-(13.45), we obtain 

aV1 aVI ba;; 10(7],0) + ba;; [10(7],~) 10(7],0)] 

+ ~T[P(A - BK) + (A - BKf P]~ + 2~T P Bo(z) 

< -bC3117]11~ + bC4LII7]11211~112 - II~II~ + 2kliP BI1211{11~ + 2kliP BI1211~112117]1I2 

[ 
117]112] T [ bC3 -(kIIP BI12 + bC4L/2) ] [ 117]11 2 ] 

- 11~112 -(kIIPBI12 + bC4L/2) 1- 2k llPBI12 11~112 

-[ Ili~ll~ r Q [ ii~ll~ ] 
where L is a Lipschitz constant of 10 with respect to~. Taking b = k, it can be 
verified that Q is positive definite for sufficiently small k. Therefore, the origin is 
exponentially stable. 0 

In Exercises 13.22 through 13.24, we present a few variations of Lemma 13.4. 
If'r, = 10(7],~) is not input-to-state stable, but the origin of r, = 10(7],0) is asymp­
totically stable, we can prove a local version of the first case of the lemma (Exer­
cise 13.22). If 1(7],~) is globally Lipschitz and the origin of r, = 10(7],0) is globally ex­
ponentially stable, we can prove a global version of the second case (Exercise 13.23). 
If the origin of r, = 10(7],0) is asymptotically, but not exponentially, stable, we can 
prove asymptotic stability of the origin of the closed-loop system by restricting the 
dependence of 0 on 7] (Exercise 13.24). 

The feedback control u = o:(x) -. j3(x)K~ has a linearizing component u = 
o:(x) + j3(x)v and a stabilizing component v = -K~. The foregoing Lyapunov 
analysis shows that the stabilizing component achieves a certain degree of robustness 
to model uncertainty.ll We will see in Chapter 14 that the stabilizing component 
can be designed to achieve a much higher degree of robustness by exploiting the 
fact that the perturbation term Bo(z) in (13.45) belongs to the range space of the 
input matrix B. Such perturbation is said to satisfy the matching condition. The 
techniques of Chapter 14 can guarantee robustness to any o(z) provided an upper 
bound on 0 is known. 

type of model uncertainty that is not considered here is the sensitivity of the relative 
degree and the minimum phase property to parameter perturbations. To read more about this 
issue, see [92] and [169]. 
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The basic philosophy of feedback linearization is to cancel the nonlinear terms 
of the system. Aside from the issues of whether or not we can cancel the nonlinear 
terms, effect of uncertainties, implementation factors, and so on, we should examine 
the philosophy itself: Is it a good idea to cancel nonlinear terms? Our motivation to 
do so has been mathematically driven. Vve wanted to linearize the system to make it 
more tractable and to use the relatively well-developed linear control theory. From 
a performance viewpoint, however, a nonlinear term could be "good" or "bad" and 
the decision whether we should use feedback to cancel a nonlinear term is, in reality, 
problem dependent. Let us use a couple of examples to illustrate this point. 

Example 13.19 Consider the scalar system 

x = ax - bx3 +u 

where a and b are positive constants. A linearizing-stabilizing feedback control can 
be taken as 

u = -(k + a)x + bx3
, k > 0 

which results in the closed-loop system x = -kx. This feedback control cancels the 
nonlinear term -bx3

, but this term provides "nonlinear damping." In fact, without 
any feedback control, such nonlinear damping would guarantee boundedness of the 
solutions despite the fact that the origin is unstable. So, why should we cancel it? 
If we simply use the linear control 

u = -(k + a)x, k > 0 

we will obtain the closed-loop system 

x = -kx - bx3 

whose origin is globally exponentially stable and its trajectories approach the origin 
faster than the trajectories of x = -kx. Moreover, the linear control is simpler and 
uses less control effort. /::;, 

Example 13.20 Consider the second-order system 

Xl X2 

X2 -h(XI) + U 

where h(O) = 0 and xlh(xd > 0 for all Xl =1= O. The system is clearly feedback 
linearizable and a linearizing-stabilizing feedback control can be taken as 

where kl and k2 are chosen to assign the closed-loop eigenvalues at desired locations 
in the left-half complex plane. On the other hand, our study of passive systems in 
Chapter 7 shows that with the feedback control 
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where CY is any locally Lipschitz function that satisfies cy(O) = 0 and ycy(y) > 0 for 
y i= 0, the closed-loop system will be passive, and the derivative of the Lyapunov 
function V = f;l h(z) dz + (1/2)x~ is given by 

V = -X2CY(X2) 

Because 
X2(t) == 0 ::::} X2(t) == 0 ::::} h(Xl(t)) == 0 ::::} Xl(t) == 0 

asymptotic stability of the origin follows from the invariance principle. The control 
u -(}(X2) has two advantages over the linearizing feedback control. First, it does 
not use a model of the nonlinear function h. Hence, it is robust to uncertainty in 
modeling h. Second, the flexibility in choosing the function CY can be used to reduce 
the control effort. For example, we can meet any constraint of the form lui :s: k, 
by choosing u -k sat(x2)' However, the control u ,= -CY(X2) cannot arbitrarily 
assign the rate of decay of x(t). Linearization ofthe closed-loop system at the origin 
yields the characteristic equation 

S2 + cy' (O)s + h' (0) 0 

One of the two roots of the foregoing equation cannot be moved to the left of 
Re[s] = -Jh'(O). Feedback control laws that exploit passivity properties will be 
discussed in Section 14.4. !:::, 

These two examples make the point that there are situations where nonlinearities 
are beneficial and cancelling them should not be an automatic choice. We should 
try our best to understand the effect of the nonlinear terms and decide whether or 
not cancellation is appropriate. Admittedly, this is not an easy task. 

The robustness and efficiency concerns we raised regarding feedback linearization 
as a design procedure should not undermine the feedback linearization theory we 
developed in this chapter. The theory provides us with valuable tools to characterize 
a class of nonlinear systems whose structure is open to feedback control design, 
with or without nonlinearity cancellation. The concepts of relative degree and zero 
dynamics of nonlinear systems bring into focus the common input-output structure 
of linear and nonlinear systems and play a crucial role in extending to nonlinear 
systems some of the feedback design procedures that were successfully used for 
linear systems, such as high-gain feedback. The ability to transform a system into 
a normal form, where nonlinear terms enter the state equation at the same point 
as the control input, brings in the matching condition structure that will be used 
in Chapter 14 to develop some useful robust control techniques. 

13.4.2 

Consider a single·-input-single-output, input-output linearizable system represented 
in the normal form (13.16)-(13.18): 

ry fo(17,~) 
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~ Ac~ + Bcry(x)[u - a(x)] 

Y Cc~ 

Without loss of generality, we assume that fo(O,O) = o. We want to design a 
state feedback control law such that the output y asymptotically tracks a reference 
signal r(t). When the system has relative degree p = n, it has no nontrivial zero 
dynamics. In this case, the rt variable and its equation are dropped, but the rest of 
the development remains the same. We assume that 

II r(t) and its derivatives up to rep) (t) are bounded for all t ?: 0 and the pth 
derivative rep) (t) is a piecewise continuous function of t; 

• the signals r , ... ,rep) are available on-line. 

The reference signal r(t) could be specified, together with its derivatives, as some 
given functions of time, or it could be the output of a reference model driven by 
some input signal w(t). In the latter case, the assumptions on r can be met by 
appropriately choosing the reference model. For example, for a relative degree two 
system, a reference model could be a second-order linear time-invariant system 
represented by the transfer function 

where the positive constants ( and Wn are chosen to shape the reference signal r·(t) 
for a given input signal w(t). The signal r(t) can be generated on-line by using the 
state model 

Yl Y2 

Y2 -W~Yl - 2(Wn Y2 + w~w 
r Yl 

Therefore, r(t), r(t), and r(t) will be available on-line. If w(t) is a piecewise con­
tinuous bounded function of t, then r(t), r(t), and r(t) will satisfy the required 
assumptions. 

Let 

1 ~~-R 
The change of variables e = ~ - R yields 

i] fo(rt,e+R) 

e Ace + Be {ry(x)[u a(x)]- r(p)} 
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The state feedback control 

u=a(x)+,B(X) [v+rCp)J 
where ,B(x) l/,(x), reduces the normal form to the cascade system 

iJ fo(rJ,e+R) 

e Ace + Bcv 

Our control objective can be met by any design of v that stabilizes the second 
equation while maintaining '(I bounded for all t ~ O. With v = -Ke, where Ac-BcK 
is Hurwitz, the complete state feedback control is given by12 

and the closed-loop system is given by 

fO(rJ, e + R) 
(Ac - BcK)e 

(13.47) 

(13.48) 

(13.49) 

For minimum phase systems, the origin of iJ = fo (rJ, 0) is asymptotically stable. 
It follows from (the converse Lyapunov function) Theorem 4.16 and Theorem 4.18 
that for sufficiently small e(O), rJ(O), and R(t), the state rJ(t) will be bounded for all 
t ~ O. Thus, the state feedback control (13.47) solves the local tracking problem. To 
extend the validity of the control to global tracking, where R( t) can be any bounded 
function of t, we face the same issues we encountered in global stabilization. A 
sufficient condition to ensure global tracking is input-to-state stability of the system 
iJ = fo(rJ, ~). 

L:x:aIlap.le 13.21 Consider the pendulum equation 

Xl X2 

X2 -asinXI - bX2 + CU 

Y Xl 

The system has relative degree two in R2 and is already represented in the normal 
form. It has no nontrivial zero dynamics, so it is minimum phase by default. We 
want the output y to track a reference signal r(t), with bounded derivatives r(t) 
and r(t). Taking 

we obtain 

el e2 

e2 -asinxI - bX2 + cu - r 
in Section 13.2, T2 comprises the last p components of the diffeomorphism T(x) that 

transforms the system into the normal form. 
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Figure 13.2: Simulation of the tracking control of Example 13.21. 

The state feedback control (13.47) is given by 

543 

3 

where K = [kl' k2J is designed to assign the eigenvalues of Ac - BcK at desired 
locations in the open left-half complex plane. Because all the assumptions hold 
globally, this control achieves global tracking. Figure 13.2 shows the response of 
the system when a = c = 10, b = 1, kl = 400, and k2 = 20 to some reference signaL 
The solid curve is both the reference signal and output signal in the nominal case; 
they are identical. Here, tracking is achieved for all t and not just asymptotically, 
because x(O) = R(O). If x(O) =I R(O), tracking will be achieved asymptotically, 
which is shown by the dashed curve. Finally, the dotted curve shows the response 
of the system when band c are perturbed to b 0.5 and c = 5, which correspond 
to doubling the mass. 6 

In many control problems, the designer has some freedom in choosing the ref­
erence signal r. For example, one of the typical problems in controlling robot 
manipulators is moving the manipulator from an initial to a final point within some 
time interval. The first task in approaching this problem is planning the path be­
tween the two points, which has to comply with any physical constraints due to the 
presence of obstacles. Then, the motion trajectory is planned by specifying veloci­
ties and accelerations of the moving parts as functions of time. The outcome of this 
trajectory planning process is the reference signal that the output variable has to 
track. 13 The freedom in choosing the reference signal can be used to improve the 
performance of the system, especially in the presence of constraints on the control 
signal. The next example illustrates this point. 

read about trajectory planning in robot manipulators, see [171]. 
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Example 13.22 Reconsider the pendulum equation of the previous example with 
the nominal parameters a = c = 10 and b = 1. Suppose the pendulum is resting at 
the open-loop equilibrium point x = 0 and we want to move it to a new equilibrium 
point at Xl = 1r /2 and X2 = O. Taking the reference signal r as the output of the 
second-order transfer function 1/(Ts+ 1)2 driven by a step input w will provide the 
desired motion if the jump in w is taken as 1r /2. The tracking control is taken as 

where kl = 400 and k2 = 20. Taking the initial conditions of the reference model 
to be zero, we find that the tracking error e(t) = x(t) - R(t) will be identically 
zero and the motion of the pendulum will track the desired reference signal for all t. 
The choice of the time constant T determines the speed of motion from the initial 
to the final position. If there were no constraint on the magnitude of the control 
u, we could have chosen T arbitrarily small and achieved arbitrarily fast transition 
from Xl = 0 to Xl = 1r /2. However, the control input u is the torque of a motor 
and there is a maximum torque that the motor can supply. This constraint puts 
a limit on how quick we can move the pendulum. By choosing T to be compatible 
with the torque constraint, we can achieve better performance. Figure 13.3 shows 
two different choices of T when the control is constrained to lui :s; 2. For T = 0.05 
sec, the output y(t) deviates from the reference r(t), reflecting the fact that the 
reference signal demands a control effort that cannot be delivered by the motor. 
On the other hand, with T 0.25 sec, the output signal achieves a good tracking of 
the reference signal. In both cases, we could not achieve a settling time better than 
about 1.2 seconds, but by choosing T = 0.25, we were able to avoid the overshoot 
that took place when T = 0.05. /:::,. 

Exercises 

13.1 Consider the third-order model of a synchronous generator connected to an 
infinite bus from Exercise 1.8. Consider two possible choices of the output: 

(1) Y = 5; 

In each case, study the relative degree of the system and transform it into the 
normal form. Specify the region over which the transformation is valid. If there are 
nontrivial zero dynamics, find whether or not the system is minimum phase. 

13.2 Consider the system 

X3 = -Xl + u, y = X3 

(a) Is the system input-output linearizable? 
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Figure 13.3: Simulation of the tracking control of Example 13.22. 

(b) If yes, transform it into the normal form and specify the region over which the 
transformation is valid. 

( c) Is the system minimum phase? 

13.3 Consider the inverted pendulum of Exercise 1.15 and let e be the output. Is 
the system input-output linearizable? Is it minimum phase? 

13.4 Consider the system of Example 12.6. Is the system input-output lineariz­
able? Is it minimum phase? 

13.5 With reference to Example 13.8, consider the partial differential equations 
(13.26). Suppose q(x) is independent of (m and ~n. Show that ¢i = (i for 1 ::; i ::; 
m - 1 and ¢m = (m - ~n/q(x) satisfy the partial differential equations. 

13.6 Show that the state equation of Exercise 6.11 is feedback linearizable. 
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13.7 Show that the state equation of the m-link robot of Exercise 1.4 is feedback 
linearizable. 

13.8 Prove the Jacobi identity 

L[f,g]h(x) = LfLgh(x) - LgLfh(x) 

where f and g are vector fields and h is a real-valued function. 

13.9 Let 6. be a nonsingular distribution on D, generated by iI, ... , fro Show 
that 6. is involutive if and only if [ii, fj] E 6., VI::; i, j ::; r. 

13.10 Let 

f 1 (x) ~ [ I l' 12 (x) = [ -r 1 
D R4 and 6. span{iI, h}. Show that 6. is involutive. 

13.11 Consider the system 

Xl = Xl + X2, X2 = 3xix 2 + Xl + U, y = -xr + X2 

(a) Is the system input-output linearizable? 

(b) If yes, transform it into the normal form and specify the region over which the 
transformation is valid. 

( c) Is the system minimum phase? 

(d) Is the system feedback linearizable? 

( e) If yes, find a feedback control law and a change of variables that linearize the 
state equation. 

13.12 Repeat the previous exercise for the system 

Xl = -Xl + XIX2, X2 = X2 + X3, X3 = 6(x) + U, y = Xl + X2 

where 6 (x) is a locally Lipschitz function of x. 

13.13 An articulated vehicle (a semitrailer-like vehicle) can be modeled by the 
state equation 

tan(x3) 

tan(x2) 1 ---'---'- + tan ( U ) 
acos(x3) bCOS(X2) COS(X3) 

tan(x2) 

a COS(X3) 

where a and b are positive constants. Show that system is feedback linearizable. 
Find the domain of validity of the exact linear model. 
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13.14 Consider the system 

( a) Is the system feed back linearizable? 

(b) If yes, find a feedback control law and a change of variables that linearize the 
state equation. 

13.15 Verify that the map z = T(x) in Example 13.15 is a diffeomorphism on Do, 
and the state equation in the z coordinates is well defined on D z = T (Do). 

13.16 Consider the pendulum of Example 12.2 with the numerical data of Exer­
cise 12.1. Design a stabilizing state feedback control law via feedback linearization, 
locating the closed-loop eigenvalues at the same locations used in Exercise 12.1. 
Compare the performance of the closed-loop system with that of Exercise 12.1. 

13.17 Show that the system 

is feedback linearizable and design a state feedback control law to globally stabilize 
the origin. 

13.18 Consider the system 

where a and b are positive constants. 

(a) Show that the system is feedback linearizable. 

(b) Using feedback linearization, design a state feedback controller to stabilize the 
system at Xl = e, where 0 ::::; e < 7r/2. Can you make this equilibrium point 
globally asymptotically stable? 

13.19 Consider the link manipulator of Example 13.14. Suppose the parameters 
a, b, c, and d are not known exactly, but we know their estimates 0" '6, c, and 
d. Design a linearizing state feedback control law in terms of 0" '6, c, and d and 
represent the closed-loop system as a perturbation of a nominal linear system. 

13.20 Consider a special case ofthe system (13.37)-(13.38), where fo(TJ,~) depends 
only on 6, and (A, B) = (Ae, Be) is a controllable canonical form that represents a 
chain of p integrators. Such system is said to be in a special normal form. Assume 
that the origin of iJ = fo (TJ, 0) is globally asymptotically stable and there is a radially 
unbounded Lyapunov function Vo (TJ) such that 

aVo a-;; fo(TJ, 0) ::::; -W(TJ) 

for all TJ, where W(TJ) is a positive definite function. 
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(a) Show that the control u = a(x) + (3(x)v where (3(x) = I-lex), and the change 
of variables 

Zl = ~l, Z2 = E~2"'" Zp = c:p-I~p, W = EPV 

brings the system into the form 

(b) Let K be chosen such that Ae - BeK is Hurwitz and P be the positive definite 
solution of the Lyapunov equation P(Ae - BeK) + (Ae - BeK)T P = -I. 
Taking w = -K Z and using V(7], z) = VO(7]) + V zT pz as a Lyapunov function 
candidate for the closed-loop system, show that, for sufficiently small E, the 
origin (7] = 0, z = 0) is asymptotically stable and the set {Very, z) :::; c}, with 
an arbitrary c> 0, is included in the region of attraction. 

(c) Show that the feedback control achieves semiglobal stabilization; that is, initial 
states (7]0, ~o) in any compact subset of Rn can be included in the region of 
attraction. 

(d) In view of Example 13.17, investigate whether the current controller exhibits a 
peaking phenomenon, and if so, explain why is it possible to achieve semiglobal 
stabilization despite the presence of peaking. 

13.21 Consider the system 

Xl X2 + xlx2 - x~ + U 

X2 Xl x2 - x§ + u 

X3 Xl + xlx2 - x~ - (X3 - XI)3 + u 

Y Xl - x2 

(a) Show that the system has a globally defined special normal form. 

(b) Show that the origin of the zero dynamics is globally asymptotically stable. 

(c) Design a semiglobally stabilizing state feedback control law. 

Hint: See Exercise 13.20. 

13.22 Consider the system (13.44)--(13.45), where A - BK is Hurwitz, the origin 
of r, = fo(7],O) is asymptotically stable, and JJ5(z)1I :::; c:. Show that there is a 
neighborhood D of z = 0 and c:* > 0 such that for every every z(O) ED and E :::; c:*, 

the state z is ultimately bounded by a class JC function of E. 

13.23 Consider the system (13.44)-(13.45), where A-BK is Hurwitz, the origin of 
r, = fO(7], 0) is globally exponentially stable, fo is globally Lipschitz, and 11011 :::; kllzll 
for all z. Show that, for sufficiently small k, the origin z = 0 is globally exponentially 
stable. 
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13.24 Consider the system (13.44)-(13.45), where A - BK is Hurwitz, the origin 
of iJ = fo(TJ, O) is asymptotically stable with a Lyapunov function Vo(TJ) such that 
[8Vo/8TJlfo(TJ,0) :S -W(TJ) for some positive definite function W(TJ)· Suppose 11011 :S 
k[ll~11 + W(TJ)l· Using a composite Lyapunov function of the form V = Vo(TJ) + 
AV~T P~, where P is the solution of P(A - BK) + (A - BK)T P = -1, show that, 
for sufficiently small k, the origin z = 0 is asymptotically stable 

13.25 Consider the system 

Design a state feedback control law such that the output y asymptotically tracks 
the reference signal r(t) = sin t. 

13.26 Repeat the previous exercise for the system 

13.27 The magnetic suspension system of Exercise 1.18 is modeled by 

where Xl = y, X2 = if, X3 = i, and u = v. Use the following numerical data: 
m = 0.1 kg, k = 0.001 N/m/sec, 9 = 9.81 m/sec2

, a = 0.05 m, Lo = 0.01 H, 
LI = 0.02 H, and R = 1 n. 

(a) Show that the system is feedback linearizable. 

(b) Using feedback linearization, design a state feedback control law to stabilize 
the ball at y = 0.05 m. Repeat parts (d) and (e) of Exercise 12.8 and compare 
the performance of this controller with the one designed in part (c) of that 
exercise. 

(c) Show that, with the ball position y as the output, the system is input-output 
linearizable. 

(d) Using feedback linearization, design a state feedback control law so that the 
output y asymptotically tracks r(t) = 0.05 + 0.01 sin t. Simulate the closed­
loop system. 
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13.28 A field-controlled DC motor is described in Exercise 1.17. When the field 
circuit is driven by a current source, we can view the field current as the control 
input and model the system by the second-order state model 

Xl -Ol X l - 02 X 2U + 03 

X2 -04X2 + 05XI U 

Y X2 

where Xl is the armature current, X2 is the speed, 'U is the field current, and 01 to 05 
are positive constants. It is desired to design a state feedback controller such that 
the output y asymptotically tracks a time-varying reference signal ret), where both 
ret) and ret) are continuous and bounded for all t .2: o. Assume that the domain of 
operation is restricted to Xl > 03 /201 . 

(a) Show that the system is input-output linearizable and has relative degree one. 

(b) Show that it is minimum phase. 

(c) Using feedback linearization, design a state feedback control to achieve the 
desired tracking. 

(d) Using computer simulation, study the performance of the system when r is 
the output of a first-order filter 1/ (7' S + 1) driven by a step command w. 
The time constant 7' can be chosen to adjust the rate of change of r. In the 
simulation, take the initial conditions as Xl (0) = 03 /01 and X2(0) = 0 and 
use the following numerical data: 0 1 = 60, O2 = 0.5, 0 3 = 40, 04 = 6, and 
05 = 4 X 104 . Let the step command w change from 0 to 100 at t = 1. Also, 
add saturation at the input of the plant such that the control signal is limited 
to ±0.05. 

(i) Adjust 7' and the feedback controller parameters to achieve a settling time 
of 0.5. 

(ii) Adjust 7' and the feedback controller parameters to achieve a settling 
time of O.l. 

(iii) Go back to the values used in part (i) and study the performance of the 
system when the rotor inertia changes by ±50%. 

(iv) Can you adjust the feedback controller parameters to improve its robust­
ness to the parameter perturbations described in the previous part? 



Chapter 14 

Nonlinear Design Tools 

The complexity of nonlinear feedback control challenges us to come up with system­
atic design procedures to meet control objectives and design specifications. Faced 
with such challenge, it is clear that we cannot expect one particular procedure to ap­
ply to all nonlinear systems. It is also unlikely that the whole design of a nonlinear 
feedback controller can be based on one particular tool. What a control engineer 
needs is a set of analysis and design tools that cover a wide range of situations. 
When working with a particular application, the engineer will need to employ the 
tools that are most appropriate for the problem in hand. \TVe have already covered 
several such tools in the earlier chapters. In this chapter, we assemble five nonlinear 
design tools, which are simple enough to be presented in an introductory textbook, 
and practical enough to have been used in real-world problems. 1 

In the first two sections, we deal with robust control under the matching condi­
tion; that is, when uncertain terms enter the state equation at the same point as the 
control input. In the sliding mode control of Section 14.1, trajectories are forced to 
reach a sliding manifold in finite time and to stay on the manifold for all future time. 
Motion on the manifold is independent of matched uncertainties. By using a lower 
order model, the sliding manifold is designed to achieve the control objective. The 
Lyapunov redesign of Section 14.2 uses a Lyapunov function of a nominal system 
to design an additional control component that makes the design robust to large 
matched uncertainties. Both sliding mode control and Lyapunov redesign produce 
discontinuous controllers, which could suffer from chattering in the presence of de­
lays or unmodeled high-frequency dynamics. Therefore, we develop "continuous" 
versions of the controllers. In Section 14.1, we use a second-order example to mo­
tivate the main elements of the sliding-mode-control technique, then we proceed 
to present stabilization, tracking, and integral control results. In Section 14.2, we 
show how Lyapunov redesign can be used to achieve stabilization, and introduce 
nonlinear damping- a technique that guarantees boundedness of trajectories even 

more nonlinear design tools, see [88], [89], [103], [124], [153], [167], and [172]. 

551 
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when no upper bound on the uncertainty is known. 
The matching condition can be relaxed via the backstepping technique, intro­

duced in Section 14.3. Backstepping is a recursive procedure that interlaces the 
choice of a Lyapunov function with the design of feedback control. It breaks a de­
sign problem for the full system into a sequence of design problems for lower order 
(even scalar) subsystems. By exploiting the extra flexibility that exists with lower 
order and scalar subsystems, backstepping can often solve stabilization, tracking, 
and robust control problems under conditions less restrictive than those encountered 
in other methods. 

Passivity-based control exploits passivity of the open-loop system in the design 
of feedback controL Stabilizing a passive system at an equilibrium point amounts 
to damping injection. In Section 14.4, we describe the basic idea of passivity­
based control. VVe also describe feedback passivation-a technique that uses feedback 
control to convert a nonpassive system into a passive one. 

Most of the design tools presented in Chapters 12 through 14 require state 
feedback. In Section 14.5, we introduce high-gain observers, which allow us to 
extend many of those tools to output feedback for a particular class of nonlinear 
systems. 2 The main idea of Section 14.5 is that the performance under globally 
bounded state feedback control can be recovered by output feedback control when 
the observer gain is sufficiently high. 

1 Sliding Mode Control 

14.1.1 Motivating Example 

Consider the second-order system 

Xl X2 

X2 h(x)+g(x)u 

where hand 9 are unknown nonlinear functions and g(x) 2: go > 0 for all x. We 
want to design a state feedback control law to stabilize the origin. Suppose we 
can design a control law that constrains the motion of the system to the manifold 
(or surface) s = alxl + X2 = O. On this manifold, the motion is governed by 
Xl = -alXI. Choosing al > 0 guarantees that x(t) tends to zero as t tends to 
infinity and the rate of convergence can be controlled by choice of al' The motion 
on the manifold s = 0 is independent of hand g. How can we bring the trajectory 
to the manifold s = 0 and maintain it there? The variable s satisfies the equation 

s = alxI + X2 = alX2 + h(x) + g(x)u 

Suppose hand 9 satisfy the inequality 

I alx~~)h(X) I ::; Q(x), V x E R2 

output feedback control tools are described in Exercises 14.47 through 14.49. 
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for some known function Q(x). \iVith V = (1/2)s2 as a Lyapunov function candidate 
for S alX2 + h(x) + g(x)u, we have 

Ii ss = s[alx2 + h(x)] + g(x)su::; g(x)lsIQ(x) + g(x)su 

Taking 
u = -f3(x) sgn(s) 

(It should be noted that u -f3(x)sgn(s) is used only for s =1= 0 since in ideal 
sliding mode control u is not defined on the sliding surface s = O. Alternatively, 
we can write,u = -f3sgn(s) for all s if sgn(s) is not defined at s = O. The same 
remark applies throughout the chapter to ideal sliding mode control.) where f3(x) 2: 
Q(x) + f3o, f30 > 0, and 

sgn(s) = { 
1, s>O 
0, s=O 

-1, s<O 

yields 

dotV ::; g(x)lsIQ(x) - g(x)[Q(x) + f3o]s sgn(s) = -g(x)f3olsl ::; -gof3olsl 

Thus, W = J2V = lsi satisfies the differential inequality 

D+W::; -gof3o 

and the comparison lemma shows that 

W(s(t)) ::; W(s(O)) - gof3ot 

Therefore, the trajectory reaches the manifold s = 0 in finite time and, once on the 
manifold, it cannot leave it, as seen from the inequality Ii ::; -gof3o lsi- In summary, 
the motion consists of a reaching phase during which trajectories starting off the 
manifold s = 0 move toward it and reach it in finite time, followed by a sliding 
phase during which the motion is confined to the manifold s = 0 and the dynamics 
of the system are represented by the reduced-order model Xl = -alxl. A sketch of 
the phase portrait is shown in Figure 14.1. The manifold s = 0 is called the sliding 
manifold and the control law u = -f3(x) sgn(s) is called sliding mode control. The 
striking feature of sliding mode control is its robustness with respect to hand g. We 
only need to know the upper bound Q(x) and during the sliding phase, the motion 
is completely independent of hand g. 

The sliding mode controller simplifies if, in some domain of interest, hand 9 
satisfy the inequality 

l
al x2 +h(x)1 <k 

g(x) - 1 

for some known nonnegative constant k1 . In this case, we can take 

u = -k sgn(s), k > kl 
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8=0 

Figure 14.1: A typical phase portrait under sliding mode control. 

which takes the form of a simple relay. This form, however, usually leads to a finite 
region of attraction, which can be estimated as follows: The condition ss ::; 0 in the 
set {lsi::; c} makes it positively invariant. From the equation 

and the function Vi = (1/2)xr, we have 

Thus, 

and the set 

n = {lxII ::; ':1' lsi::; c} 
sketched in Figure 14.2, is positively invariant if 

Moreover, every trajectory starting in n approaches the origin as t tends to infinity. 
By choosing c large enough, any compact set in the plane can be made a subset 
of n. Therefore, if k can be chosen arbitrarily large, the foregoing control law can 
achieve semiglobal stabilization. 

Because of imperfections in switching devices and delays, sliding mode control 
suffers from chattering. The sketch of Figure 14.3 shows how delays can cause 
chattering. It depicts a trajectory in the region s > 0 heading toward the sliding 



14.1. SLIDING MODE CONTROL 555 

Figure 14.2: Estimate of the region of attraction. 

Figure 14.3: Chattering due to delay in control switching. 

manifold s = O. It first hits the manifold at point a. In ideal sliding mode control, 
the trajectory should start sliding on the manifold from point a. In reality, there 
will be a delay between the time the sign of s changes and the time the control 
switches. During this delay period, the trajectory crosses the manifold into the 
region s < O. When the control switches, the trajectory reverses its direction and 
heads again toward the manifold. Once again it crosses the manifold, and repetition 
of this process creates the "zig-zag" motion (oscillation) shown in the sketch, which 
is known as chattering. Chattering results in low control accuracy, high heat losses 
in electrical power circuits, and high wear of moving mechanical parts. It may also 
excite unmodeled high-frequency dynamics, which degrades the performance of the 
system and may even lead to instability. 

To get a better feel for chattering, we simulate the sliding mode control of the 
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Figure 14.4: Ideal sliding mode control. 

pendulum equation 

Xl X2 

X2 -(go/f!.) sin(xl + (1) - (ko/m)x2 + (1/mf!.2)u 

U -k sgn(s) = -·k sgn(alx1 + X2) 

to stabilize the pendulum at 01 = 'iT /2, where Xl = f) - 01 and X2 = iJ. The constants 
m, f!., ko, and go are the mass, length, coefficient of friction, and acceleration due to 
gravity, respectively. \Ve take al = 1 and k = 4. The gain k = 4 is chosen by using 

1f!.2(m - kO)X2 - mgof!.coS(Xl) I 

:::; f!.21m - kol(2'iT) + mgof!. :::; 3.68 

where the bound is calculated over the set {ixil :::; 'iT, IXl + X2\ :::; 'iT} for 0.05 :::; 
m :::; 0.2, 0.9 :::; f!. :::; 1.1, and 0 :::; ko :::; 0.05. The simulation is performed by using 
m = 0.1, f!. = 1, and ko = 0.02. Figure 14.4 shows ideal sliding mode control, 
while Figure 14.5 shows a nonideal case where switching is delayed by unmodeled 
actuator dynamics having the transfer function 1/(0.018 + 1)2. 

VVe will present two ideas for reducing or eliminating chattering. The first idea 
is to divide the control into continuous and switching components so as to reduce 
the amplitude of the switching one. Let h(x) and g(x) be nominal models of h(x) 
and 9 (x), respectively. Taking 

U= 

results in 

[alx2 + h(x)] -----+v 
g(x) 

[ 
g(x)] g(x) ~ def 

S = al 1 - g(x) X2 + h(x)- g(x) h(x) + g(x)v = o(x) + g(x)v 
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Figure 14.5: Sliding mode control with unmodeled actuator dynamics. 

If the perturbation term £5 (x) satisfies the inequality 

we can take 

I 
£5(x) I ::; g(x) 
g(x) 

v -f3(x) sgn(s) 

2.4 
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where f3(x) 2: g(x)+f3o. Because g is an upper bound on the perturbation term, it is 
likely to be smaller than an upper bound on the whole function. Consequently, the 
amplitude of the switching component would be smaller. For example, returning 
to the pendulum equation and taking in = 0.125, i = 1, ko = 0.025 to be nominal 
values of m, £, ko, we have 

where the bound is calculated over the same set as before. The modified sliding 
mode control is taken as 

u = -0.lx2 + 1.2263 cos Xl - 2 sgn(s) 

which shows a reduction in the switching term amplitude from 4 to 2. Figure 14.6 
shows simulation of this modified control in the presence of unmodeled actuator 
dynamics. The reduction in the amplitude of chattering is clear. 

The second idea to eliminate chattering is to replace the signum function by a 
high-slope saturation function; that is, the control law is taken as 

u = -f3(x) sat (~) 
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Figure 14.6: Modified sliding mode control with unmodeled actuator dynamics. 
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Figure 14.7: The signum nonlinearity and its saturation function approximation. 

where sat(·) is the saturation function defined by 

{ 

y, 
sat(y) = 

sgn(y), 

if IYI ::; 1 

if IYI > 1 

and t: is a positive constant. The signum and saturation functions are shown in 
Figure 14.7. The slope ofthe linear portion of sat(8/e) is l/e. Good approximation 
requires the use of small E. In the limit, as E --7 0, the saturation function sat(s/t:) 
approaches the signum function sgn( s). To analyze the performance of the "contin­
uous" sliding mode controller, we examine the reaching phase by using the function 
V = (1/2)82 whose derivative satisfies the inequality 
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when lsi 2 t:; that is, outside the boundary layer {lsi :S t:}. Therefore, whenever 
Is(O)1 > t:, Is(t)1 will be strictly decreasing, until it reaches the set {lsi :S t:} in finite 
time and remains inside thereafter. Inside the boundary layer, we have 

where lsi :S t:. The derivative of VI = (1/2)xi satisfies 

VI = -alxi + XIS :S -alxi + IXllt: :S -(1- B1)alxi, V IXll 2 _t:_ 
alBl 

where 0 < Bl < 1. Thus, the trajectory reaches the set Oc = {IXII :S t:/(alBI ), lsi :S 
t:} in finite time. In general, we do not stabilize the origin, but we achieve ultimate 
boundedness with an ultimate bound that can be reduced by decreasing t:. What 
happens inside Oc is problem dependent. Let us consider again the pendulum 
equation and see what happens inside Oc in that case. Inside the boundary layer 
{lsi :S t:}, the control reduces to the linear feedback law u = -ks/t:, and the closed­
loop system 

Xl X2 

X2 -(go/f) sin(xl + (h) - (kO/m)x2 - (k/m£2t:) (alxl + X2) 

has a unique equilibrium point at (Xl, 0), where Xl satisfies the equation 

and can be approximated for small t: by Xl ~ -(t:mgo£/kal)sin6l. Shifting the 
equilibrium point to the origin by the change of variables 

results in 

where 

Using 

If = l Y1 

o-(s) ds + (1/2)y~ 
as a Lyapunov function candidate, it can be verified that 
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Figure 14.8: "Continuous" sliding mode control. 

is positive definite for (k / c) > (m.ega / al) and its derivative satisfies 

.:. (ka k) 2 v=- -+-- Y2 
m m.e2c 

Application of the invariance principle shows that the equilibrium point (XI,O) is 
asymptotically stable and attracts every trajectory in no:. 

For better accuracy, we need to choose E as small as possible, but a too small 
value of E will induce chattering in the presence of time delays or unmodeled fast 
dynamics. Figure 14.8 shows the performance of the "continuous" sliding mode 
controller when applied to the pendulum equation for two different values of c. 
Figure 14.9 shows the performance in the presence of the unmodeled actuator 
1/(0.018 + 1)2, The striking observation here is that, while reducing E improves 
accuracy in the ideal case, it may not have the same effect in the presence of delays 
due to chattering. 

One special case where we can stabilize the origin without pushing E too small 
arises when h(O) = O. In this case, the system, represented inside the boundary 
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Figure 14.9: "Continuous" sliding mode control with unmodeled actuator dynamics. 

layer by 

Xl X2 

X2 h(x) - [9(;)k 1 (a1 X1 + X2) 

has an equilibrium point at the origin. We need to choose c small enough to stabilize 
the origin and make nc a subset of its region of attraction. For the pendulum 
equation with (h = 1T, repeating the foregoing stability analysis confirms that we 
can achieve our goal if k/c > mgo.e/a1. For .e :s: 1.1, m :s: 0.2, k = 4 and a1 = 1, we 
need c < 1.8534. Figure 14.10 shows simulation results for c = 1. 

If (h is any angle other than 0 or 1T (the open-loop equilibrium points), the 
system will stabilize at an equilibrium point other than the origin, leading to a 
steady-state error, which was approximated earlier by (cmgo.e / ka1) sin 61. We can 
still achieve zero steady-state error by using integral action. Let Xo = J Xl and 
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Figure 14.10: "Continuous" sliding mode contr:ol when 51 = 1L 

write the augmented system as 

XO Xl 

Xl X2 

X2 -(go/e) sin(xi + 51) - (kO/m)X2 + (1/mP2)u 

Take s = aoxo + al Xl + X2, where the matrix 

is Hurwitz. If 

Ao = [ 0 
-ao 

1 

6 

over the domain of interest, we can take the "continuous" sliding mode control as 

u = -k sat (~) , k > kl 

which ensures that s will reach the boundary-layer {lsi:::; c} in finite time, since 

ss :::; -(k - k1)lsl, for lsi ~ c 

Inside the boundary layer, the system is represented by 

i7 = A077 + Bos, where 77 = [ ~~ l' Bo = [ ~ 1 
Taking VI = 77T Po 77 , where Po is the solution of the Lyapunov equation PoAo + 
AoPJ = -I, it can be verified that 

1~ = -77T 77 + 277T PoBos :::; -(1 - fh)II77II~, V 1177112 ~ 211PoBo11 2c/B1 
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Figure 14.11: "Continuous" sliding mode control with integral action when 61 = 'IT /2 . 

where 0 < 81 < 1. Thus, all trajectories reach the set 

in finite time. Inside rle, the system 

Xo Xl 

Xl X2 

X2 -(go/I!.) Sin(X1 + (1) - (kO/m)X2 - (k/mI!.2c) (aOXO + a1X1 + X2) 

has a unique equilibrium point at x = [-(cmgol!./kaO) sin61, 0, of. Repeating 
the previous stability analysis, it can be shown that for sufficiently small c the 
equilibrium point x is asymptotically stable and every trajectory in rle converges 
to x as t tends to infinity. Hence, 8 converges to the desired position 61. Simulation 
results for m = 0.1, I!. = 1, ko = 0.02,61 = 'IT/2, ao a1 = 1, k = 4, and clare 
shown in Figure 14.11. 

14.1.2 Stabilization 

Consider the system 

X = j(x) + B(x) [G(x )E(x)u + 6(t, X, u)] (14.1) 

where X E Rn is the state, u E RP is the control input, and j, B, G, and E 
are sufficiently smooth functions in a domain D c Rn that contains the origin. 
The function 6 is piecewise continuous in t and sufficiently smooth in (x, u) for 
(t, x, u) E [0, (0) x D x RP. We assume that j, B, and E are known, while G and 
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o could be uncertain. Furthermore, we assume that E(x) is a nonsingular matrix 
and G(x) is a diagonal matrix whose elements are positive and bounded away from 
zero; that is, gi(X) 2: go > 0, for all x E D.3 Suppose f(O) = 0 so that, in the 
absence of 0, the origin is an open-loop equilibrium point. Our goal is to design a 
state feedback control law to stabilize the origin for all uncertainties in G and o. 

Let T : D --l- Rn be a diffeomorphism such that 

where 1 is the p x p identity matrix. 4 The change of variables 

[~l =T(x), 

transforms the system into the form 

fa(ry, ~) 

fb(ry, 0 + G(x)E(x)u + o(t, x, u) 

(14.2) 

(14.3) 

(14.4) 

(14.5) 

The form (14.4)-(14.5) is usually referred to as the regular form. To design the 
sliding mode control, we start by designing the sliding manifold s = ~ - ¢( ry) = 0 
such that, when motion is restricted to the manifold, the reduced-order model 

(14.6) 

has an asymptotically stable equilibrium point at the origin. The design of ¢(ry) 
amounts to solving a stabilization problem for the system 

with ~ viewed as the control input. This stabilization problem may be solved by 
using the techniques of linearization or feedback linearization presented in the pre­
vious two chapters or some nonlinear design tools that will be introduced later in 
this chapter, such as backstepping or passivity-based control. We assume that we 
can find a stabilizing continuously differentiable function ¢(ry) with 1>(0) = O. Next, 
we design u to bring s to zero in finite time and maintain it there for all future 
time. Toward that end, let us write the s-equation: 

(14.7) 

As we saw in the introductory example, we can design u as a pure switching compo­
nent or it may contain an additional continuous component that cancels the known 

method can be extended to the case where G is not diagonal by including the off-diagonal 
elements in o. Since the dependence of 0 on u will be restricted, the method works for cases where 
Gis diagonal1y dominant. 

4The existence of T is explored in Exercise 14.9. 
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terms on the right-hand side of (14.7).5 If C(x) is a nominal model of G(x), the 
continuous component of u will be _E-1C-1 [Jb - (o¢/oTJ)fa]. In the absence of un­
certainty; that is, when 6 = 0 and G is known, taking u = -E-1G-l[Jb-(O¢/oTJ)fa] 
results in S = 0, which ensures that the condition S = 0 can be maintained for all 
future time. To analyze both cases simultaneously, we write the control u as 

(14.8) 

where L(x) = C-1(x), if the known terms are cancelled, and L = 0, otherwise. 
Substituting (14.8) into (14.7) yields 

Si=9i(X)Vi+ Lli(t,X,V), l:S;i:S;p (14.9) 

where Lli is the ith component of 

Ll(t, x, v) = 6(t, x, - E-1 (x )L(x )(fb( TJ,~) - (o¢/ OTJ )fa (TJ,~)) + E- 1 (x)v) 

+ [J - G(x)L(x)] [Jb(TJ,~) - (o¢/oTJ)fa(TJ, ~)] 

and 9i is the ith diagonal element of G. We assume that the ratio Lli/9i satisfies 
the inequality 

I
Lli(t,x,v)1 () II II 

9i (x) :s; (! x +"';0 V 00' 
'II (t, x, v) E [0, (0) x D x RP, 'II 1 :s; i :s; p (14.10) 

where (!(x) ~ 0 (a continuous function) and "';0 E [0,1) are known. Using the 
estimate (14.10), we proceed to design v to force S toward the manifold S = O. 
Utilizing Vi = (1/2)sr as a Lyapunov function candidate for (14.9), we obtain 

(14.11) 

where 

/3(x) ~ l(!(x) + /30, 'II xED 
- "';0 

(14.12) 

and /30 > O. Then, 

Vi :s; 9i(X)[-/3(x) + (!(x) + ,.,;o/3(x)]lsil = 9i(X)[-(1 - ,.,;o)/3(x) + (!(x)]lsil 

:s; 9i(X)[-(!(x) - (1 - "';0)/30 + (!(x)]lsil :s; -90/30(1 - ,.,;o)lsil 

The inequality Vi :s; -90/30(1 - ,.,;o)lsil ensures that all trajectories starting off the 
manifold S = 0 reach it in finite time and those on the manifold cannot leave it. 

The procedure for designing a sliding mode stabilizing controller can be sum­
marized by the following steps: 

continuous component is usually referred to as the equivalent contml. 
6For convenience, we take the coefficient of the signum function to be the same for all control 

components. See Exercise 14.12 for a relaxation of this restriction. 
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• Design the sliding manifold ~ ¢( 'Tl) to stabilize the reduced-order system 
(14.6). 

@ Take the control u as u = E- 1
{ -6-1 [ib - (8¢/fJry)ia,] + v} or u = E- 1v. 

• Estimate Q(x) and ""0 in (14.10), where .6. depends on the choice made in the 
previous step. 

• Choose f3(x) that satisfies (14.12) and take the switching (discontinuous) con­
trol 'U as given by (14.11). 

This procedure exhibits model-order reduction because the main design task is per­
formed on the reduced-order system (14.6). The key feature of sliding mode control 
is its robustness to matched uncertainties. During the, reaching phase, the task 
of forcing the trajectories toward the sliding manifold and maintaining them there 
is achieved by the switching control (14.11), provided f3(x) satisfies the inequality 
(14.12). From (14.10), we see that Q(x) is a measure of the size of the uncertainty. 
Since we do not require Q(x) to be small, the switching controller can handle fairly 
large uncertainties, limited only by practical constraints on the amplitude of the 
control signals. During the sliding phase, the motion of the system, as determined 
by (14.6), is independent of the matched uncertain terms G and O. 

The sliding mode controller contains the discontinuous signum function sgn(si), 
which raises some theoretical as well as practical issues. Theoretical issues like 
existence and uniqueness of solutions and validity of Lyapunov analysis will have to 
be examined in a framework that does not require the state equation to have locally 
Lipschitz right-hand-side functions. 7 There is also the practical issue of chattering 
due to imperfections in switching devices and delays, which was illustrated in the 
introductory example. To eliminate chattering, we use a continuous approximation 
of the signum function. 8 By using a continuous approximation, we also avoid the 
theoretical difficulties associated with discontinuous controllers.9 'Ale approximate 
the signum function sgn(si) by the high-slope saturation function sat(si/c:);10 that 
is, 

Vi = -f3(x) sat (~), (14.13) 

where f3(x) satisfies (14.12). To analyze the performance of the "continuous" sliding 
mode controller, we examine the reaching phase by using the Lyapunov function 

read about differential equations with discontinuous right-hand side, consult [58), [147], 
[173], and [198]. 

SOther approaches to eliminate chattering include the use of observers [197] and extending 
the dynamics of the system by using integrators [177]. It should be noted that the continuous 
approximation approach cannot be used in applications where actuators have to be used in an 
on-off operation mode, like thyristors, for example. 

9While we do not pursue rigorous analysis of the discontinuous sliding mode controller, the 
reader is encouraged to use simulations to examine the performance of both the discontinuous 
controller and its continuous approximation. 

lOSmooth approximations are discussed in Exercises ]4.11. 
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Vi = (1/2)s;. The derivative of Vi satisfies the inequality 

In the region ISil 2: s, we have 

which shows that whenever lSi (0) I > s, lSi (t) I will decrease until it reaches the set 
{)Si)':::; s} in finite time and remains inside thereafter. The set {ISil :::; s, 1 :::; i :::; p} 
is called the boundary layer. To study the behavior of T], we assume that, together 
with the sliding-manifold design ~ = ¢(T]), there is a (continuously differentiable) 
Lyapunov function V (T]) that satisfies the inequalities 

(14.14) 

(14.15) 

for all (T],~) E T(D), where aI, a2, a3, and "'( are class JC functions.1 l Noting that 

for some positive constant kl' 12 we define a class JC function a by 

Then, 

V(T]) 2: a(c) :::} V(T]) 2: a2h(kl c)) :::} a2(11T]1I) 2: a2h(kl c)) 

:::} Ihll 2: "'((klC) :::} 11:::; -a3(11T]11) :::; -a3h(kl c)) 

which shows that the set {V(T]) :::; co} with Co 2: a(c) is positively invariant because 
11 is negative on the boundary V(T]) = Co. (See Figure 14.12.) It follows that the 
set 

n = {V(T]) :::; co} x {ISil :::; c, 1 :::; i:::; p}, with Co 2: a(c) (14.16) 

is positively invariant whenever c > sand n C T(D). Choose s, c > s, and Co 2: a(c) 
such that n C T(D). The compact set n serves as our estimate of the "region of 
attraction." For all initial states in n, the trajectories will be bounded for all t 2: O. 
After some finite time, we have lSi (t) I :::; s. It follows from the foregoing analysis 
that 11 :::; -a3h(kl s)) for all V(T]) 2: a(s). Hence, the trajectories will reach the 
positively invariant set 

(14.17) 

11 Inequality (14.15) implies local input-to-state stability of the system r, = fa Cry, </J(ry) + s) when 
s is viewed as the input. (See Exercise 4.60.) 

12The constant k1 depends on the type of norm used in the analysis. 
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Figure 14.12: A representation of the set D for a scalar s., V < 0 above the aO-curve. 

in finite time. The set De: can be made arbitrarily small by choosing c small enough. 
In the limit, as c -> 0, De: shrinks to the origin, which shows that the "continuous" 
sliding mode controller recovers the performance of its discontinuous counterpart. 
Finally, we note that if all the assumptions hold globally and V (T/) is radially un­
bounded, we can choose D arbitrarily large to include any initial state. We summa­
rize our conclusions in the next theorem. 

Theorem 14.1 Consider the system (14.4)-(14.5). Suppose there exist ¢>(T/), V(T/), 
Q(x), and ""0, wh'ich satisfy (14.10), (14.14), and (14.15). Let u and v be given by 
(14.8) and (14.11), respectively. Suppose E, C > E, and Co 2: a(c) are chosen such 
that the set D, defined by (14.16), is contained in T(D). Then, for all (T/(O),~(O)) E 

D, the trajectory (T/(t), ~(t)) is bounded for all t 2: 0 and reaches the positively 
invariant set De: J defined by (14.17), in finite time. Moreover, if the assumptions 
hold globally and V (T/) is radially unbounded, the foregoing conclusion holds for any 
in'dial state. 0 

The theorem shows that the ((continuous" sliding mode controller achieves ul­
timate boundedness with an ultimate bound that can be controlled by the design 
parameter E. It also gives conditions for global ultimate boundedness. Since the 
uncertainty [; could be nonvanishing at x = 0, ultimate boundedness is the best we 
can expect, in generaL If, however, [; vanishes at the origin, then we may be able 
to show asymptotic stability of the origin, as we do in the next theorem. 

Theorem 14.2 Suppose all the assumptions of Theorem 14.1 are satisfied with 
Q(O) = 0 and ""0 O. Suppose further that the origin of iJ = fa(T/, ¢>(T/)) is expo­
nentially stale. Then, there exits c* > 0 such that for all 0 < E < E*, the origin 
of the closed-loop system is exponentially stable and D is a subset of its region of 
attraction. .Moreover, if the assumptions hold globally, the origin will be globally 
uniformly asymptotically stable. 0 
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Proof: For inequality (14.10) to hold with "-0 = 0, Ll i must be independent of 
v. Therefore, we write Ll i = Lli(t, x). Theorem 14.1 confirms that all trajectories 
starting in D enter DE: in finite time. Inside DE:, the closed-loop system is given by 

iJ fa(TJ, ¢(TJ) + s) 

Si Lli(t, x) - gi(X)(3(X) Si, 1 :::; i :::; P 
E 

By (the converse Lyapunov) Theorem 4.14, there exists a Lyapunov function Vo(TJ) 
that satisfies 

CIIITJII~ :::; Vo(TJ) :::; c211TJII~ 

oVo I 2 7hl fa(TJ, ¢(TJ)) :::; -C31TJ112 

Ilo~o 112 :::; C411TJI12 

in some neighborhood N'TJ of TJ = O. By the smoothness of fa and Ll and the fact 
that ILli(t, x)1 :::; g'i(X)Q(X) with Q(O) = 0, we have 

Ilfa(TJ, ¢(TJ) + s) - fa(TJ, ¢(TJ))112 :::; kIilsI12 

IILll12 :::; k211TJI12 + k311s112 
in some neighborhood N of (TJ,~) = (0,0). Choose E small enough that OE: C N'TJ 
and DE: eN. Using the Lyapunov function candidate 

p 

W = Vo (TJ) + ~ I: s; 
i=l 

it can be shown that 

The right-hand side can be made negative definite in DE: by choosing E small enough. 
The rest of the proof is straightforward. 0 

The basic idea of the foregoing proof is that, inside the boundary layer, the 
control Vi = -(3(X)SdE acts as high-gain feedback control for small E. By choosing 
E small enough, the high-gain feedback stabilizes the origin. We could have used 
the high-gain feedback control throughout the space, but the control amplitude will 
be too high when s is far from zero. 

We have emphasized the robustness of sliding mode control with respect to 
matched uncertainties. What about unmatched uncertainties? Suppose equation 
(14.1) is modified to 

i; = f(x) + B(x)[G(x)E(x)u + o(t, x, u)] + odx) (14.18) 
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The change of variables (14.3) transforms the system into 

ij !a(77,~) + Oa(77,~) 
t !b(77,~) + G(x)E(x)u + o(t, x, u) + Ob(77,~) 

where 

The term Ob is added to the matched uncertainty O. Its only effect is to change the 
upper bound on D..d gi. The term oa, on the other hand, is unmatched. It changes 
the reduced-order model on the sliding manifold to 

The design of ¢ will have to guarantee asymptotic stability of the origin 77 = 0 in 
the presence of the uncertainty oa. This is a robust stabilization problem that may 
be approached by other robust stabilization techniques such as high-gain feedback. 
The difference between matched and unmatched uncertainties is that sliding mode 
control guarantees robustness for any matched uncertainty provided an upper bound 
is known and the needed control effort can be provided. There is no such guarantee 
for unmatched uncertainties. We may have to restrict its size to robustly stabilize 
the system on the sliding manifold. The next two examples illustrate these points. 

Example 14.1 Consider the second-order system 

Xl Xz + 81Xl sin Xz 

Xz 8zx~ + Xl + u 

where 81 and 82 are unknown parameters that satisfy 181 \ :::; a and \82 \ :::; b for some 
known bounds a and b. The system is already in the regular form with 77 = Xl and 
~ = X2· Uncertainty due to 82 is matched, while uncertainty due to 81 is unmatched. 
\Ve consider the system 

Xl = X2 + 8lXl sin X2 

and design X2 to robustly stabilize the origin Xl = O. This can be achieved with 
X2 = -kxl, k > a, because 

The sliding manifold is s = Xz + kXl = 0 and 

To cancel the known term on the right-hand side, we take 

u = -Xl - kX2 + V 



14.1. SLIDING MODE CONTROL 571 

to obtain 

we take 

(3(X) = aklxll + bx~ + (30, (30 > 0 

and 

U = -Xl - kX2 - (3(x) sgn(s) 

This controller, or its continuous approximation with sufficiently small c, globally 
stabilizes the origin. !:::. 

In the foregoing example, we were able to use high-gain feedback to robustly stabilize 
the reduced-order model for unmatched uncertainties that satisfy IBII ::; a, without 
having to restrict a. In general, this may not be possible, as illustrated by the next 
example. 

Example 14.2 Consider the second-order system 

Xl Xl + (1 - BI )X2 

X2 B2X~ + Xl + U 

where BI and B2 are unknown parameters that satisfy IBII ::; a and IB21 ::; b. We 
consider the system 

and design X2 to robustly stabilize the origin Xl = O. We note that the system 
is not stabilizable at BI = 1. Hence, we must limit a to be less than one. Using 
X2 = -kXI' we obtain 

Hence, the origin Xl = 0 can be stabilized by taking k > 1/(1 - a). The sliding 
manifold is s = X2 + kXI = O. Proceeding as in the previous example, we end up 
with the sliding mode control 

U = -(1 + k)XI - kX2 - (3(x) sgn(s) 

where (3(x) = bx~ + aklx21 + (30 with (30 > O. 
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14.1.3 'fracking 

Consider the single-input-single-output system 

y 

j(x) + 61 (x) + g(x)[u + 6(t, x, u)] 

h(x) 

(14.19) 

(14.20) 

where x, u, and yare the state, control input, and controlled output, respectively. 
We assume that j, g, h, and 61 are sufficiently smooth in a domain D c Rn 
and J is piecewise continuous in t and sufficiently smooth in (x, u) for (t, x, u) E 

[0,00) x D x R. Furthermore, we assume that j and h are known, while g, 6, and 61 

could be uncertain. For all possible uncertainties in g, we assume that the system 

y 

has relative degree p in D; that is, 

j(x) + g(x)u 

h(x) 

Lgh(x) = ... = LgLj- 2 h(x) = 0, LgLj-1h(x) 2: a > 0 

(14.21 ) 

(14.22) 

for all xED .13 Our goal is to design a state feedback control law such that the 
output y asymptotically tracks a reference signal r(t), where 

• r(t) and its derivatives up to r(p) (t) are bounded for all t 2: 0, and the pth 
derivative 'r(p) (t) is a piecewise continuous function of t; 

• the signals r, . .. ,r(p) are available on line. 

We know from our study of input-output linearization (Section 13.2) that the 
system (14.21)-(14.22) can be transformed into the normal form by the change of 
variables 

[ ] [ cP(x) 1 
'lj;(x) 

cPn-p(x) 

h(x) 

Lj--l h(X) 

where cPl to cPn-p satisfy the partial differential equations 

= T(x) 

~~i g(x) = 0, for 1 ::; i ::; n - p, Y xED 

(14.23) 

1:3Without loss of generality, we assume that LgLj-1h is positive. If it is negative, we can 

substitute u -u and proceed to design U. Thus, by solving the problem for a positive LgLj--l h, 

we can cover both signs by mUltiplying the control by sign(LgLj-l h). 
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We assume that T(x) is a diffeomorphism over D. Since! and h are known, while 
9 could be uncertain, the function 'ljJ is known, while ¢ could be unknown. We 
would like to restrict the perturbations 0 and 01 such that when the change of 
variables (14.23) is applied to the perturbed system (14.19)-(14.20) it preserves the 
normal form structure. From the relative-degree condition, it is clear that the state 
equation for TJ will be independent of u. Let us calculate the state equation for ~: 

. 8h 8h 
6 = 8x [J + 01 + g(u + 0)] = 8x (f + 01) 

If 01 belongs to the null space of [8hj8x]; that is, [8hj8x]01(X) = 0, for all xED, 
we have 

~1 = Lfh(x) = 6 
Similarly, 

. 8(Lfh) 8(Lfh) 
6 = ~[!+01 +g(u+o)] = ~(f+01) 

If 01 belongs to the null space of [8 (L f h) j 8x] for all xED, we have 
. 2 
6 = Lfh(x) =6 

Continuing in the same manner, it can be seen that if 

8(L}h) 
~Ol(X) = 0, for 1:::; i:::; P - 2, V xED (14.24) 

then the change of variables (14.23) produces the normal form 

iJ !o(TJ,~) 

~1 6 

~p-1 ~P 
~P Ljh(x) + LOl Lj-1 h(x) + L gLj-1 h(x)[u + o(t, x, u)] 

y 6 
Let 

n=[ ~ ] e=[ 6~r ]=~-n 
r(P"-l) ' ~p _ ~(P-1) 

The change of variables e = ~ - n yields 

iJ !o(TJ,~) 

ep-1 ep 

ep Ljh(x) + LOl Lj-1 h(x) + LgLj-1h(x)[u + o(t, x, u)]- rP(t) 
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Asymptotic tracking will be achieved if we design a state feedback control law to 
ensure that e(t) is bounded and converges to zero as t tends to infinity. Boundedness 
of e will ensure boundedness of ~ because R(t) is bounded. We need also to ensure 
boundedness of ry. For that, we restrict our analysis to the case where the system 

it = fo(ry, 0 
is bounded-input-bounded-state stable. This will be the case for any bounded 
input ~ and any initial state ry(O) if the system it = fo(ry,~) is input-to-state stable. 
So, from this point on, we concentrate our attention on showing boundedness and 
convergence of e. The e-equation takes the regular form of (14.4)-(14.5) with ry = 
[el, ... ,ep-l]T and ~ = ep. We start with the system 

where ep is viewed as the control input. We want to design ep to stabilize the origin. 
For this linear system (in the controllable canonical form), we can achieve this task 
by the linear control 

ep = -(klel + ... + kp_1ep-l) 

where kl to kp - 1 are chosen such that the polynomial 

sp-l + kp_1sP- 2 + ... + kl 

is Hurwitz. Then, the sliding manifold is 

and 

\T\/e can proceed by designing u = v as a pure switching component, or we can take 

U=-- P~l [kle2+ .. ·+kp_lep+Ljh(x) rP(t)]+v 
LgL j h(x) 

to cancel the known terms on the right-hand side, where g(x) is a nominal model 
of g(x). Note that when 9 is known; that is, when g = g, the term 

- 1 [Ilh(x) - rP(t)] 
LgLf-1h(x) j 

is the feedback linearizing term we used in Section 13.4.2. In either case, the s­
equation can be written as 



14.1. SLIDING MODE CONTROL 575 

Suppose 

I 

Ll(t,x,v) I () I I LgLj-l h(X) ~ (} x + K,O V, 0 ~ K,O < 1 

for all (t,x,v) E [0,(0) x D x R, where (} and K,o are known. Then, 

v = -(3(x) sgn(s) 

where (3(x) 2: (}(x)/(l - K,o) + (30 with (30 > 0, and its continuous approximation is 
obtained by replacing sgn(s) by sat(s/c). We le.ave it to the reader (Exercise 14.13) 
to show that with the "continuous" sliding mode controller, there exits a finite 
time Tl , possibly dependent on c and the initial states, and a positive constant k, 
independent of c and the initial states, such that Iy(t) - r(t)1 ~ kc for all t 2: Tl . 

14.1.4 Regulation via Integral Control 

Consider the single-input-single-output system 

y 

j(x) + (h (x, w) + g(x, w) [u + 8(x, u, w)] 
h(x) 

(14.25) 

(14.26) 

where x E Rn is the state, u E R is the control input, y E R is the controlled 
output, and w E Rl is a vector of unknown constant parameters and disturbances. 
The functions j, g, h, 8, and 81 are sufficiently smooth in (x, u) and continuous in 
w for xED C Rn, u E R, and w E Dw C Rl, where D and Dw are open connected 
sets. We assume that the system 

x 
y 

j(x) + g(x,w)u 

h(x) 

has relative degree p in D uniformly in W; that is, 

Lgh(x, w) = ... = LgLj-2 h(x, w) = 0, LgLj-l h(x, w) 2: a > 0 

(14.27) 

(14.28) 

for all (x, w) E D x D w' Our goal is to design a state feed back control law such that 
the output y asymptotically tracks a constant reference r E Dr C R, where Dr is an 
open connected set. This is a special case of the tracking problem of the previous 
section, where the reference is constant and the uncertainty is parameterized by w. 
Therefore, we can use the sliding mode controller of the previous section. When 
the signum function sgn(s) is approximated by the saturation function sat(s/c), 
the regulation error will be ultimately bounded by a constant kc for some k > O. 
This is the best we can achieve in a general tracking problem, but in a regulation 
problem, we can use integral control to achieve zero steady-state error. Proceeding 
as in Section 12.3, we augment the integral of the regulation error y - r with the 
system and design a feedback controller that stabilizes the augmented system at an 
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equilibrium point, where y = r. Toward that end, we assume that, for each pair 
(r, w) E Dr X Dw , there is a unique pair (xss, uss) that depends continuously on 
(1', w) and satisfies the equations 

o f(x ss ) + 61 (xss, w) + g(XSS1 w) russ + 6(xss, USS' w)] 
r h(xss ) 

so that Xss is the desired equilibrium point and Uss is the steady-state control that 
is needed to maintain equilibrium at XSS. Assuming that 

8(L}h) _ 
a;--61(X,W) - 0, for 1 S; i S; p- 2, 'V (x,w) ED x Dw 

the change of variables (14.23) transforms the system (.14.25)-(14.26) into the nor­
mal form 

iJ foCl],~,w) 

tl 6 

tP-1 ~p 
tp Ljh(x) + L01Lj-1h(x, w) + LgLj-1h(x, w)[u + 6(x, u, w)] 

y 6 

and maps the equilibrium point Xss into (7]ss, ~ss) where ~ss = [r, 0, ... , ojT. Aug­
menting the integrator 

eo = y - r 

with the foregoing equation and applying the change of variables 

Z = 7] - 7]SS) e= 
[ 

el 1 [ 6 - r 1 e2 6 
· . · . · . 

ep ~p 

we obtain the augmented system 

fo(z + 'I]SS)~' w) 
clef -

fo(z, e, w, r) 

ep 

ep Ljh(x) + L01Lj-1h(x, w) + LgLj-1h(x, w)[u + 6(x, u, w)] 
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which preserves the normal form structure with a chain of p + 1 integrators. There­
fore, the design of sliding mode control can proceed as in the previous section. In 
particular, we can take 

s = koeo + k1el + ... + kp_1ep-l + ep 

where ko to kp- 1 are chosen such that the polynomial 

sP + kp_1sP- 1 + ... + k1s + ko 

is Hurwitz. Then, 

s = kOel + ... + kp_1ep + Ljh(x) + L01Lj-1h(x, w) + LgLj-1h(x, w)[u + 5(x, u, w)] 

The control u can be taken as 

u=v or u = - 1 [koe 1 + ... + kp_1ep + LPf(x)] + v 
LfjLj-1h(x) 

where g(x) is a nominal model of g(x, w), to obtain 

s = LgLj-1h(x,w)v + ~(x,v,w,r) 

If 

I 
~(x,v,w,r) I () I I 

LgLj-1h(x,w) ::; (2 x + /'\,0 v, 0::; /'\,0 < 1 

for all (x,v,w,r) ED x R x Dw x Dr, where (2 and /'\,0 are known, we can take 

v = -(3(x) sat (~) 

where (3(x) 2: (2(x)/(l - /'\,0) + (30 with (30 > O. The closed-loop system has an 
equilibrium point at (z, eo, e) = (0, eo, 0). Showing convergence to this equilibrium 
point can be done by repeating the analysis of Section 14.1.2. In particular, if there 
is a Lyapunov function V1(z,w,r) for the system i = io(z,e,w,r) that satisfies the 
inequalities 

aV1 -8z fo(z, e, w, r) ::; -Ci3 (lIzlI), \;j IIzll 2: i(lIell) 

uniformly in (w, r) for some class J( functions Ci1 , Ciz, Ci3 , and i, we can show that 
there are two compact positively invariant sets nand ne such that every trajectory 
starting in n enters ne in finite time. The construction of the sets nand ne is done 
in three steps. We write the closed-loop system in the form 

i io (z, e, w, r) 

( A( + Bs 

s -(LgLj-1h)(3 sat (~) + ~ 
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where ( = [eo , ... , and A is Hurwitz, and use the inequality 

SE; :S -ai'o(1- /1;o)lsl, for lsi 2: c 

to show that the set {lsi :S c}, with c > c, is positively invariant. In the second 
step, we use the Lyapunov function V2 (() = (T PC where P is the solution of the 
Lyapunov equation P A + AT P = -1, and the inequality 

V2 :S _(T ( + 2/1(11 liP Ell lsi 

to show that the set {I s I :S c} n {Vz :S C
Z PI} is positively invariant, for some PI > O. 

Inside this set, we have lIeli :S CP2, for some pz > O. Finally, we use the inequality 

VI :S -·a3(llz/i), V IIz/i 2: i(cpz) 

to show that 
D = {lsi :S c} n {Vz :S cZpr} n {VI :S co} 

is positively invariant for any Co 2: az(i(cpz)). Similarly, it can be shown that 

Dc: = {lsi :S c} n {Vz :S cZ pr} n {VI :S az(i(cpz))} 

is positively invariant and every trajectory starting in D enters DE in finite time. 
If z = 0 is an exponentially stable equilibrium point of z = io(z, e, w, 7'), we can 

repeat the proof of Theorem 14.2 to show that every trajectory in Dc approaches 
the desired equilibrium point as t -+ 00. In particular, if V3(Z, w, 7') is a converse 
Lyapunov function for the exponentially stable origin z = 0, provided by Theo­
rem 4.14, P is the solution of the Lyapunov equation P A + AT P = -1, and (c, s) 
are deviations of ((, s) from their equilibrium values, then it can be shown that the 
derivative of 

Va = V3 + )..,CTpC + ~sz 
with)", > 0, satisfies the inequality 

where kl and kz are positive constants, while k3 through k7 are nonnegative con­
stants. The derivative Vo can be made negative definite by choosing>.. > kVk1 and 
then choosing c small enough to make the 3 x 3 matrix positive definite. 

In the special case when i' = k (a constant) and u = v, the "continuous" sliding 
mode controller is given by 

k (
koeo + k 1el + ... + k p_ 1ep-l + ep ) 

u = - ~ sat 
E 

(14.29) 

'Vhen p = 1, the controller (14.29) is a classical PI controller followed by saturation 
(Figure 14.13), and when p = 2, it is a classical PID controller followed by saturation 
(Figure 14.14). This is an interesting connection between the "continuous" sliding 
mode controller and these classical controllers. 
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* 
Figure 14.13: The "continuous" sliding mode controller (14.29) for relative-degree-one 
systems: a PI controller with KJ = kko/c and Kp = k/c, followed by saturation. 

1 

* 
Figure 14.14: The "continuous" sliding mode controller (14.29) for relative-degree-two 
systems: a PID controller with KJ = kko/c, Kp = kkdc, and KD = k/c, followed by 
saturation. 

14.2 Lyapunov Redesign 

14.2.1 Stabilization 

Consider the system 

:i; = f(t, x) + G(t, x)[u + t5(t, x, u)] (14.30) 

where x E Rn is the state and u E RP is the control input. The functions f, G, 
and t5 are defined for (t,x,u) E [0,(0) x D x RP, where D eRn is a domain that 
contains the origin. We assume that f, G, and t5 are piecewise continuous in t and 
locally Lipschitz in x and u. The functions f and G are known precisely, while the 
function t5 is an unknown function that lumps together various uncertain terms due 
to model simplification, parameter uncertainty, and so on. The uncertain term t5 
satisfies the matching condition. A nominal model of the system can be taken as 

:i; = f(t,x) + G(t,x)u (14.31) 

We proceed to design a stabilizing state feedback controller by using this nominal 
model. Suppose we have succeeded to design a feedback control law u = 'lj;(t, x) 
such that the origin of the nominal closed-loop system 

:i; = f(t, x) + G(t, x)'lj;(t, x) (14.32) 
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is uniformly asymptotically stable. Suppose further that we know a Lyapunov 
function for (14.32); that is, we have a continuously differentiable function V(t, x) 
that satisfies the inequalities 

a1(llxll) :::; V(t,x) :::; a2(lIxll) 

aV aV 8t + ox [j(t,x) + G(t,x)~(t,x)l:::; -a3(lIxll) 

(14.33) 

(14.34) 

for all (t, x) E [0,(0) x D, where aI, a2, and a3 are class JC functions. Assume that, 
with u = ~(t, x) + v, the uncertain term 0 satisfies the inequality 

" 0 ( t, x, ~ (t, x) + v) II :::; p ( t, x) + KO /I v /I , 0 :::; KO < 1 (14.35) 

where p : [0,(0) x D -t R is a nonnegative continuous function. The estimate 
(14.35) is the only information we need to know about the uncertain term O. The 
function p is a measure of the size of the uncertainty. It is important to emphasize 
that we will not require p to be smalL We will only require it to be known. Our 
goal in this section is to show that with the knowledge of the Lyapunov function 
V, the function p, and the constant KO in (14.35), we can design an additional 
feedback control v such that the overall control u = ~(t, x) + v stabilizes the actual 
system (14.30) in the presence of the uncertainty. The design of v is called Lyapunov 
redesign. 

Before we carryon with the Lyapunov redesign technique, let us illustrate that 
the feedback linearization problem of the previous chapter fits into the framework 
of the current problem. 

Example 14.3 Consider the feedback linearizable system 

i: = f(x) + G(x)u 

where f : D -t Rn and G: D -t Rnxp are smooth functions on a domain D C Rn 
and there is a diffeomorphism T : D -t Rn such that Dz = T(D) contains the origin 
and T( x) satisfies the partial differential equations 

aT f(x) 
ox 

aT G(x) 
ox 

AT(x)- B,(x)a(x) 

where (A, B) is controllable and ,(x) is nonsingular for all xED. The change of 
variables z = T(x) transforms the system into the form 

z = Az + B,(x)[u - a(x)] 

Consider also the perturbed system 

i: = f(x) + .6.f (x) + [G(x) + .6.G (x)]u 
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with smooth perturbations that satisfy the conditions 

on D.14 The perturbed system can be represented in the form (14.30); that is, 

i = Az - B')'(x)a(x) + B')'(x)[u + 5(x, u)] 

where 5(x,u) = ~1(X)+~2(X)U. Since the nominal system is feedback linearizable, 
we can take the nominal stabilizing feedback control as 

'ljJ(x) = a(x) - ,),-1 (x)Kz = a(x) - ,),-1 (x)KT(x) 

where K is chosen such that (A - BK) is Hurwitz. A Lyapunov function for the 
nominal closed-loop system 

i = (A - BK)z 

can be taken as V(z) = zT Pz, where P is the solution of the Lyapunov equation 

P(A - BK) + (A - BKf P = -J 

With u = 'ljJ(x) + v, the uncertain term 5(x, u) satisfies the inequality 

Thus, to satisfy (14.35), we need the inequalities 

(14.36) 

and 
(14.37) 

to hold over a domain that contains the origin for some continuous function p(x). 
Inequality (14.36) is restrictive because it puts a definite limit on the perturbation 
~2. Inequality (14.37), on the other hand, is not restrictive, because we do not 
require p to be small. It is basically a choice of a function p to estimate the growth 
of the left-hand side of (14.37). D 

Consider now the system (14.30) and apply the control u = 'ljJ(t, x) + v. The 
closed-loop system 

i: = f(t, x) + G(t, x)'ljJ(t, x) + G(t, x)[v + 5(t, x, 'IjJ(t, x) + v)] (14.38) 

can be easily seen that the perturbed system is still feedback linearizable with the same 
diffeomorphism T(x), provided 1+,0.2 is nonsingular. Condition (14.36) implies that 1+,0.2 is 
nonsingular. 
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is a perturbation of the nominal closed-loop system (14.32). Let us calculate the 
derivative of V(t,x) along the trajectories of (14.38). For convenience, we will not 
write the argument of the various functions. We have 

. 8V 8V 8V 8V 
V = at + 8x (f + G'ljJ) + 8x G(v + 6) ::; - Ct3(llx ll) + 8x G(v + 6) 

Set wT = [8V/8x]G and rewrite the last inequality as 

V ::; -Ct3 (lix II) + w T v + w T 6 

The first term on the right-hand side is due to the nominal closed-loop system. The 
second and third terms represent, respectively, the effect of the control v and the 
uncertain term 6 on V. Due to the matching condition, the uncertain term 6 appears 
on the right-hand side exactly at the same point whe~e v appears. Consequently, 
it is possible to choose v to cancel the (destabilizing) effect of 6 on V. We will 
now explore two different methods for choosing v so that wT v + w T 6 ::; O. Suppose 
inequality (14.35) is satisfied with II . 112; that is, 

116 ( t, x, 'ljJ ( t, x) + v) 112 ::; P ( t, x) + 1);0 II V 112 , 0 ::; 1);0 < 1 

Vve have 

Taking 
w 

v = -'TI(t, x) . IIwl12 (14.39) 

with a nonnegative function 'TI, we obtain 

wT 
V + wT 6::; --'TIllwI12 + pllwl12 + 1);0'TIll w 112 = -'TI(l- 1);0)llw112 + pllwl12 

Choosing 'TI(t,x) 2:: p(t,x)j.(l- 1);0) for all (t,x) E [0,00) x D yields 

wT 
v + wT 6 ::; -pllwl12 + pllwl12 = 0 

Hence, with the control (14.39), the derivative of V(t, x) along the trajectories of 
the closed-loop system (14.38) is negative definite. 

As an alternative idea, suppose (14.35) is satisfied with II . 1100; that is, 

II 6 ( t, x, 'ljJ ( t, x) -+ v) 1100 ::; p ( t, x) -+ I);~ II v II 00 , 0 ::; 1);0 < 1 

We have 

Choose 
v = -'TI(t,x) sgn(w) (14.40) 
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where 7](t,x) 2: p(t,x)/(1- K:o) for all (t,x) E [0,(0) x D and sgn(w) is a p­
dimensional vector whose ith component is sgn( Wi). Then, 

wT v + wT 
<5 :s; -7]IIWlh + pllwlh + K:07]IIWlh 

-7](1- K:o) Ilwlh + pllwlh 

:s; -pllwlh + pllwlh = 0 

Hence, with the control (14.40), the derivative of V (t, x) along the trajectories of 
the closed-loop system (14.38) is negative definite. Notice that the control laws 
given by (14.39) and (14.40) coincide for single-input systems (p = 1). 

The control laws given by (14.39) and (14.40) are discontinuous functions of the 
state x. This discontinuity causes some theoretical as well as practical problems. 
Theoretically, we have to change the definition of the control law to avoid division 
by zero. We also have to examine the question of existence and uniqueness of so­
lutions more carefully, since the feedback functions are not locally Lipschitz in x. 
Practically, the implementation of such discontinuous controllers is characterized by 
the phenomenon of chattering, where, due to imperfections in switching devices or 
computational delays, the control has fast switching fluctuations across the switch­
ing surface. I5 Instead of trying to work out all these problems, we will choose the 
easy and more practical route of approximating the discontinuous control law by 
a continuous one. The development of such approximation is similar for both con­
trol laws. Therefore, we continue with the control (14.39) and leave the parallel 
development of a continuous approximation of (14.40) to Exercises 14.21 and 14.22. 

Consider the feedback control law 

v = { -7](t,x)(w/llwI12), 

_7]2 (t, x) (w / c), 

if 7](t,x)llwI12 2: c 

(14.41) 

'Vith (14.41), the derivative of V along the trajectories of the closed-loop system 
(14.38) will be negative definite whenever 7](t, x )llwl12 2: c. We only need to check 
11 when 7](t, x )llwl12 < c. In this case, 

T [ 2 W ] -a3(llxI12) + w -7]. E + <5 

7]2 
-a3(llxI12) - -llwll~ + pllwl12 + K:ollw11211v112 

c 
2 2 

-a3(llxI12) - ~llwll~ + pllwl12 + K:07] Ilwll~ 
c c 

-a3(1lxI12) + (1 - K:O) (- :21Iwll~ + 7]llwI12) 

15See Section 14.1 for further discussion of chattering. 
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The term 
'TJ2 

- -llwll~ + 'TJllwllz 
E 

attains a maximum value E/4 at r,IIwllz = E/2. Therefore, 

whenever 'TJ(t, x) IIwll2 < E. On the other hand, when 'TJ(t, x) Ilwllz 2: E, Ii satisfies 

Thus, the inequality 

is satisfied irrespective of the value Of'TJ(t,x)IIwllz. Take r > 0 such that Br C D, 
choose E < 20:3(0:21(0:1(r)))/(1 - fl:o), and set f-l = 0:31(E(1- fl:o)/2) < 0:21(0:1(r)). 
Then, 

Application of Theorem 4.18 results in the following theorem, which shows that the 
solutions of the closed-loop system are uniformly ultimately bounded by a class K 
fUIlction of E. 

Theorem 14.3 Consider the system (14.30). Let D C Rn be a domain that con­
tains the origin and Br = {lix 112 :::; r} cD. Let 'IjJ( t, x) be a stabilizing feedback 
contTOl law for the nominal system (14.31) with a Lyapunov function V(t, x) that 
satisfies (14.33) and (14.34) in 2-norm for all t 2: 0 and all xED, with some 
class JC functions 0:1, 0:2, and 0:3' Suppose the uncertain term c5 satisfies (14.35) 
in 2-norm for all t 2: 0 and all xED. Let v be given by (14.41) and choose 
E < 20:3(0:21(0:1(r)))/(1 - fl:o). Then, for any IIx(to)1I2 < 0:21(0:1(r)), there exists 
a finite time tl such that the solution of the closed-loop system (14.38) satisfies 

IIx(t) 112 :::; ;3(IIx(to)II2' t - to), V to:::; t < t1 (14.42) 

IIx(t)II2 :::; b(E), 'lit 2: t1 (14.43) 

where ;3 is a class KC function and b is a class K function defined by 

If all the assumptions hold globally and 0:1 belongs to class K(X)) then (14.42) and 
(14.43) hold for any initial state x(to). 0 
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Thus, in general, the continuous Lyapunov redesign given by (14.41) does not stabi­
lize the origin as its discontinuous counterpart (14.39) does. Nevertheless, it guar­
antees uniform ultimate boundedness of the solutions. Since the ultimate bound 
b(c) is a class /C function of c, it can be made arbitrarily small by choosing c small 
enough. In the limit, as c -+ 0, we recover the performance of the discontinuous con­
troller. Notice that there is no analytical reason to require c to be very small. The 
only analytical restriction on c is the requirement c < 2a3 ( ail ( al (r ) ) ) / (1 - /'Co). 
This requirement is satisfied for any c when the assumptions hold globally and ai 
(i = 1,2,3) are class /Coo functions. Of course, from a practical viewpoint, we would 
like to make c as small as feasible, because we would like to drive the state of the 
system to a neighborhood of the origin that is as small as it could be. Exploiting the 
smallness of c in the analysis, we can arrive at a sharper result when the uncertainty 
c5 vanishes at the origin. Suppose there is a ball Ba = {llxl12 ::; a}, a::; r, such that 
the following inequalities are satisfied for all x E Ba: 

a3(llxI12) 

fJ(t,x) 
p(t,x) 

2: ¢}(x) 

2: fJo > 0 

::; PI¢(X) 

(14.44) 

(14.45) 

(14.46) 

Here, ¢ : Rn -+ R is a positive definite function of x. Choosing c < b-l(a) ensures 
that the trajectories of the closed-loop systems will be confined to Ba after a finite 
time. When fJ(t,x)llwI12 < c, the derivative Ii satisfies 

fJ2 (1 - /'Co) 2 
-a3(llxI12) - IIwl12 + pllwl12 

c 
1 1 2 fJ5 (1 /'Co) 2 - "2 a3 (ll x I1 2) - "2¢ (x) - c Ilwlb + PI¢(x)lI w Il2 

1 1 [ ¢(x) 1 T [1 -PI 1 [ ¢(x) 1 
- "2 a3 (lI

x Il 2) - "2 IIwll2 -PI 2fJ5(1 - /'Co)/c IIwll2 

The matrix of the quadratic form will be positive definite if c < 2fJ5 (1 - /'Co) / pi· 
Thus, choosing c < 2fJ5(1 - /'Co)/ pi, we have Ii ::; -a3(lIxIl2)/2. Since Ii ::; 
-a3(lIxIl2) ::; -a3(lIxI12)/2 when fJ(t, x) IIwll2 2: c, we conclude that 

. 1 
V ::; - "2a3(lIxIl2) 

which shows that the origin is uniformly asymptotically stable. 

Corollary 14.1 Assume the inequalities (14.44) through (14.46) are satisfied, in 
addition to all the assumptions of Theorem 14.3. Then, for all c < min{2fJ5(1-
/'Co)/pi, b-l(a)}, the origin of the closed-loop system (14.38) is uniformly asymp­
totically stable. If ai(r) = kir c , then the origin is exponentially stable. 0 

Corollary 14.1 is particularly useful when the origin of the nominal closed-loop 
system (14.32) is exponentially stable and the perturbation c5(t, x, u) is Lipschitz in 
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x and 'U and vanishes at (x = 0, U = 0). In this case, ¢(x) is proportional to IIxl12 
and the uncertain term satisfies (14.35) with p(x) that satisfies (14.46). In general, 
the condition (14.46) may require more than just a vanishing perturbation at the 
origin. For example if, in a scalar case, ¢(x) = Ix1 3 , then a perturbation term x 
cannot be bounded by P1¢(X). 

The stabilization result of Corollary 14.1 is dependent on the choice of rJ to 
satisfy (14.45). It can be shown (Exercise 14.20) that if rJ does not satisfy (14.45), 
the feedback control may fail to stabilize the origin. When rJ satisfies (14.45), the 
feedback control law (14.41) acts in the region rJllw1l2 < c as a high-gain feedback 
control v = -kw with k 2: rJ5/ c. Such high-gain feedback control law can stabilize 
the origin when (14.44) through (14.46) are satisfied (Exercise 14.24). 

Example 14.4 Let us continue Example 14.3 on feedback linearizable systems. 
Suppose inequality (14.36) is satisfied in II . 112. Suppose further that 

for all z E Br C Dz. Then, (14.37) is satisfied with P = P111z1i2' We take the control 
v as in (14.41) with 

It can be verified that all the assumptions of Theorem 14.3 and Corollary 14.1 are 
satisfied with a1(r) = Am in(P)r2, a2(r) = Amax (P)r2, a3(r) = r2, ¢(z) = lIz112' 
and a = r', Thus, with the overall feedback control u = 'ljJ(x) + v, the origin of 
the perturbed closed-loop system is exponentially stable. If all the assumptions 
hold globally and T(x) is a global diffeomorphism, the origin x = 0 will be globally 
asymptotically stable. 16 6 

Example 14.5 Reconsider the pendulum equation of Example 13.18, with 61 = 11", 

Xl X2 

X2 asinx1 - bX2 + CU 

We want to stabilize the pendulum at the open-loop equilibrium point x = O. This 
system is feedback linearizable with T(x) = x. A nominal stabilizing feedback 
control can be taken as 

origin z = 0 will be globally exponentially stable, but we cannot conclude that x = 0 
will be globally exponentially stable, unless the linear growth conditions IIT(x)JJ ::; Llllxll and 
Ii T - 1 (z)1I ::; L211z11 hold globally. 
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where ii and e are the nominal values of a and e, respectively, and kl and k2 are 
chosen such that 

A - BK = [-~l _(k2

1 
+ b) 1 

is Hurwitz. With u = 1jJ(x) + v, the uncertainty term 0 is given by 

Hence, 

where 

I
e - el /'1,02: ~' 

k PI =-;:, 
e 

Assuming "'0 < 1 and taking v as in the previous example, we find that the control 
law u = 'ljJ(x) + v makes the origin globally exponentially stable. In Example 13.18, 
we analyzed the same system under the control u = 'ljJ(x). Comparing the results 
shows exactly the contribution of the additional control component v. In Exam­
ple 13.18, we were able to show that the control u = 'ljJ(x) stabilizes the system 
when k is restricted to satisfy 

This restriction has now been completely removed, provided we know k. L 

Example 14.6 Once again, consider the pendulum equation of the previous ex­
ample. This time, suppose the suspension point of the pendulum is subjected to 
a time-varying, bounded, horizontal acceleration. For simplicity, neglect friction 
(b = 0). The state equation is given by 

Xl X2 

X2 a sin Xl + eu + h(t) cos Xl 

where h(t) is the (normalized) horizontal acceleration of the suspension point. We 
have Ih(t)1 ::; H for all t 2: O. The nominal model and the nominal stabilizing 
control can be taken as in the previous example (with b = 0). The uncertain term 
o satisfies 

101::; PI IIxl12 + "'0 Ivl + Hie 
where PI and "'0 are the same as in that example. This time, we have p(x) = 
Plllxl12 + Hie, which does not vanish at X = O. The choice of rt in the control law 
(14.41) must satisfy rt 2: (plllxl12 + Hie) I (1- "'0). We take rt(x) = rto + pIilxl121 (1-
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f1,0) with 770 2:: H/c(l - f1,0). In the previous example, we arbitrarily set 7](0) = l. 
This is the only modification we have to make to accommodate the nonvanishing 
disturbance term h(t) cos Xl. Since p(O) f 0, Corollary 14.1 does not apply. We can 
only conclude, by Theorem 14.3, that the solutions of the closed-loop system are 
uniformly ultimately bounded and the ultimate bound is proportional to JE. D 

14.2.2 Nonlinear Damping 

Reconsider the system (14.30) with o(t,x,u) = f(t,x)oo(t,x,u); that is, 

i: = j(t, x) + G(t, x)[u + f(t, x)oo(t, x, u)] (14.47) 

As before, we assume that j and G are known, while oo(t, x, u) is an uncertain 
term. The function r(t, x) is known. We assume that j, G, f, and 00 are piecewise 
continuous in t and locally Lipschitz in x and u for all (t, x, u) E [0, (0) x Rn x RP. 
We assume also that 80 is uniformly bounded for all (t,x,u). Let 'lj;(t,x) be a nom­
inal stabilizing feedback control law such that the origin of the nominal closed-loop 
system (14.32) is globally uniformly asymptotically stable and there is a known Lya­
punov function V(t,x) that satisfies (14.33) and (14.34) for all (t,x) E [0,(0) x Rn 

with class lCoo functions (1) 02, and 03. Han upper bound on lioo(t,x,u)11 is known, 
we can design the control component v, as before, to ensure robust global stabi­
lization. In this section, we show that even when no upper bound on 00 is known, 
we can design the control component v to ensure boundedness of the trajectories 
of the closed-loop system. Toward that end, let u = 'lj;(t, x) + v and recall that the 
derivative of V along the trajectories of the closed-loop system satisfies 

. BV BV BV 
V = at + Bx (J + G'lj;) + Bx G(v + foo) :s -03(lI x lJ) + wT(v + foo) 

where wT = [BV/Bx]G. Taking 

v = --kwllf(t, x) II~, k > 0 

we obtain 

11:S -03(lIxll) - kllwll~lIfll~ + IIwll211fll2 kO 

in which ko is an (unknown) upper bound on 110011. The term 

-kllwll~lIfll~ + IIwll211fll2kO 

attains a maximum value k5l4k at IIwll211fll 2 = ko/2k. Therefore, 

. k5 
V :s -03(lIxIl2) + 4k 

(14.48) 

Since 0;3 is class lCoo ) it is always true that 11 is negative outside some balL It follows 
from Theorem 4.18 that for any initial state x(to), the solution of the closed-loop 
system is uniformly bounded. The Lyapunov redesign (14.48) is called nonlinear 
damping. We summarize our conclusion in the next lemma. 
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Lemma 14.1 Consider the system (14.47) and let 1/J(t, x) be a stabilizing feedback 
control for the nominal system (14.31) with a Lyapunov function V(t, x) that sat­
isfies (14.33) and (14.34) for all t ~ 0 and all x E Rn, with some class JCoo func­
tions aI, a2, and a3. Suppose the uncertain term 00 is uniformly bounded for 
(t,x,u) E [O,oo)xRnxRP. Letv be given by (14.48) and take u = 1/J(t,x)+v. Then, 
for any x(to) E Rn, the solution of the closed-loop system is uniformly bounded. <> 

Example 14.7 Consider the scalar system 

i; = x 2 + u + xoo(t) 

where 00 (t) is a bounded function of t. With the nominal stabilizing control 1/J (x) = 
_x2 x, the Lyapunov function V(x) = x 2 satisfies (14.33) and (14.34) globally 
with a1(r) = a2(r) = a3(r) = r2. The nonlinear damping component (14.48), with 
k = 1, is given by v = _2x 3. The closed-loop system 

i; = -x - 2x3 + xoo(t) 

has a bounded solution no matter how large the bounded disturbance 00 is, thanks 
to the nonlinear damping term - 2x3 . 6 

14.3 Backstepping 

We start with the special case of integrator backstepping. Consider the system 

f(17) + 9(17)~ 
u 

(14.49) 

(14.50) 

where [17T , ~jT E Rn+1 is the state and u E R is the control input. The functions 
f : D -7 Rn and 9 : D -7 Rn are smooth 17 in a domain D C Rn that contains 
17 = 0 and f(O) = O. We want to design a state feedback control law to stabilize the 
origin (17 = 0, ~ = 0). We assume that both f and 9 are known. This system can 
be viewed as a cascade connection of two components, as shown in Figure 14.15(a); 
the first component is (14.49), with ~ as input, and the second component is the 
integrator (14.50). Suppose the component (14.49) can be stabilized by a smooth 
state feedback control law ~ = ¢(17), with ¢(O) = 0; that is, the origin of 

ij = f(17) + 9(17)¢(17) 

is asymptotically stable. Suppose further that we know a (smooth, positive definite) 
Lyapunov function V (17) that satisfies the inequality 

oV 
017 [J ( 17) + 9 ( 17 ) ¢ ( 17 ) 1 :S - W ( 17 ) , Y 17 E D (14.51) 

require smoothness of all functions for convenience. It will become clear, however, that in 
a particular problem, we only need existence of derivatives up to a certain order. 
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where VV(1]) is positive definite. By adding and subtracting g(1])¢(1]) on the right­
hand side of (14.49), we obtain the equivalent representation 

1] [1(1]) + g(1])¢(1])] + g(1])[~ - ¢(1])] 

~ u 

which is shown in Figure 14.15(b). The change of variables 

results in the system 

1] [1(1]) + g(1])¢(1])] + g(1])z 
i u- ¢ 

which is shown in Figure 14.15(c). Going from Figure 14.15(b) to Figure 14.15(c) 
can be viewed as "backstepping" -¢(1]) through the integrator. Since 1, g, and ¢ 
are known, the derivative ¢ can be computed by using the expression 

Taking v = u - ¢ reduces the system to the cascade connection 

i v 

which is similar to the system we started froID, except that now the first component 
has an asymptotically stable origin when the input is zero. This feature will be 
exploited in the design of v to stabilize the overall system. Using 

as a Lyapunov function candidate, we obtain 

oV oV 
01] [J ( 1]) + 9 ( 1] ) ¢ ( 1] )] + aT( 9 ( 1] ) Z + zv 

oV 
S; - TiV ( 1]) + aT( 9 ( 1]) Z + zv 

Choosing 
oV 

v=- OT(g(1])-kz, k>O 

yields 
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~ u 17 
--+- I 9(17) ~ I 

( a) f(17) 
f(·) 

u 

I I 

f(·) + g(.)cjJ(.) 

u z 

I I 
-cjJ 

(c) f(·) + g(.)cjJ(.) 

Figure 14.15: (a) The block diagram of system (14.49)-(14.50); (b) introducing ¢{ry); 
(c) "backstepping" -¢(TJ) through the integrator. 
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which shows that the origin (ry = 0, z = 0) is asymptotically stable. Since 4>(0) = 0, 
we conclude that the origin (ry = 0, ~ = 0) is asymptotically stable. Substituting 
for v, z, and ¢, we obtain the state feedback control law 

04> oV 
u = ory [J(ry) + g(ry)~] - ory g(ry) - k[~ - 4>(ry)] (14.52) 

If all the assumptions hold globally and V(ry) is radially unbounded, we can conclude 
that the origin is globally asymptotically stable. We summarize our conclusions in 
the next lemma. 

Lemma 14.2 Consider the system (14.49)-(14.50). Let 4>(ry) be a stabilizing state 
feedback control law for (14.49) with 4>(0) = 0, and V(ry) be a Lyapunov function that 
satisfies (14.51) with some positive definite function W{ry). Then, the state feedback 
control law (14.52) stabilizes the origin of (14.49)-(14.50), with V(ry) + [~- 4>(ry)J2/2 
as a Lyapunov function. Moreover, if all the assumptions hold globally and V(ry) is 
mdially unbounded, the origin will be globally asymptotically stable. <> 

Example 14.8 Consider the system 

Xl xi - xI + X2 

X2 U 

which takes the form (14.49)-(14.50) with ry = Xl and ~ = X2. We start with the 
scalar system 

with X2 viewed as the input and proceed to design the feedback control X2 = 4>( Xl) 

to stabilize the origin Xl = O. With 

we cancel the nonlinear term xi to obtain 18 

Hence, the origin of Xl = -Xl xy is globally exponentially stable. To backstep, 
we use the change of variables 

because it provides nonlinear damping. (See Example13.19.) 
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to transform the system into the form 

Xl -Xl - xi + Z2 

2:2 U + (1 + 2XI)( -Xl - xi + Z2) 

Taking 
Vc(X) = ~xi + ~z~ 

as a composite Lyapunov function, we obtain 

Taking 

yields 

VC XI( -Xl - xi + Z2) + Z2[U + (1 + 2XI)(-XI - xi + Z2)] 

-xi - xi + ZdXI + (1 + 2XI)( -Xl - xi + Z2) + u] 

Hence, the origin is globally asymptotically stable. 

593 

Application of integrator backstepping in the preceding example is straightfor­
ward due to the simplicity of scalar designs. For higher order systems, we may retain 
this simplicity via recursive application of integrator backstepping, as illustrated by 
the next example. 

Example 14.9 The third-order system 

Xl xi - xi + X2 

X2 X3 

X3 U 

is composed of the second-order system of the previous example with an additional 
integrator at the input side. We proceed to apply integrator backstepping as in the 
previous example. After one step of backstepping, we know that the second-order 
system 

Xl xi xi + X2 

X2 X3 

with X3 as input, can be globally stabilized by the control 

and 
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is the corresponding Lyapunov function. To backstep, we apply the change of 
variables 

to obtain 

xi - xf + X2 

¢(Xl,X2)+Z3 

o¢ 2 3 o¢ 
U - OXI (Xl - Xl + X2) .- OX2 (¢ + Z3) 

Using Ve = V + z~/2 as a composite Lyapunov function, we obtain 

Taking 
oV o¢ 2 

U= -- + -(Xl 
OX2 OXI 

3 ) o¢ ( ') Xl + X2 + ~ Z3 + cP - Z3 
UX2 

yields 
Ve -xi xi - (X2 + Xl + xi)2 - z~ 

Hence, the origin is globally asymptotically stable. 

Let us move now from (14.49)-(14.50) to the more general system 

f(77) + 9(77)~ 
fa (77, 0 + ga(''7, ~)u 

(14.53) 

(14.54) 

where fa and ga are smooth. If ga (77,0 =I- 0 over the domain of interest, the input 
transformation 

(14.55) 

will reduce (14.54) to the integrator ~ = U a . Therefore, if a stabilizing state feedback 
control law ¢( 77) and a Lyapunov function V (77) exist such that the conditions of 
Lemma 14.2 are satisfied for (14.53), then the lemma and (14.55) yield 
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for some k > ° and 
(14.57) 

as a stabilizing state feedback control law and a Lyapunov function, respectively, 
for the overall system (14.53)-(14.54). By recursive application of backstepping, we 
can stabilize strict-feedback systems of the form 

± fo(x) + 90(X)Zl 

Zl h(X,Zl)+91(X,Zl)Z2 

Z2 h(x, Zl, Z2) + 92(X, Zl, Z2)Z3 

Zk-1 fk-l (x, Zl,· .. ,Zk-1) + 9k-l (x, Zl,"" Zk-1)Zk 

Zk fk(X, Zl,···, Zk) + 9k(X, Zl,"" Zk)U 

where x E Rn, Zl to Zk are scalars, and fo to fk vanish at the origin. The reason 
for referring to such systems as "strict feedback" is that the nonlinearities fi and 9i 
in the ii-equation (i = 1, ... , k) depend only on x, Zl, ... , Zi; that is, on the state 
variables that are "fed back." We assume that 

over the domain of interest. The recursive procedure starts with the system 

± = fo(x) + 90(X)Zl 

where Zl is viewed as the control input. We assume that it is possible to determine 
a stabilizing state feedback control law Zl = <Po(x), with <Po (0) = 0, and a Lyapunov 
function Vo ( x) such that 

oVo a-; [Jo(x) + 90(X)<PO(x)] ::; -W(x) 

over the domain of interest for some positive definite function W (x). In many appli­
cations of backstepping, the variable x is scalar, which simplifies this stabilization 
problem. With <Po(x) and Vo(x) in hand, we proceed to apply backstepping in a 
systematic way. First, we consider the system 

± fO(X)+90(X)Zl 

i1 h (x, Zl) + 9dx, Zl)Z2 

as a special case of (14.53)-(14.54) with 

T) = x, ~ = Zl, U = Z2, f = fo, 9 = 90, fa = h, 9a = 91 
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We use (14.56) and (14.57) to obtain the stabilizing state feedback control law and 
the Lyapunov function as 

VI (X, Zl) = Vo(x) + ~ - ¢(x)j2 

Next, we consider the system 

i: fo(x) + gO(X)Zl 

il II (x, Zl) + gl (x, Zl)Z2 

i2 h(X,Zl,Z2)+g2(X,Zl,Z2)Z3 

as a special case of (14.53)-(14.54) with 

11 = [ ~ 1   ' ~ = Z2, U = Z3, f = [ fo ~:OZI l' 9 = [ ;1 1   ' fa = 12, ga = g2 

Using (14.56) and (14.57), we obtain the stabilizing state feedback control law and 
the Lyapunov function as 

for some k2 > 0 and 

This process is repeated k times to obtain the overall stabilizing state feedback 
control law U = ¢k(X, Zl, ... , Zk) and the Lyapunov function Vk(X, Zl,"" Zk). 

Example 14.10 Consider a single-input-single output system in the special nor­
mal form 

i: fo(x) + go (X)Zl 

il Z2 

iT'-l ZT' 

iT' ,(x, z)[u - a(x, z)] 

y Zl 

where x E Rn-T, Zl to Zr are scalars, and ,(x,z) =1= 0 for all (x,z). This represen­
tation is a special case of the normal form (13.16)-(13.18) because the x-equation 
takes the form fo(x) + gO(X)Zl, instead of the more general form fb(x, z). The 
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system is in the strict feedback form. The origin can be globally stabilized by re­
cursive backstepping if we can find a smooth function cPo (x) and a smooth radially 
unbounded Lyapunov function Vo (x) such that 

aVo a; [fo(x) + 90(X)cPo(x)] S -W(x), v x ERn 

for some positive definite function W (x). If the system is minimum phase, the origin 
of i: = fo(x) is globally asymptotically stable, and we know a Lyapunov function 
Vo (x) that satisfies 

aVo a; fo(x) S -W(x), v x E R n 

for some positive definite function W(x), we can simply take cPo(x) = o. Otherwise, 
we have to search for cPo(x) and Vo(x). This shows that backstepping allows us 
to stabilize nonminimum phase systems, provided the stabilization problem for the 
zero dynamics is solvable. 6. 

Example 14.11 The second-order system 

r, -T/ + T/2~ 
~ U 

was considered in Example 13.16, where it was shown that u = -k~, with sufficiently 
large k > 0, can achieve semiglobal stabilization. In this example, we achieve global 
stabilization via backstepping. Starting with the system 

r, = -T/ + T/2~ 

it is clear that ~ = 0 and Vo(T/) = T/2/2 result in 

aVo ( -T/) = _T/2, V T/ E R 
aT/ 

Using V = Vo + e /2 = (T/2 + e)/2, we obtain 

11 = T/( -T/ + T/2~) + ~u = _T/2 + ~(T/3 + u) 

Thus, 
u = _T/3 - k~, k > 0 

globally stabilizes the origin. 6. 

Example 14.12 As a variation from the previous example, consider the system 19 

19With the output y = ~, the system is nonminimum phase, because the origin of the zero­
dynamics equation i] = TJ2 is unstable. 
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This time, it = r;2 - r;~ cannot be stabilized by ~ = O. It is easy, however, to see 
that ~ = r; + n2 and Vo(r;) = r;2/2 result in 

81~ 2 
7!hl[r;2 - r;(r; + r; )] = -r;4, 'II r; E R 

Using V =Vo + (~ _. r; - r;2)2/2, we obtain 

The control 

yields 

If r;(r;2 r;0 + (~- r; - r;2)[u- (1 + 2r;)(r;2 - r;~)l 

-r;4 + (~- r; - r;2)[-r;2 + u - (1 + 2r;)(r;2 - r;~)l 

which shows that the origin is globally asymptotically stable. 

In the previous two sections, we saw how to use sliding mode control and Lya­
punov redesign to robustly stabilize an uncertain system when the uncertainty sat­
isfies the matching condition. Backstepping can be used to relax the matching 
condition. To illustrate the idea, let us consider the single-input system 

f(r;) + 9(r;)~ + 01](r;,~) 
fa(r;,O + 9a(r;, ~)u + odr;,~) 

(14.58) 

(14.59) 

defined on a domain D c Rn+l that contains the origin (r; = 0, ~ = 0), where 
r; E Rn and ~ E R. Suppose 9a(r;,~) =1= 0 and all functions are smooth for all 
(71,~) E D. Let f, 9, fa, and 9a be known and 01] and Of; be uncertain terms. 
We assume that f and fa vanish at the origin and the uncertain terms satisfy the 
inequalities 

1101](r;, ~)112 ~ aIilr; II 2 

10dr;, 01 ~ a211r;II2 + a31~1 
(14.60) 

(14.61 ) 

for all (r;,~) E D. Inequality (14.60) restricts the class of uncertainties, because it 
restricts the upper bound on 01] (r/, ~) to depend only on r;. Nevertheless, it is less 
restrictive than the matching condition that would have required 01] = O. Starting 
with the system (14.58), suppose we can find a stabilizing state feedback control 
law ~ ¢(r;) with ¢(O) = 0 and a (smooth, positive definite) Lyapunov function 
V (r;) such that 

(14.62) 
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for all (TJ,~) E D for some positive constant b. Inequality (14.62) shows that TJ = 0 
is an asymptotically stable equilibrium point of the system 

Suppose further that ¢( TJ) satisfies the inequalities 

(14.63) 

over D. Consider now the Lyapunov function candidate 

(14.64) 

The derivative of Vc along the trajectories of (14.58)-(14.59) is given by 

oV oV 
OTJ (1 + g¢ + o'rJ) + OTJ 9 (~ - ¢) 

+ (~- ¢) [fa + gau + O~ - ~~ (1 + g~ + o'rJ)] 

Taking 

1 [o¢ oV ] u = - -(1 + gO - -g - fa - k(~ - ¢) , 
ga OTJ OTJ 

k>O (14.65) 

and using (14.62), we obtain 

By using (14.60), (14.61), and (14.63), it can be shown that 

for some a6 ;;:: O. Choosing 

yields 

for some (J > o. Thus, we have completed the proof of the next lemma. 
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Lemma 14.3 Consider the system (14.58)-(14.59), where the uncertainty satisfies 
ineq'ualities (14.60) and (14.61). Let ¢(17) be a stabilizing state feedback contTOllaw 
for' (14.58) that satisfies (14.63), and V(17) be a Lyapunov function that satisfies 
(14.62). Then, the state feedback contTOl law (14.65), with k sufficiently large, sta­
bilizes the oT'ig'in of (14.58)-(14.59). Moreover, if all the assumptions hold globally 
and V (17) is mdially unbounded, the origin will be globally asymptotically stable. 0 

As an application of backstepping, consider the robust stabilization of the system 

(14.66) 

defined on a domain D c Rn that contains the origin x = 0, where x = [Xl, ... , xnf. 
Suppose )I(X) =I 0 and all functions are smooth for all xED. Let a and)l be known, 
and 6i for 1 :; i :; n be uncertain terms. The nominal system is feedback lineariz­
able. \Ve assume that the uncertain terms satisfy the inequalities 

(14.67) 
k=l 

for all xED, where the nonnegative constants al to an are known. Inequalities 
(14.67) restrict the class of uncertainties for 1 :; i :; n - 1 because they restrict 
the upper bound on 6i (x) to depend only on Xl to Xi; that is, the upper bounds 
appear in a strict feedback form. Nevertheless, they are less restrictive than the 
matching condition that would have required 6i = 0 for 1 :; i :; n - 1. To apply 
the backstepping recursive design procedure, we start with the scalar system 

where X2 is viewed as the control input and 61 (x) satisfies the inequality 161 (x) I :; 
al \. In this scalar system, the uncertainty satisfies the matching condition. The 
origin Xl = 0 can be robustly stabilized by the high-gain feedback control X2 = 
- kl Xl where kl > 0 is chosen sufficiently large. In particular) let V1 (Xl) = xI/2 be 
a Lyapunov function candidate. Then, 

and the origin is stabilized for all kl > al. From this point on, backstepping and 
Lemma 14.3 are applied recursively to derive the stabilizing state feedback control. 
The procedure is illustrated by the following example. 

Example 14.13 We want to design a state feedback control law to stabilize the 
second-order system 

Xl X2 + elXl sinx2 

X2 e2X~ + Xl + u 
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where 81 and 82 are unknown parameters that satisfy 1811 :::; a and 1821 :::; b for some 
known bounds a and b. The system takes the form (14.66) with 61 8lXl sin X2 
and 62 = 82X~. The function 61 satisfies the inequality 1611 :::; alxli globally. The 
function 62 satisfies the inequality 1621 :::; bplx21 on the set IX21 :::; p. Starting with 
the system 

Xl = X2 + 8lXl sin X2 

we take X2 = q)l(Xl) = -klXl and Vl(Xl) = xI!2 to obtain 

VI = Xlq)l(Xl) + 8l xi sinx2 :::; -(kl - a)xi 

We choose kl = 1 + a. To backstep, we apply the change of variables Z2 = X2 + 
(1 + a)xl and rewrite the system as 

Xl -(1 + a)xl + 8lXl sinx2 + Z2 

2:2 'l/Jl(X) + 'l/J2(X, 8) +u 

where 
'l/Jl = Xl + (1 + a)x2' 'l/J2 = (1 + a)8l xl sinx2 + 82X~ 

Using Ve = (xi + z5)/2 as a composite Lyapunov function, we obtain 

Ve :::; -xi + Z2[XI + 'l/Jl(X) + 'l/J2(X, 8) + u] 

Taking 

yields 

Ve :::; -xi + z2'l/J2(X, 8) - kz~ 
:::; -xi + a(l + a)lxlllZ21 + bx~lz21- kz~ 

On the set 
r2e={XER2IVc(x):::;c} 

we have I X21 :::; P for some p dependent on c. 20 Restricting our analysis to r2e, we 
obtain 

Ve :::; -xi + a(l + a)lxlllz21 + bplZ2 - (1 + a)xlllz21- kz~ 
:::; --xi + (1 + a)(a + bp)lxll IZ21 (k - bp)z~ 

Choosing 
k > bp + (1 + a)2(a + bp)2/4 

ensures that the origin is exponentially stable2l with r2e contained in the region of 
attraction. Since the preceding inequality can be satisfied for any c > 0 by choosing 
k sufficiently large, the feedback control can achieve semiglobal stabilization. D. 

20 P can be estimated by J2c(1 + ki). 
21 Note that we conclude exponential stability, rather than asymptotic stability as guaranteed 

by Lemma 14.3. Why? 
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Example 14.14 Consider again the system 

Xl X2 + elXI sin x2 

3;2 e2X~ + Xl + U 

from the previous example, where leI I :s; a and le21 :s; b. In that example, we limited 
the analysis to a compact set in order to satisfy the linear growth inequalities (14.67). 
Consequently, we could only achieve semiglobal stabilization. In this example, we 
achieve global stabilization by combining backstepping with Lyapunov redesign. We 
proceed as in the previous example until we reach the point 

In Example 14.13, we used U = -Xl -lPI(X) - kZ2 and ~elied on the high gain k to 
deal with the uncertainty. This required the nonlinear term x~ to be bounded by 
the linear term p1X21. Here, we take 

where the control component v is to be designed. Then, 

Noting that 

we take 

Vc:S;--Xr - kz~ + Z2['!f;2(X, e) + v] 

v = { -'ry(x) sgn(z2), 

--r?(x)z2/c , 

if 1](X)IZ21 2:: c 

if 1] ( X ) I z21 < c 

where 1](x) = rIo + a(l + a)lxII + bx~ for some 1]0 > 0 and c > O. When 1](x) IZ21 2:: c, 

and when rl(x)lz21 < E, 

Thus, 
. 2 2 E 

Vc :s; -Xl - kZ2 + 4" 

This inequality shows that within a finite time interval, the state X enters a ball Br 
of radius r kovlc for some ko > O. Inside Brl we have 
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for some PI > 0 independent of E. In the intersection of Br and the boundary layer 
{1](X)iZ2i < E}, we have 

2 2 

Vc ::; -xi - kz~ + PIix Iii z2i + PIi z2i 2 _ 1]OZ2 
E 

-~xi - kz~ - [~xi PIixIiiz2i + (~ - PI) z~l 
The bracketed term can be made nonnegative by choosing E small enough. Hence, 

. I 2 2 
Vc ::; -2 X I - kZ2 

and the origin is globally asymptotically stable. 

We conclude the section by noting that backstepping can be applied to multiin­
put systems in what is known as block backstepping, provided certain nonsingularity 
conditions are satisfied. Consider the system 

f(1]) + G(1])~ 
fa (1], 0 + Ga(1], Ou 

(14.68) 

(14.69) 

where 1] E Rn, ~ E Rm, and u E Rm, in which m could be greater than one. Suppose 
f, fa, G, and Ga are (known) smooth functions over the domain of interest, f and 
fa vanish at the origin, and the m x m matrix Ga is nonsingular. Suppose further 
that the component (14.68) can be stabilized by a smooth state feedback control 
law ~ = rp(1]) with rp(O) = 0, and we know a (smooth, positive definite) Lyapunov 
function V (1]) that satisfies the inequality 

oV 
01] [f ( 1]) + G (1] ) rp (1]) 1 ::; - W (1] ) 

for some positive definite function W(1]). Using 

as a Lyapunov function candidate for the overall system, we obtain 

. oV oV [orp 1 Vc = 01] (f + Grp) + 01] G (~- rp) + [~- rpf fa + Gau - 01] (f + GO 

Taking 

results in 

. oV T T 
Vc = 01] (f + G rp) - k [~ - rp ( 1] ) 1 [~- rp ( 1] ) 1 ::; - W ( 1]) - k [~ - rp ( 1] ) 1 [~- rp ( 1] ) 1 

which shows that the origin (1] = 0, ~ = 0) is asymptotically stable. 
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14.4 Passivity-Based Control 

In Chapter 6, we introduced the notion of passivity and studied its role in ana­
lyzing the stability of feedback connections. The ideas of passivity-based control 
that we are going to introduce here are straightforward applications of the results 
of Chapter 6. However, we do not need the elaborate details of Chapter 6 to under­
stand these ideas. It is enough to recall the definitions of passivity and zero-state 
observability. 

We consider the p-input-p-output system 

y 

f(x,u) 

h(x) 

(14.70) 

(14.71) 

where f is locally Lipschitz in (x, u) and h is contin~ous in x, for all x E Rn 
and u E Rm. We assume that f(O,O) = 0, so that the origin x = 0 is an open­
loop equilibrium point, and h(O) = O. We recall that the system (14.70)-(14.71) 
is passive if there exists a continuously differentiable positive semidefinite function 
V (x) (called the storage function) such that 

T . oV 
'u y?: V = ox f (x, u), V (x, u) E R n x R m (14.72) 

The system is zero-state observable if no solution of x = f(x, 0) can stay identically 
in the set {h(x) O} other than the trivial solution x(t) == O. Throughout this 
section we will require the storage function to be positive definite. The basic idea 
of passivity-based control is illustrated in the next theorem. 

Theorem 14.4 If the system (14.70)-(14.71) is 

(1) passive with a radially unbounded positive definite storage function and 

(2) zero-state observable, 

then the or'igin x = 0 can be globally stabilized by u = -¢(y), where ¢ is any locally 
Lipschitz function such that ¢(O) = 0 and yT ¢(y) > 0 for all y =I O. 

Proof: Use the storage function V(x) as a Lyapunov function candidate for the 
closed-loop system 

x = f(x, -¢(y)) 

The derivative of V is given by 

11 = ~~. f(x, -¢(y)) :::; _yT ¢(y) :::; 0 

Hence, 11 is negative semidefinite and 11 = 0 if and only if y = O. By zero-state 
observability, 

y(t) == 0 ::::} u(t) == 0 ::::} x(t) == 0 
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Therefore, by the invariance principle, the origin is globally asymptotically stable. 
D 

The intuition behind the theorem becomes clear when we think of the storage 
function as the energy of the system. A passive system has a stable origin. All 
that is needed to stabilize the origin is the injection of damping so that energy will 
dissipate whenever x(t) is not identically zero. The required damping is injected by 
the function cp. There is great freedom in the choice of cp. VVe can choose it to meet 
any constraint on the magnitude of u. For example, if u is constrained to lUi I ::; ki 
for 1 ::; i ::; p, we can choose CPi(Y) = ki sat(Yi) or CPi(Y) = (2kd7f) tan-1 (Yi). 

The utility of Theorem 14.4 can be increased by transforming nonpassive systems 
into passive ones. Consider, for example, a special case of (14.70), where 

± = f(x) + G(x)u (14.73) 

Suppose a radially unbounded, positive definite, continuously differentiable function 
V (x) exists such that 

oV 
ox f (x) ::; 0, V x 

Take 

Then the system with input u and output Y is passive. If it is also zero-state 
observable, we can apply Theorem 14.4. 

Example 14.15 Consider the system 

Let V(x) = xf!4 + xV2. Then 

Set Y = X2 and note that, with u = 0, y(t) ::::: 0 implies that x(t) ::::: O. Thus, all the 
conditions of Theorem 14.4 are satisfied and a globally stabilizing state feedback 
control can be taken as u = -kX2 or u = -(2k/7f) tan-1(x2) with any k > O. ,6, 

Allowing ourselves the freedom to choose the output function is useful, but we 
are still limited to state equations for which the origin is open-loop stable. We can 
cover a wider class of systems if we use feedback to achieve passivity. Consider 
again the system (14.73). If a feedback control 

u = a(x) + (3(x)v (14.74) 
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and an output function h(x) exist such that the system 

y 

f(x) + G(x)a(x) + G(x)j3(x)v 

h(x) 

(14.75) 

(14.76) 

with input v and output y, satisfies the conditions of Theorem 14.4, we can globally 
stabilize the origin by using v = -c/J(y). The use of feedback to convert a nonpassive 
system into a passive one is known as feedback passivation. 22 

Example 14.16 The nonlinear dynamic equations for an m-link robot take the 
form 

AI(q)q + C(q, q)q + Dq + g(q) = u 

where q is an m-dimensional vector of generalized coordinates representing joint 
positions, u is an m-dimensional control input, and M(q) is a symmetric inertia 
matrix that is positive definite for all q E Rm. The term C(q, q)q accounts for 
centrifugal and Coriolis forces. The matrix C has the property that M - 2C is a 
skew-symmetric matrix for all q, q E Rm, where M is the total derivative of M(q) 
with respect to t. The term Dq, where D is a positive semidefinite symmetric 
matrix, accounts for viscous damping. The term g(q), which accounts for gravity 
forces, is given by g(q) = [8P(q);8q]T, where P(q) is the total potential energy 
of the links due to gravity. Consider the regulation problem of designing a state 
feedback control law so that q asymptotically tracks a constant reference qr' Let 
e = q - qr' Then, e satisfies the differential equation 

lid (q)e + C(q, q)e + De + g(q) = u 

Our goal is to stabilize the system at (e = 0, e = 0), but this point is not an 
open-loop equilibrium point. Let 

u = g( q) - Kpe + v 

where Kp is a positive definite symmetric matrix and v is an additional control 
component to be chosen. Substituting u into the e-equation yields 

1I1(q)e + C(q, q)e + De + Kpe v 

Take 
v = keT M(q)e + keT Kpe 

as a storage function candidate. The function V is positive definite and its derivative 
satisfies 

the system (14.73) with output y = h(x), it is shown in [31] that the system is 
locally feedback equivalent to a passive system with a positive definite storage function if 
rank{[oh/ox](O)G(O)} = p and the zero dynamics have a stable equilibrium point at the origin 
with a positive definite Lyapunov function. 
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Defining the output as y = e, we see that the system with input v and output y 
is passive with V as the storage function. It is interesting to note that the role of 
the passifying feedback component g( q) Kpe is to reshape the potential energy to 
(1/2)eT Kpe, which has a unique minimum at e = O. The sum of the kinetic energy 
and the reshaped potential energy is the storage function. With v = 0, 

y(t) == 0 B e(t) == 0 ~ e(t) == 0 ~ Kpe(t) == 0 ~ e(t) == 0 

which shows that the system is zero-state observable. Hence, it can be globally 
stabilized by the control v = -¢(e) with any function ¢ such that ¢(O) = 0 and 
yT ¢(y) > 0 for all y i- O. The choice v = - Kde with a positive definite symmetric 
matrix Kd results in the control 

which takes the form of a classical PD controller plus a gravity compensation term. 
l::,. 

One class of systems that is amenable to feedback passivation is the cascade 
connection of a passive system with a system whose unforced dynamics have a 
stable equilibrium point at the origin. Consider the system 

i 

± 
y 

fa(z) + F(z, y)y 

f(x) + G(x)u 

h(x) 

(14.77) 

(14.78) 

(14.79) 

where fa(O) = 0, f(O) = 0, and h(O) = O. The functions fa, F, f, and G are locally 
Lipschitz and h is continuous. We view the system as a cascade connection of the 
driving system (14.78)-(14.79) and the driven system (14.77).23 We assume that 
the representation (14.77)-(14.79) is valid globally, the driving system is passive 
with a radially unbounded positive definite storage function V (x), the origin of 
i = fa(z) is stable, and we know a radially unbounded Lyapunov function W(z) 
for i = fa (z ), which satisfies 

a: fa(z) :S 0, v z 

Using U (z, x) = W (z) + V (x) as a storage function candidate for the full system 
(14.77)-(14.79), we obtain 

oW oW av av 
(; = Tz fa(z) + TzF(z, y)y + ax f(x) + ax G(x)u 

driven system of the form z = fo(z,y) with sufficiently smooth fo can be represented in the 
form (14.77) by taking 

fa(z) = fo(z, 0) j 'l afo 
and F(z, y) = -a (z, sy) ds 

o y 
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The feedback control 

results in 

Hence, the system 

y 

(
OW )T 

U=- ---a;F(z,y) +v 

fa(z) + F(z, y)y 

f(x) G(x) (~~ F(z, y) f + G(x)v 

h(x) 

(14.80) 

(14.81) 

(14.82) 

with input v and output y is passive with U as the storage function. If the system 
(14.80)-(14.82) is zero-state observable, we can apply Theorem 14.4 to globally 
stabilize the origin. 

Example 14.17 The rotational motion of a rigid body subject to three indepen­
dent scalar control torques can be modeled by24 

P ~[Is + S(p) + ppT]w 

Mw -S(w)Mw+u 

where w E R3 is the velocity vector and p E R3 is a particular choice of the kinematic 
parameters, which leads to a three-dimensional representation of the rotation group. 
The matrix S (x) is a skew-symmetric matrix, defined by 

S(x) = [ ~3 
-X2 

M is a positive definite symmetric inertia matrix, and 13 is the 3 x 3 identity 
matrix. Taking y = w, it can be seen that the system takes the form of the cascade 
connection (14.77)-(14.79) with 

]\l1w = -S(w)JVfw + u, y = w 

as the driving system and 

[97] and [151] for the derivation of the model. If c E R3 and T} E R are the Euler 
parameters, then p = ciT}. 



14.4. PASSIVITY-BASED CONTROL 

as the driven system. Taking V(w) = (1/2)wT Mw, it can be seen that 

11 = wT M w = _wT S(w)M w + wT 
U = yT U 

609 

where we used the property wTS(w) = o. Hence, the driving system is passive. 
The unforced driven system p = 0 has a stable equilibrium point at p = 0 and any 
radially unbounded, positive definite, continuously differentiable function W (p) will 
qualify as a Lyapunov function. Thus, all our assumptions are satisfied and the 
system can be made passive by the control 

{
8W }T 

u = - 8p~[Is + S(p) + ppT] + v 

Taking W(p) = kln(l + pT p), with k > 0, yields 

{ 
k T }T 

U = - P T [Is + S(p) + ppT] + V = -kp + v 
1 + p p 

where we used the property pT S(p) = O. We need to check zero-state observability 
of the passive system 

p ~[Is + S(p) + ppT]w 

Mw -S(w)Mw-kp+v 

Y w 

With v = 0, 
y(t) == 0 {:} w(t) == 0 :::} w(t) == 0 :::} p(t) == 0 

Hence, the system is zero-state observable and can be globally stabilized by 

u = -kp - q;(w) 

with any locally Lipschitz function q; such that q;(0) = 0 and yT q;(y) > 0 for all 
y =1= o. Lo, 

Checking zero-state observability ofthe full system (14.80)-(14.82) can be avoided 
if we strengthen the assumption on W (z) to 

88: fa(z) < 0, Y z =1= 0, and 88: (0) = 0 (14.83) 

which implies that the origin of i = fa(z) is globally asymptotically stable. Taking 

(
8W )T 

u = - 7hF(z, y) - q;(y) (14.84) 
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where ¢ is any locally Lipschitz function such that ¢(O) = 0 and yT ¢(y) > 0 for all 
y =f- 0, and using U as a Lyapunov function candidate for the closed-loop system, 
we obtain . aw 

U :::; 7h fa(z) - yT ¢(y) :::; 0 

Moreover, U = 0 implies that z = 0 and y = 0, which in turn imply that u = O. If 
the driving system (14.78)-(14.79) is zero-state observable, the conditions u(t) == 0 
and y(t) == 0 imply that x(t) == O. Hence, by the invariance principle, the origin 
(z = 0, x = 0) is globally asymptotically stable. We summarize this conclusion in 
the next theorem. 

Theorem 14.5 Suppose the system (14.78)-(14.79) is zero-state observable and 
passive with a radially unbo'unded, positive definite storage function, Suppose the 
origin of z = fa(z) is globally asymptotically stable and let W(z) be a radially 
'unbounded, positive definite Lyapunov function that satisfies (14.83). Then, the 
control (14.84) globally stabilizes the origin (z = 0, x = 0). 0 

Example 14.18 Consider the system 

which was studied in Examples 13.16 and 14.11. \iVith y = ~ as the output, the 
system takes the form (14.77)-(14.79). The system ~ = u, y = ~ is passive with 
the storage function V(O = e /2. It is clearly zero-state observable, since y = ~. 
The origin of ij = -rJ is globally exponentially stable with the Lyapunov function 
liV(rJ) = rJ2/2. Thus, all the conditions of Theorem 14.5 are satisfied and a globally 
stabilizing state feedback control can be taken as 

which is the same control we derived by using backstepping 

14.5 High-Gain Observers 

The nonlinear design techniques discussed in this chapter, and the previous one, 
assume state feedback; that is, measurements of all state variables are available. In 
many practical problems we cannot measure all state variables, or we may choose 
not to measure some of them due to technical or economic reasons. Therefore, it is 
important to extend these techniques to output feedback. In some special cases, we 
can modify the technique to produce an output feedback controller. Examples are 
explored in Exercises 14.47 and 14.48. The first exercise shows that for minimum­
phase, relative-degree-one systems, we can design sliding mode control as output 
feedback. The second exercise shows passivity-based control for a system that has a 
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passive map from the input to the derivative of the output. In more general cases, 
we have to use dynamic compensation to extend state feedback designs to output 
feedback. One form of dynamic compensation is to use observers that asymptoti­
cally estimate the state from output measurements. For some nonlinear systems, 
the design of such observers could be as easy as in linear systems. Suppose, for 
example, that a nonlinear system can be transformed into the form25 

y 

Ax + g(y, u) 

Cx 

(14.85) 

(14.86) 

where (A, C) is observable. This form is special because the nonlinear function 9 
depends only on the output y and the control input u. Taking the observer as 

£ = Ax + g(y, u) + H(y - Cx) (14.87) 

it can be easily seen that the estimation error x = x - x satisfies the linear equation 

x = (A - HC)x 

Hence, designing C such that A - HC is Hurwitz guarantees asymptotic error 
convergence, that is, limt->oo x(t) = O. Exercise 14.49 explores the use of the ob­
server (14.87) in output feedback control. Aside from the fact that the observer 
(14.87) works only for a special class of nonlinear systems, its main drawback is the 
assumption that the nonlinear function 9 is perfectly known. Any error in modeling 
9 will be reflected in the estimation error equation. In particular, if the observer is 
implemented as 

£ = Ax + go (y, u) + H (y - C x) 

where go is a nominal model of g, the x-equation becomes 

x = (A - HC)x + g(y, u) - go(y, u) 

It is no longer obvious that a Hurwitz A - HC can handle the perturbation term 
9 - go. In this section, we give a special design of the observer gain that makes the 
observer robust to uncertainties in modeling the nonlinear functions. The technique, 
known as high-gain observers, works for a wide class of nonlinear systems and 
guarantees that the output feedback controller recovers the performance of the state 
feedback controller when the observer gain is sufficiently high. In Section 14.5.1, 
we use a second-order example to motivate the idea of high-gain observers. In 
Section 14.5.2, we use the observer in output feedback stabilization. The main result 
of that section is a separation principle that allows us to separate the design into 
two tasks. First, we design a state feedback controller that stabilizes the system and 

I\lP(~P"''''Cl.rV and sufficient conditions for a nonlinear system to be equivalent to the form (14.85)­
(14.86) are given in [124, Chapter 5]. The same reference gives a different approach for introducing 
dynamic compensation through filtered transformations. 
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meets other design specifications. Then, an output feedback controller is obtained 
by replacing the state x by its estimate x provided by the high-gain observer. A 
key property that makes this separation possible is the design of the state feedback 
controller to be globally bounded in x. High-gain observers can be used in a wide 
range of control problems. z6 As an example, we show in Section 14.5.3 the use of 
high-gain observers in output feedback integral regulators. 

14.5.1 Motivating Example 

Consider the second-order nonlinear system 

X2 

¢(x,u) 

y 

(14.88) 

(14.89) 

(14.90) 

where x = xz]T. Suppose u = ,(x) is a locally Lipschitz state feedback control 
law that stabilizes the origin x = 0 of the closed-loop system 

¢(x, ,(x)) 

(14.91) 

(14.92) 

To implement this feedback control using only measurements of the output y, we 
use the observer 

X2 + hl(y - Xl) 

¢o(X, u) + h2(y - Xl) 

(14.93) 

(14.94) 

where ¢o (x, u) is a nominal model of the nonlinear function ¢( x, u). The estimation 
error 

satisfies the equation 

x = [ ~l 1 = [ Xl - ~l 1 
X2 Xz - X2 

-hI Xl + X2 

-h2XI + 5(x, x) 

(14.95) 

(14.96) 

where c5(x,x) = ¢(x,,(x)) - ¢o(x,,(x)). We want to design the observer gain 
H = [hI, h2V such that limt-HXl x(t) = O. In the absence of the disturbance term 
c5, asymptotic error convergence is achieved by designing H such that 

[100] for a survey of the use of high-gain observers in various control problem formulations. 
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is Hurwitz. For this second-order system, Ao is Hurwitz for any positive constants 
hI and h2 . In the presence of 6, we need to design H with the additional goal of 
rejecting the effect of 6 on 55. This is ideally achieved, for any 6, if the transfer 
function 

G (8) - 1 [1 1 
o - 82 + h1 8 + h2 8 + hI 

from 6 to 55 is identically zero. While this is not possible, we can make sUPwER IG 0 (jw) I 
arbitrarily small by choosing h2 » hI » 1. In particular, taking 

(14.97) 

for some positive constants ctl, ct2, and c, with c « 1, it can be shown that 

Hence, lime-+o G o (8) = O. The disturbance rejection property of the high-gain 
observer can be also seen in the time domain by representing the error equa­
tion (14.95)-(14.96) in the singularly perturbed form. Towards that end, define 
the scaled estimation errors 

The newly defined variables satisfy the singularly perturbed equation 

- ct l7]l + 7]2 

-ct27]1 + c6(X, 55) 

(14.98) 

(14.99) 

(14.100) 

This equation shows clearly that reducing c diminishes the effect 6. It shows also 
that, for small c, the scaled-estimation error 7] will be much faster than x. Notice, 
however, that 7]1 (0) will be 0 (1/ c) whenever Xl (0) =1= Xl (0). Consequently, the 
solution of (14.99)-(14.100) will contain a term of the form (l/c)e-at/e for some 
a > O. While this exponential mode decays rapidly, it exhibits an impulsive-like 
behavior where the transient peaks to 0(1/ c) values before it decays rapidly towards 
zero. In fact, the function (a/c)e-at/e approaches an impulse function as c tends to 
zero. This behavior is known as the peaking phenomenon. It is important to realize 
that the peaking phenomenon is not a consequence of using the change of variables 
(14.98) to represent the error dynamics in the singularly perturbed form. It is an 
intrinsic feature of any high-gain-observer with h2 » hI » 1. This point can be 
seen by calculating the transition matrix exp(Aot) and noting that its (2,1) element 
is given by 
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when 4h2 > hi and 

when 4h2 < hi. The amplitude of the exponential mode is greater than v;:;;; in the 
first case and h2/ hI in the second one. Thus, as we increase hI and h2/ hI, we drive 
the amplitude toward infinity. 

To get a better feel for the peaking phenomenon, let us simulate the system 

Xl X2 

X2 X~ + u 

Y Xl 

which can be globally stabilized by the state feedback controller 

u = -X~ - Xl - X2 

The output feedback controller is taken as 

-X~ - Xl - X2 

X2 + (2/e)(y - Xl) 

(1/e2 )(y - Xl) 

where the observer gain assigns the eigenvalues of Ao at -l/e and -l/e. Fig­
ure 14.16 shows the performance of the closed-loop system under state and output 
feedback. Output feedback is simulated for three different values of e. The initial 
conditions are Xl (0) = 0.1, X2(0) = Xl (0) = X2(0) = O. Peaking is induced by 
[Xl(O) - Xl(O)]/E O.l/e when e is sufficiently small. Figure 14.16 shows a counter 
intuitive behavior as e decreases. Since decreasing e causes the estimation error 
to decay faster toward zero, one would expect the response under output feedback 
to approach the response under state feedback as e decreases. Figure 14.16 shows 
the opposite behavior, where the response under output feedback deviates from the 
response under state feedback as e decreases. This is the impact of the peaking 
phenomenon. The same figure shows the control u on a much shorter time interval 
to exhibit peaking. This control peaking is transmitted to the plant causing its 
state to peak. If peaking of the state takes it outside the region of attraction, it 
could destabilize the system. Figure 14.17 shows that this is exactly what happens 
in the current case as we decrease e to 0.004 where the system has a finite escape 
time shortly after t = 0.07. 

Fortunately, we can overcome the peaking phenomenon by saturating the control 
outside a compact region of interest in order to create a buffer that protects the 
plant from peaking. Suppose the control is saturated as 

u = sat( -x~ - Xl - X2) 
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Figure 14.16: Performance under state (SFB) and output (OFB) feedback. 

Figure 14.18 shows the performance of the closed-loop system under saturated state 
and output feedback. The control u is shown on a shorter time interval that exhibits 
control saturation during peaking. The peaking period decreases with c. The states 
Xl and X2 exhibit the intuitive behavior we expected earlier; namely, the response 
under output feedback approaches the response under state feedback as c decreases. 
Note that we decrease c to 0.001, beyond the value 0.004 where instability was 
detected in the unsaturated case. Not only does the system remain stable, but 
the response under output feedback is almost indistinguishable from the response 
under state feedback. What is more interesting is that the region of attraction under 
output feedback approaches the region of attraction under state feedback as c tends 
to zero. This is shown in Figures 14.19 and 14.20. The first figure shows the phase 
portrait of the closed-loop system under u = sat( -x~ - Xl - X2). It has a bounded 
region of attraction enclosed by a limit cycle. The second figure shows that the 
intersection of the boundary of the region of attraction under u = sat( -x~ -Xl -X2) 
with the X1-X2 plane approaches the limit cycle as c tends to zero. 

The behavior we saw in Figures 14.18 and 14.20 will be realized with any glob­
ally bounded stabilizing function ,(x). During the peaking period, the control ,(x) 
saturates. Since the peaking period shrinks to zero as c tends to zero, for sufficiently 
small c, the peaking period becomes so small that the state of the plant x remains 
close to its initial value. After the peaking period, the estimation error becomes 
O(c) and the feedback control ,(x) becomes close to ,(x). Consequently, the tra­
jectories of the closed-loop system under output feedback asymptotically approach 
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Figure 14.17: Instability induced by peaking at E = 0.004, 

its trajectories under state feedback as E tends to zero. This leads to recovery of the 
performance achieved under state feedback. The global boundedness of r(x) can 
be always achieved by saturating the state feedback control, or the state estimates, 
outside a compact region of interest, 

The analysis of the closed-loop system under output feedback proceeds as fol­
lows: The system is represented in the singularly perturbed form 

::h X2 

X2 ¢(x,r(x)) 

ETJl -alTJI + TJ2 

ETJ2 --a2TJl + E6(X, x) 

where Xl = Xl - ETJl and X2 = X2 - TJ2. The motion of the slow variables (XI, X2) 
can be approximated by a slow model obtained by setting E = O. Since s = 0 yields 
TJ = 0, the slow model is the closed-loop system under state feedback, given by 
(14.91)-(14.92). The fast motion of (TJll TJ2) can be approximated by the fast model 

1 1 clef A o TJ = oTJ 

obtained by neglecting E6. Let V(x) be a Lyapunov function for the slow model 
and TiV(r/) = r? PoTJ be a Lyapunov function for the fast model, where Po is the 
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Figure 14.18: Performance under state (SFB) and output (OFB) feedback with satu­
ration. 

solution of the Lyapunov equation PoAo + Air pl -1. Define the sets nc and 
I; by nc = {V(x) ::; c} and I; = {W(1]) ::; pc:2

}, where c > 0 is chosen such that 
nc is in the interior of the region of attraction of (14.91)-(14.92). The analysis can 
be divided in two basic steps. In the first step we show that for sufficiently large 
p, there is c:i > 0 such that, for every 0 < c: ::; c:i, the origin of the closed-loop 
system is asymptotically stable and the set nc x I; is a positively invariant subset 
of the region of attraction. The proof makes use of the fact that in nc x I;, 1] is 
O(c:). In the second step, we show that for any bounded x(O) and any x(O) E D-b, 

where 0 < b < c, there exists C:2 > 0 such that, for every 0 < c: ::; c:2, the trajectory 
enters the set nc x I; in finite time. The proof makes use of the fact that nb is in 
the interior of nc and ,(x) is globally bounded. Hence, there exits a time TI > 0, 
independent of c:, such that any trajectory starting in nb will remain in nc for all 
t E [0, TIl. Using the fact that 1] decays faster than an exponential mode of the form 
(1/ c: )e-at/e, we can show that the trajectory enters the set nc x I; within a time 
interval [0, T(c:)], where lime-->o T(c:) = O. Thus, by choosing c: small enough, we can 
ensure that T(c:) < TI . Figure 14.21 gives a sketch that illustrates this behavior. 

The full-order observer (14.93)-(14.94) provides estimates (Xl, X2) that are used 
to replace (Xl, X2) in the feedback control law. Since y = Xl is measured, we can 
use Xl in the control law and only replace X2 by X2' This approach does not change 
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3 

Figure 14.19: Phase portrait of the closed-loop system under u = sat( -x~ -" Xl - X2). 

the analysis of the closed-loop system, and we obtain the same results as before. 
On the other hand, we can use the reduced-order observer 

-" h (w + hy) + ¢o(x, u) 

w+hy 

(14.101) 

(14.102) 

where h = o:/r:: for some positive constants a: and r:: with r:: « I, to estimate X2' It 
is not difficult to see that the high-gain reduced-order observer (14.101)-(14.102) 
exhibits the peaking phenomenon, and global boundedness of the state feedback 
control plays the same role as in the full-order observer case. 

The high-gain observer is basically an approximate differentiator. This point 
can be easily seen in the special case when the nominal function ¢o is chosen to be 
zero, for then the observer is linear. For the full-order observer (14.93)-(14.94), the 
transfer function from y to x is 

and for the reduced-order observer (14.101)-(14.102), the transfer function from y 
to X2 is 

s_-+ s as r:: --+ 0 
(r::/a:)s+l 

Thus, on a compact frequency interval, the high-gain observer approximates if for 
sufficiently small r::. 

Realizing that the high-gain observer is basically an approximate differentiator, 
we can see that measurement noise and unmodeled high-frequency sensor dynamics 
will put a practical limit on how small E: could be. Despite this limitation, there 
are interesting applications where the range of permissible values of r:: allows for 
successful application of high-gain observers. 27 

l:'~x(:unl)les of application to induction motors and mechanical systems are given in [3], [47], 
and [186]. 
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Figure 14.20: The region of attraction under state feedback (solid) and intersection 
of the region of attraction under output feedback with the Xl-X2 plane for c = 0.1 
(dashed) and c = 0.05 (dash-dot). 

14.5.2 Stabilization 

Consider the multi-input-multi-output nonlinear system 

X Ax + B¢(x, z, u) 

i 'ljJ(x,z,u) 

y Cx 

( q(x, z) 

(14.103) 

(14.104) 

(14.105) 

(14.106) 

where u E RP is the control input, y E Rm and ( E RS are measured outputs, and 
x E RP and z E Rfi. constitute the state vector. The p x p matrix A, the p x m 
matrix B, and the m x p matrix C, given by 

o 1 
o 0 1 

A = block diag[Al1 ... 1 Am], Ai = 
o 
o 

B = block diag[B l , ... , Bm], Hi = 

o 
o 

o 
1 

0 
0 

0 1 
0 

PiXPi 

Pixl 
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x 

Figure 14.21: Illustration of fast convergence to the set Dc x :E. 

C = block diag[CI ; ... ; Cml; Ci = [1 0 o J I XPi 

where 1 ::; i ::; m and P = PI + ... + Pm, represent m chains of integrators. The 
functions ¢, 'lj;, and q are locally Lipschitz in their arguments for (x; z, u) E Dx x 
Dz x RP, where Dx C RP and Dz C RS are domains that contain their respective 
origins. Moreover, ¢(O, 0, 0) = 0, 'lj;(0, 0, 0) = 0, and q(O,O) = o. Our goal is to 
design an output feedback controller to stabilize the origin. 

The two main sources for the model (14.103)-(14.106) are the normal form of 
input-output linearizable systems and models of mechanical and electromechanical 
systems, where displacement variables are measured while their derivatives (veloc­
ities, accelerations, etc.) are not measured. The normal form for a single-input­
single-output system is given by (13.16)-(13.18). It is easy to see that the equation 
takes the form (14.103)-(14.105) with x = ~ and z = '(1. 28 If y is the only measured 
variable, we can drop equation (14.106). However, in many problems, we can mea­
sure some state variables in addition to those at the end of the chains of integrators. 
For example, the magnetic suspension system of Exercise 1.18 is modeled by 

where Xl is the ball position, X2 is its velocity, and X3 is the electromagnet cur­
rent. Typically, we measure the ball position Xl and the current X3. The model 
fits the form (14.103)-(14.106) with (Xl,X2) as the X component and X3 as the z 

[88, Section 5.1] for the multivariable normal form. 
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component. The measured outputs are y = Xl and ( = X3. Another source for the 
model (14.103)-(14.106) where (14.106) is significant arises in system in which the 
dynamics are extended by adding integrators. In Example 13.8, we saw a system 
represented by an nth order differential equation. The dynamics were extended 
by adding m integrators at the input side. Inspection of the resulting state model 
shows that it fits the form (14.103)-(14.106) with z as the states of the m integra­
tors and X as the output and its derivatives up to y(n-l). In this case, the whole 
vector z is measured, and equation (14.106) takes the form ( = z. 

We use a two-step approach to design the output feedback controller. First, a 
partial state feedback controller that uses measurements of x and ( is designed to 
asymptotically stabilize the origin. Then, a high-gain observer is used to estimate 
x from y. The state feedback controller is allowed to be a dynamical system of the 
form 

-8 r('!9,x,() 

u - ,('!9,x,() 

(14.107) 

(14.108) 

where, and r are locally Lipschitz functions in their arguments over the domain 
of interest and globally bounded functions of x. Moreover, ,(0,0,0) = 0 and 
r(O, 0, 0) = o. A static state feedback controller u = ,(x, () will be viewed as a 
special case of the foregoing equation by dropping the -8-equation. For convenience, 
we write the closed-loop system under state feedback as 

x = f(X) 

where X = (x,z,'!9). The output feedback controller is taken as 

u 

r('!9,x,() 

,('!9,x,() 

where x is generated by the high-gain observer 

i = Ax + B¢o(x, (, u) + H(y - ex) 

The observer gain H is chosen as 

H = block diag[H1 , ... , HmL Hi = 

(14.109) 

(14.110) 

(14.111) 

(14.112) 

(14.113) 

where E is a positive constant to be specified and the positive constants o;~ are 
chosen such that the roots of 
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are in the open left-half plane, for all 'i = 1, ... , m. The function ¢o(:1:, (, u) is a 
nominal model of ¢(x, z, u), which is required to be locally Lipschitz in its arguments 
over the domain of interest and globally bounded in x. Moreover, ¢o(O, 0, 0) = O. 

Theorem 14.6 ConsideT the closed-loop system of the plant (14.103)-(14.106) and 
the outp'ut feedback contmlleT (14.110)-(14.112). Suppose the oTig'in of (14.109) is 
asymptotically stable and n is its Tegion of attmction. Let S be any compact set in 
the inteTioT of nand Q be any compact subset of RP. Then, 

... theTe eX'ists Ei > 0 s'uch that, fOT ever-y 0 < E :S Ei, the solutions (X (t), x( t)) 
of the closed-loop system, staTt'ing in S x Q, aTe bounded fOT all t 2:: o. 

• g'iven any fL > 0) theTe exist E2 > 0 and T2 > 0, both dependent on fL, such 
that, fOT eveTY 0 < E :S [2, the solutions of the closed-loop system, staTting in 
S x Q, satisfy 

IIX(t)1I :S fL and //x(t)" :S fL, (14.114) 

., given any fL > 0, theTe exists c3 > 0, dependent on fL, such that, fOT eveTY 
o < c :S the solutions of the closed-loop system, staTting in S x Q, satisfy 

(14.115) 

wheTe Xr is the solution of (14.109), starling at X(O) . 

.. if the oTigin of (14.109) is exponentially stable and that f(X) is continuously 
differentiable ,in some neighbor'hood of X = 0, then theTe exists [~ > 0 S'Uch 
that, fOT C1JeTY 0 < [ :S the or"igin of the closed-loop system is exponentially 
stable and S x Q is a subset of its Tegion of attmct:ion. (> 

Proof: See Appendix C.23. 

The theorem shows that the output feedback controller recovers the performance 
of the state feedback controller for sufficiently small c. The performance recovery 
manifests itself in three points. First, recovery of exponential stability. Second, re­
covery of the region of attraction in the sense that we can recover any compact set in 
its interior. Third, the solution X(t) under output feedback approaches the solution 
under state feedback as c tends to zero. For convenience, recovery of asymptotic 
stability is shown only for the exponentially stable ease. 29 Notice, however, that the 
first three bullets of the theorem, which show boundedness, ultimate boundedness, 
and trajectory convergence, are valid without the exponential stability assumption. 

As a corollary of the theorem, it is clear that if the state feedback controller 
achieves global or semiglobal stabilization with local exponential stability, then for 
sufficiently small [, the output feedback controller achieves semiglobal stabilization 
with local exponential stability. 

[16] for the more general case when the origin is asymptotically, but not exponentially, 
stable. 
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Example 14.19 In Section 14.1, we designed the continuous sliding mode state 
feedback controller 

u = -k sat (a1 (e -1'7r) + Ii) 
with al = 1, k = 4, and f.L = 1, to stabilize the pendulum equation 

mR2fj + mgoR sin e + koR2 e = 'U 

at (e = 7r, e = 0). Suppose now that we only measure e. An output feedback 
controller can be taken as 

where e and 0 are the estimates of e and w = e provided by the high-gain observer 

e 0 + (2/c)(e - e) 
o ¢o(e, 'U) + (1/c2 )(e e) 

where ¢o = -asine + c'U is a nominal model of ¢ = -(go/.e) sine - (ko/m)e + 
(l/m.e2 )'U, in which a and c are nominal values of (go/ R) and (1/m.e2

), respectively, 
while the nominal value of the coefficient of friction ko is taken to be zero. The 
observer is designed to have multiple poles at -l/e. In Figure 14.22, we compare the 
performance of the state and output feedback controllers for e = 0.05 and e = 0.01. 
The pendulum parameters are m = 0.15, R = 1.05, and ko = 0.02 and the initial 
conditions are e(O) = 7r/4 and w(O) = e(O) = 0(0) = o. We consider three cases 
for the observer. In the first case, the observer uses the nominal values a = 9.81 
and c = 10, which correspond to the nominal parameters in = 0.1 and 1- = 1. In 
the second case, we use a = 9.3429 and c = 6.0469, which correspond to the actual 
parameters; that is, in = m = 0.15 and i = e = 1.05. In the third case, we use a 
linear observer by setting a = c = O. In all cases, we see that the response under 
output feedback approaches the response under state feedback as c decreases. When 
e is relatively large, we see an advantage for including ¢o in the observer when it is 
a good model of ¢. However, if the model is not that good, a linear observer may 
perform better. The important thing to notice here is that the differences between 
the three observers diminish as c decreases. This is expected, because decreasing c 
rejects the effect of the uncertainty in modeling ¢. D 

14.5.3 Regulation via Integral Control 

Consider the single-input-single-output system 

x f(x,w)+g(x,w)['U+o(x,'U,w)] 

y h(x,w) 
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Figure 14.22: Comparison of state feedback (SFB) and output feedback (OFB) for 
Example 14.19. Figures (a) and (b) show e and w = e for a nonlinear high-gain 
observer with nominal m and e. Figure (c) shows e for a nonlinear high-gain observer 
with actual m and e. Figure (d) shows e for a linear high-gain observer. 

where x E Rn is the state, u E R is the control input, y E R is the controlled as 
well as measured output, and w E Rl is a vector of unknown constant parameters 
and disturbances. The functions j, g, h, and 0 are sufficiently smooth in (x, u) and 
continuous in w for xED C Rn, u E R, and w E Dw C Rl, where D and Dw are 
open connected sets. We assume that the system 

x j(x,.w) + g(x,w)u 

y h(x,w) 

has relative degree p in D uniformly in w; that is, 

Lgh(x,w) = ... = LgLj-2h(X,w) = 0, LgLj-1h(x,w) 2: a > ° 
for all (x, w) E D x Dw. Our goal is to design an output feedback controller such 
that the output y asymptotically tracks a constant reference r E Dr C R, where Dr 



14.6. EXERCISES 625 

is an open connected set. 
This is the output feedback version of the problem we studied in Section 14.1.4. 

The only difference is that we allow f and h to depend on w, while in Section 14.1.4, 
they were restricted to be independent of w. The restriction was needed there be­
cause the variables h, L fh, ... ,L1-1 h were used to compute the state feedback con­
trol. In the output feedback case, these variables are calculated from the measured 
signal y by using a high-gain observer. Because we allow f to depend on w, the 
term 151 has been absorbed in f. We are not going to repeat the assumptions and 
derivations of Section 14.1.4. Let us only recall the sliding mode state feedback 
controller (14.29), namely, 

where e1 = Y -r is the regulation error and e2 to ep are the derivatives of e1. 30 The 
control is globally bounded and the signal e1 is available on-line. To implement this 
controller using output feedback, we estimate e2 to ep by utilizing a linear high-gain 
observer. Thus, the output feedback controller can be taken as 

u 

where the positive constants 0:1 to O:p are chosen such the roots of 

sp + 0:1Sp-1 + ... + O:p-1S + O:p = 0 

have negative real parts. For relative-degree-one systems (p = 1), the high-gain ob­
server is not used. Under the assumptions of Section 14.1.4, the closed-loop system 
under state feedback has an exponentially stable equilibrium point at (z, eo, e) = 
(0, eo, 0). We leave it to the reader (Exercise 14.50) to verify that, for sufficiently 
small c, the output feedback controller recovers the performance of the state feed­
back controller. 

14.6 Exercises 

14.1 Consider the system 

Xl = X2 + sin Xl, X2 = B1Xi + (1 + (2 )u, 

30We have written the sliding mode boundary-layer parameter as M to reserve c for the high-gain 
observer parameter. 
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where 101 / ::; 2 and /02 1 ::; 1/2. Using sliding mode control, 

(a) design a continuous state feedback controller to stabilize the origin. 

(b) design a continuous state feedback controller so that the output y(t) asymp­
totically tracks a reference signal ret). Assume that r, T, andf are continuous 
and bounded. 

14.2 A simplified model of an underwater vehicle in yaw is given by [60J 

where 'lj; is the heading angle, T is a normalized torque input, and a is a positive 
parameter. It is desired that'£/; tracks a desired trajectory '£/;".(t), where '£/;".(t), ;P".(t), 
and ;j;".(t) are bounded functions of t. Let a = 1 be the nominal value of a. 

(a) Using Xl = '£/; and X2 = ;p as state variables, U = T as control input and y = '£/; 
as output, find the state model. 

(b) Show that the system is input-output linearizable. 

(c) Assuming that a = a = 1, use feedback linearization to design a state feedback 
controller that achieves global asymptotic tracking. 

(d) Assuming that la - al ::; 0.01 and '£/;".(t) = sin2t, show that the controller 
designed in part (c) will achieve asymptotic tracking with tolerance I'£/;(t) -
'£/;". (t) I :; 01 and estimate 01. Is this tolerance achievable for all initial states? 

(e) Assuming that la-al :; k, where k is known, design a state feedback controller 
to achieve global asymptotic tracking with tolerance I'£/;(t) - '£/;y-(t) I :; 0.01. 

14.3 ([176]) Consider the controlled van der Pol equation 

where W, E, and j.1, are positive constants and U is the control input. 

(a) Show that for u = 1, there is a stable limit cycle outside the surface xr+x~/w2 = 
1/ J-L2 and for u = -1, there is an unstable limit cycle outside the same surface. 

(b) Let s = xr + x~/w2 - r2, with r < 1/ J-L. Show that restricting the motion of the 
system to the surface s = 0 (that is, set) == 0) results in a harmonic oscillator 

which produces a sinusoidal oscillation of frequency wand amplitude r. 

(c) Design a state feedback sliding mode controller to drive all trajectories in the 
band IXII < 1/ j.1, to the manifold s = 0 and have them slide on that manifold. 
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( d) Simulate the response of this system for the ideal sliding mode controller and 
for a continuous approximation. Use w = f-L = E = 1. 

14.4 Consider the system 

where a and b are unknown constants, but we know the bounds la - 11 ::; 1 and 
Ib - 11 ::; 2. Using sliding mode control, design a continuous globally stabilizing 
state feedback controller. 

14.5 The equation of motion for a pendulum whose suspension point is subjected 
to a time-varying, bounded, horizontal acceleration is given by 

mfe + mg sin 8 + kf8 = T / f + mh (t) cos 8 

where h is the horizontal acceleration, T is the torque input, and the other variables 
are defined in Section 1.2.1. Assume that 

0.9 ::; f ::; 1.1, 0.5 ::; m ::; 1.5, 0::; k::; 0.2, Ih(t)1 ::; 1 

and g = 9.81. It is desired to stabilize the pendulum at 8 = 0 for arbitrary initial 
conditions 8(0) and 8(0). Design a continuous sliding mode state feedback controller 
to achieve ultimate boundedness with 181 ::; 0.01 and 181 ::; 0.01. 

14.6 ([108]) Consider the system 

( a) Using sliding mode control, design a continuous globally stabilizing state feed­
back controller. 

(b) Can you globally stabilize the origin via feedback linearization? 

14.7 Consider the system 

where 8 (x) is an uncertain function that satisfies 18 (x) I ::; e( x) for all x, for some 
known function e. Design a continuous sliding mode state feedback controller such 
that, for all IIx(O)IIoo ::; k, x(t) is bounded and IXl(t)1 is ultimately bounded by 
0.01. 

14.8 The tank system of Example 12.5 (with integrator included) is given by 

1 
i;= A(y)(u-cJy), u=y-r 
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where r is a desired set point. Let c and A(Y) be nominal models of c and A(y), 
respectively, and suppose that you know positive constants {?l > 0, {!2 > 0, {!3 ~ 0, 
and ° ~ {!4 < 1 such that 

Ie - cl ~ (!3, and 
I

A(Y)-A(y)l< 
A(y) - (!4 

Using sliding mode control, design a continuous state feedback controller such that 
all state variables are bounded and Iy(t) - rl converges to zero as t -+ 00. 

14.9 Consider the system (14.1). 

(a) Let B be a constant matrix of rank p. Show that there is an n x n nonsingular 
matrix IvI such that M B = [0, Ipf, where Ip is the p x p identity matrix. 
Verify that T(x) = Mx satisfies (14.2). 

(b) Let B (x) be a smooth function of x and assume that B has rank p for all 
x in a domain D eRn. Let.6. = span{b1 , ... ,bp }, where b1 , ... ,bp are 
the columns of B. Suppose.6. is involutive. Show that for every Xo E D, 
there exist smooth functions ¢1 (x), ... , ¢n-p (x), with linearly independent 
differentials o¢dox, ... ,O¢n_p/Ox at Xo, such that [o¢i/oxJB(x) = ° for 
1 ~ i ~ n - p. Show that we can find smooth functions ¢n-p+ 1 (x), ... , ¢n (x) 
such that T(x) = [¢1(X), ... , ¢n(x)JT is a diffeomorphism in a neighborhood 
of Xo and satisfies (14.2). 
Hint: Apply Frobenius theorem. 

14.10 Consider the nonautonomous regular form 

ij fa(t, 'fJ, 0 + oa(t, 'fJ,~) 

~ fb(t, 'fJ,~) + G(t, x)E(t, x)u + o(t, x, u) 

where, for all (t,x) E [0,(0) x D, E is a known nonsingular matrix with a bounded 
inverse and G is a positive diagonal matrix whose elements are bounded away from 
zero. Suppose there is a continuously differentiable function ¢(t, 'fJ), with ¢(t, 0) = 0, 
such that the origin of ij = fa (t, 'fJ, ¢( t, 'fJ)) + liry (t, 'fJ, ¢( t, r/) is uniformly asymptoti­
cally stable. Let 

-1 [ ( o¢ o¢.) 1 u = E -L fb - ot - O'fJia + v 

where L = C-l or L = ° and C(t, x) is a.nominal model of G(t, x). Let 

( 
o¢ O¢) o¢ 

.6.= (I-GL) fb- ot - O'fJfa +0- O'fJ 0a 

Suppose .6. i satisfies the inequality (14.10) with {! = {!(t, x). Taking s = ~ - ¢(t, 'fJ), 
design a sliding mode controller to stabilize the origin. State and prove a theorem 
similar to Theorem 14.1. 
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14.11 Suppose (14.13) is replaced by 

v,j -p(x)o-(~) 

where 0- : R -+ R is a continuously differentiable, odd, monotonically increasing 
function with the properties 

0-(0) = 0, lim o-(y) = 1, and yo-(y) 2:: o-(1)y2, V IYI :::; 1 
y-+oo 

(a) Verify that o-(y) = tanh(y), o-(y) = (2/,rr) tan-1 (7fy/2), and o-(y) = y/(l + Iyl) 
satisfy the foregoing properties. 

(b) Show that if (14.10) is satisfied with "'0 < 0-(1) and 13 is chosen to satisfy 

Q(X) 
p(x) 2:: 0-(1) _ "'0 + Po, Po > 0 

then 

(c) Prove Theorems 14.1 and 14.2 for this sliding mode control. 

14.12 Replace inequality (14.10) by 

6.. p 

.--....: :::; Qi(X) + L"'ijlvjl, VI:::; i:::; p 
9i j=l 

Let lC be the pxp matrix whose elements are "'ij and suppose 1 -K is an M-matrix.31 

Recall from the properties of M -matrices that the following three conditions are 
equi valent: 32 

(i) 1 - lC is an 1\1-matrix. 

(ii) 1 - lC is nonsingular and all elements of (I - lC)-l are nonnegative. 

(iii) There is a vector w whose elements are all positive such that the elements of 
b = (I - lC)w are all positive. 

Let Oi(X) 2:: Qi(X) for alII:::; i :::; p and o-(x) = (1 - lC)-l[Ol(X), ... , Op(x)V. 

(a) Show that Vi = -pi(X) sgn(si) with pi(X) = o-i(X) +Wi yields S,J;i.:::; -bi90lsil 
for 1 :::; i :::; p. 

(b) Suppose I.::~=1 "'ij :::; "'0 < 1 and Qi(X) = Q(x) for 1 :::; i :::; p. Show that 1 - lC is 
an M-matrix and Oi(X) and w can be chosen to produce the control (14.11). 

3 1 See Lemma 9.7 for the definition of M-matrices. 
32See [57]. 
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14.13 With reference to the "continuous" sliding mode controller of Section 14.1.3, 
show that there exists a finite time T, possibly dependent on E and the initial 
states, and a positive constant k, independent of E and the initial states, such that 
Iy(t) - r(t)1 :::; kE for all t ~ T. 

14.14 Repeat Exercise 14.5 using Lyapunov redesign. 

14.15 Repeat Exercise 14.8 using Lyapunov redesign. 

14.16 Use the Numerical data of the pendulum equation in Section 14.1.1 to 
simulate the Lyapunov redesign of Example 14.5. Choose the design parameters 
of the Lyapunov redesign to obtain the same control level as in the sliding mode 
design. Compare the performance of the two controllers. 

14.17 For each of the scalar systems that follow, use the nonlinear damping tool 
to design a state feedback controller that guarantees bounded ness of the state x(t) 
as well as uniform ultimate bounded ness by an ultimate bound f.L. The function 
5(t) is bounded for all t ~ 0, but we do not know an upper bound on 15(t)l. 

(b) x = x 2 [1 + 5(t)] - xu 

14.18 Consider a single-input-single-output system in the normal form (13.16)­
(13.18) and suppose (13.16) is input-to-state stable. Let &(x) and --y(x) be nominal 
models of the functions a(x) and ,(x), respectively, and suppose the modeling errors 
satisfy the inequalities 

iJ(x)[&(x) - a(x:)ll :::; Po(x), I
'(x) - --y(x) 1< k < 1 

--y(x) -

where the function po(x) and the constant k are known. Let r(t) be a reference 
signal and suppose r and its derivatives up to rep) are continuous and bounded. 
Using Lyapunov redesign, design a continuous state feedback controller such that the 
output y asymptotically tracks r with prespecified tolerance f.L; that is, ly(t)-r(t)1 :::; 
J.1 for all t ~ T for some finite time T. 

14.19 Repeat the previous exercise for the case of constant reference, using integral 
control. Verify that the regulation error converges to zero. 

14.20 Consider the system 

Xl = X2, ,X2 = U + 5(x) 

where 5 is unknown, but we know an estimate PI such that 15(x)! :::; Plllxll2' Let 
'U = 'ljJ(x) = -Xl x2 be the nominal stabilizing control, and 

v = { -PlllxI12(w/llwII2), 

-pi I/x//~( W/E), 

if PI IIxll2 IIwII2 ~ E 

if Pll/x/12 /lW//2 < E 
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where wT = 2xT P B and V (x) = xT Px is a Lyapunov function for the nominal 
closed-loop system. Apply the control u = -Xl - X2 + v. 

(a) Verify that all the assumptions of Corollary 14.1 are satisfied, except (14.45), 
which holds with 'r/o = O. 

(b) Show that when o(x) = 2(XI + X2) and PI = 2-/2, the origin is unstable. 

14.21 Assume that (14.33) through (14.35) are satisfied with 11·1100' Consider the 
following continuous approximation of the discontinuous control (14.40): 

for i = 1,2, ... ,p, where wT = [8V/8x]G(t, x). 

( a) Show that 

where i E I if 'r/(t,x)lwil < E. 

(b) State and prove a theorem similar to Theorem 14.3 for the current controller. 

14.22 Consider the controller of Exercise 14.21. We want to prove a result similar 
to Corollary 14.1. Assume that a3(lIxII 00 ) 2:: ¢2(X), 'r/(t,x) 2:: 'r/O > 0, and 

IOil S PI¢(X) + 1\;01Vil, 0 S 1\;0 < 1 

for i = 1,2, ... ,po These inequalities imply that (14.35) holds with 11·1100, but they 
are more restrictive because the upper bound on IOil depends only on IVil· 

( a) Show that 

(b) State and prove a result similar to Corollary 14.1. 

14.23 Suppose the inequality (14.35) takes the form 

lIo(t,x,,¢(t,x) +v)lb S Po + PI¢(X) + 1\;01lv1l2' 0 S 1\;0 < 1 

where ¢(x) = va3(lIxIl2)' Let 'r/(x) = 'r/o + 'r/1¢(X), where'r/o 2:: Po/(l- 1\;0) and 
'r/l 2:: pI/(l - 1\;0)' Consider the feedback control 

v = {-['r/o 'r/1¢(x)](w/ll w Il2), 

-['r/o + 'r/1¢(X)] (W/E), 

if IIwll2 2:: E 

if IIwll2 < E 
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(a) Show that the derivative of Il along the trajectories of the closed-loop system 
(14.38) satisfies 

(b) Apply Theorem 4.18 to arrive at a conclusion similar to Theorem 14.3. 

(c) Compare this controller with (14.41). 

14.24 Consider the problem treated in Section 14.2 and assume that (14.35) is 
satisfied with 2-norm. Suppose further that (14.44) and (14.46) are satisfied. Show 
that the control law 

u = 'ljJ(t,x) -,w; 
T all 

w =axG(t,x) 

with sufficiently large , will stabilize the origin. 

14.25 Consider the problem treated in Section 14.2. Show that, instead of using 
the control law u = 'ljJ(t, x) +v, we can simply use u = v, where p(t, x) is taken from 
the inequality 

14.26 Suppose that, in addition to the matched uncertainty 0, the system (14.30) 
also has unmatched uncertainty .6.; that is, 

i: = f(t, x) + .6.(t, x) + G(t, x) [u + o(t, x, u)J 

Suppose that, over a domain D c Rn , all the assumptions of Theorem 14.3 are 
satisfied, the inequalities (14.44) through (14.46) are satisfied, and the unmatched 
uncertainty satisfies lI[all/ax).6.(t,x)lb ~ f.1.¢2(x), for some f.1. 2:: o. Let u = 'ljJ(t, x) + 
v, where v is determined by (14.41). Show that if f.1. < 1, then the feedback control 
law will stabilize the origin of the closed-loop system provided that the E chosen is 
small enough to satisfy E < 4(1 f.1.)(1 - K,o)rJ5/ PI. 

14.27 Consider the system i: = f(x) + G(x)[u + o(x, u)], and suppose there are 
known smooth functions 'ljJ(x), I!(X), and p(x), all vanishing at x = 0, and a known 
constant k such that . 

cIilxll2 ~ Il(x) ~ c211x1l 2, ~~ [f(x) + G(x)'ljJ(x)J ~ -c311x11 2 

1I0(x, 'ljJ(x) + v)1I ~ p(x) + K,oIlVII, 0 ~ 11,0 < 1, 'II x ERn, 'II v E RP 

where Cl to C3 are positive constants. 
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(a) Show that it is possible to design a continuous state feedback controller u = 
'Y(x) such that the origin of 

± = f(x) + G(x)b(x) + S(x,'Y(x))] 

is globally exponentially stable. 

(b) Apply the result of part (a) to the system 

where al and a2 are unknown constants that satisfy lall ::; 1 and la21 ::; 1/2. 

14.28 Repeat exercise 14.1 using backstepping. 

14.29 Repeat exercise 14.5 using backstepping. 

14.30 Repeat exercise 14.6 using backstepping. 

14.31 Using backstepping, design a state feedback controller to globally stabilize 
the system 

where a is a known constant. 

14.32 ([108]) Consider the system 

(a) Using backstepping, design a linear state feedback controller to globally sta­
bilize the origin. 
Hint: Avoid cancellation of nonlinear terms. 

(b) Design a globally stabilizing state feedback controller by using feedback lin­
earization. 

(c) Compare the two designs. Using computer simulations, compare their perfor­
mance and the control effort used in each case. 

14.33 Consider the system 

(a) Find a smooth state feedback controller u = 'ljJ(x) such that the origin is globally 
exponentially stable. 
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(b) Extend the dynamics of the system by connecting an integrator in series with 
the input, to obtain 

Using backstepping, find a smooth state feedback controller v = ¢(x, z) such 
that the origin is globally asymptotically stable. 

14.34 Consider the system of Exercise 13.17. 

(a) Starting with the xl-equation and stepping back to the x2-equation, design a 
state feedback controller u = 'Ij;(x) such that the origin (Xl = 0, X2 = 0) of 
the first two equations is globally exponentially stable. 

(b) Show that, under the feedback controller of part (a), the origin X = 0 of the 
full system is globally asymptotically stable. 
Hint: Use input-to-state properties of the third equation. 

14.35 Consider the system 

where () E [0,2]. Using backstepping, design a state feedback controller such that 
Iy - a sin tl is ultimately bounded by M, where M is a design parameter that can be 
chosen arbitrarily small. Assume that lal S 1 and Ilx(O) 1100 S 1. 

14.36 Repeat exercise 14.4 using a combination of backstepping and Lyapunov 
redesign. 

14.37 Consider the system 

where o(x) is an unknown (locally Lipschitz) function of X that satisfies lo(x)1 S 
kllxlb for all x, with a known constant k. Design a globally stabilizing state feedback 
controller. 

14.38 Consider again Exercise 14.7. 

(a) With 0 = 0, use backstepping to design a globally stabilizing state feedback 
controller. 

(b) Use the stabilizing controller of part ( a) and Lyapunov redesign to design a 
state feedback controller such that, for all Ilx(O) 1100 S k, x(t) is bounded and 
IXI (t)1 is ultimately bounded by 0.01. 
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14.39 Consider the magnetic suspension system of Exercise 1.18 and suppose the 
ball is subject to a vertical disturbance force d(t); that is, 

my = -ky + mg + F(y, i) + d(t) 

Suppose further that Id(t)1 :=:; do for all t 2 0, where the upper bound do is known. 

(a) Viewing the force F as the control input, use Lyapunov redesign to design a 
state feedback control F = ,(y, y) such that Iy - rl is ultimately bounded 
by f.L, where f.L is a design parameter that can be chosen arbitrarily small. 
Design your control such that, is a continuously differentiable function of its 
arguments. 

(b) Using backstepping, design a state feedback control law for the voltage input 
u that will ensure that Iy - rl is ultimately bounded by f.L. 

14.40 Consider the system 

Xl = -Xl + Xi[X2 + b(t)), X2 = U 

where b (t) is a bounded function of t for all t 2 0, but we do not know an upper 
bound on 1 b (t) I. By combining backstepping and the nonlinear damping tools, 
design a state feedback controller that ensures global boundedness of the state X 

for all initial states x(O) E R2. 

14.41 Repeat Exercise 14.40 for the system 

Xl = -XIX2 + xi[l + b(t)), X2 = U 

14.42 Consider the linear system X = Ax + Bu and suppose there exists a positive 
definite symmetric matrix P such that P A + AT P :=:; 0 and the pair (A, BT P) is 
observable. Design a globally stabilizing state feedback control law u = -1jJ(x) such 
that 111jJ(x)1I :=:; k for all x, where k is a given positive constant. 

14.43 Consider the system 

where 1jJ is a locally Lipschitz function that satisfies 1jJ(0) = 0 and u1jJ(u) > 0 for all 
u =I o. Design a globally stabilizing state feedback control. 

14.44 Consider a relative-degree-one, single-input-single-output system with a 
glo bally defined normal form 

y = b(T/, y) + a(T/, y)u 

where 10(0,0) = 0 and a(T/, y) 2 ao > o. Suppose there is a (known) radially un­
bounded Lyapunov function W(T/), with [8W/oT/](O) = 0, such that [oW /oT/Jfo(T/,O) < 
o for all T/ =I o. Design a globally stabilizing state feedback controller. 
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14.45 Design a passivity-based globally stabilizing state feedback control for the 
system of Example 13.17. 

14.46 Design a globally stabilizing state feedback control law for the system 

14.47 Consider a relative-degree-one, single-input-single-output system that is 
represented, in some domain that contains the origin, by the normal form 

where fa, a, and b are sufficiently smooth, a('r/, y) 2:: ao > 0, fo(O,O) = 0, and 
b(O,O) = O. Suppose the origin of it = fa ('r/, 0) is asymptotically stable and there is 
a Lyapunov function V ('r/) such that 

for some class K functions all a2, a3, and ,. Let a(y) and b(y) be smooth nominal 
models of a('r/, y) and b('r/, y), respectively, such that a(y) 2:: 0,0 > 0 and 

I 
b('r/,y) - ~(y) Is I}(Y) 
a('r/,y) a(y) 

(14.116) 

over the domain of interest, where I}(y) is known. The choice a = 1, bOis 
possible. 

( a) Show that a continuous stabilizing sliding mode controller can be taken as 

bey) (Y) 
'U = - -A - - /3 (y) sat -

a(y) E 

where /3(y) 2:: I}(Y) + /30, for some positive constants E and /30' In particular, 
show that there are compact positively invariant sets rt and rte: = {V('r/) s 
a( c), Iyi s c} c rt, for some class K function a, such that every trajectory 
starting in rt enters rte: in finite time. 

(b) Show that if the origin of it = fo('r/: 0) is exponentially stable, then for suffi­
ciently small c the origin of the closed-loop system is exponentially stable and 
rt is a subset of its region of attraction. 

(c) Show that (14.116) can be satisfied on any compact set with a constant Q. 

(d) Under what conditions will this controller achieve semiglobal stabilization? 
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(e) Design a stabilizing output feedback controller for the system 

14.48 Consider the p-input-p-output system 

x = f(x,u), y = h(x) 

where f is locally Lipschitz, h is continuously differentiable, f(O, 0) = 0, and h(O) = 
O. Suppose the system 

x = f(x, u), 
. ah clef -
y = aX f(x, u) = h(x, u) 

with output y 1 is passive with a radially unbounded, positive definite storage func­
tion V(x); that is, V :::; 'uT y, and is zero-state observable. Let Zi be the output 
of the linear transfer function bis/(s + ai) whose input is Yi" where ai and bi are 
positive constants. 

(a) Using V(x) + l.:.:f=l (ki /2b i )zt as a Lyapunov function candidate, show that the 
output feedback control 'Ui = -kiZi' 1 :::; i :::; p, k i > 0, globally stabilizes the 
origin. 

(b) Using V(x)+ l.:.:f=l (l/b i ) j;i ¢i(O") dO" as a Lyapunov function candidate, where 
¢i is a locally Lipschitz function such that ¢'i(O) = 0 and O"¢i(O") > 0 for 
all 0" =1= 0, show that the output feedback control Ui = -¢i(Zi), 1 :::; i :::; p, 
stabilizes the origin. Under what conditions on ¢'I will this control law achieve 
glo bal stabilization? 

(c) Apply the result of part (a) to globally stabilize the pendulum equation 

mfA + mg sine = u 

at the angle e = 61 by using feedback from e, but not from e. 
14.49 Consider the system (14.85)-(14.86) and suppose u = '")I(x) is a locally 

Lipschitz state feedback control that globally stabilizes the origin. Let x be the 
state estimate provided by the observer (14.87). Show that the output feedback 
control u = '")1(£) globally stabilizes the origin (x = 0, i: = 0) of the closed-loop 
system if the system 

x = Ax + g(Cx, '")I (x v)) 

with input v, is input-to-state stable. 

14.50 Verify that the output feedback controller of Section 14.5.3 recovers the 
performance of the state feed back controller for sufficiently small c. In particular, 
show that the closed-loop system under output feedback has an exponentially stable 
equilibrium point at (z, eo, e, e) = (0, eo, 0, 0). 
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In the next seven exercises, we present a few case studies. 

14.51 A current-controlled induction motor can be modeled by33 

]w ktP..aib - Abia) - TL 
Rr RrM . 
- Aa - PWAb + -- 'lo 
Lr Lr 
Rr RrM 

- - Ab+pWA +-- ib 
Lr a Lr 

where W is the rotor speed, TL is the load torque, Aa and Ab are the components 
of the rotor flux vector, cia and ib are the components of the stator current vector, 
Lr and 1M are the rotor and mutual inductances, Rr is the rotor resistance, ] is 
the moment of inertia, P is the number of pole pairs, and kt is a positive constant. 
The load torque TL can be taken as TL = To + 4>(w), where 4> E [0,00] is a locally 
Lipschitz function that models the load due to friction, while To models the speed­
independent load. The currents ia and ib are the control variables. It is desired 
to design feedback control so that the speed W tracks a reference speed Wr in the 
presence of unknown load torque. In this exercise, we will pursue the design by 
transforming the equations into field-oriented coordinates. This transformation 
decouples the control problem into two separate control problems, one for the speed 
and the other for the rotor flux. The transformation should be applied on-line and 
requires measurement of the rotor flux. We will start by assuming that the rotor flux 
is available. Then we will use an observer to estimate the rotor flux and analyze the 
performance of the controller when the rotor flux is replaced by its estimate. The 
analysis will take into consideration uncertainty in the rotor resistance Rr , which 
may change significantly with temperature during the operation of the motor. 

(a) Let p be the angle of the rotor flux vector and Ad be its magnitude; that is, 
p = tan-l (Ab/Aa) and Ad VA~ + A;. Replacing Aa and Ab by Ad and p as 
state variables and transforming ia and ib into id and i q , defined by 

[ :: 1 [~~:: p ~~: ~ 1 [~: 1 (14.117) 

show that the motor can be represented by the state model 

. Rr RrA1 .. RrA1 iq 
]w = k t Adiq - TL , Ad = - Ad + -- 'ld, P = pw + ---

Lr LrAd 

provided Ad > O. 

(b) The first two equations of the foregoing model are independent of p. Therefore, 
to design the feedback control laws for id and iq , we can drop the state equation 
for p. However, we still need p to calculate ia and ib by using the inverse of 
the transformation given by (14.117). Show that for constant w, i q , and Ad, p 
will be unbounded. Explain why an unbounded p does not cause a problem. 

for example, [50, Appendix CJ or [117J. 
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(c) Note that the torque generated by the motor is proportional to Adiq. Therefore, 
we can control the speed by first regulating Ad to a desired constant flux Ar 
using the control input id; then we can design iq assuming Ad = AT. This 
assumption will be justified if the dynamics of the flux loop are much faster 
than the dynamics of the speed loop.34 In this part of the exercise, we design 
the flux control. Show that id = (Ar/ M) - k(Ad - Ar), with k 2: 0, achieves 
the desired regulation. 

(d) Since the currents ia and ib must be limited to certain maximum values, in 
our design, we .would like to assume that id and iq are limited to Id and Iq, 
respectively. Show that if I d > Ar / M and 0 < Ad (0) < An then under the 
saturated control 

(14.118) 

Ad (t) changes monotonically from Ad (0) to Ar. Estimate the settling time. 

(e) For speed control, let us assume that wr(t), wr(t), and To(t) are bounded. 
Design a sliding mode controller of the form iq = -Iq sat(s/c) with appro­
priately chosen sand c. Give conditions under which the controller will work 
and estimate the ultimate bound on the tracking error. 

(f) Suppose, in addition to the foregoing assumption, wT(t) satisfies limt--+CXJ wT(t) = 
wr and limt--+CXJ wr(t) = 0 and we want to achieve zero steady-state error when 
To is constant. Using integral control, design a sliding mode controller of the 
form iq = -Iq sat(s/c) with appropriately chosen sand c. Give conditions 
under which the controller will work and verify that it achieves zero steady­
state error. 

(g) The assumption that the rotor flux can be measured is not a practical one. In 
applications, it is common to estimate the flux by using the observer 

where Rr is a nominal value (or estimate) of Rr. The field orientation angle 
p and the flux magnitude Ad are calculated by using p = tan- 1 (5..b /5..a ) and 

Ad = V 5..~ + 5..~; id and iq are defined by using (14.117) with the newly defined 
p. To write down a state model for the overall system, we define the flux 
estimation errors ed and eq by 

sinp 
cosp 

3 4 This can be justified by the singular perturbation theory of Chapter 11. 

(14.119) 
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Using w, Ad, p, ed, and eq as state variables, show that the overall system can 
be represented by the state model 

Jw 

)..d 

(h) Verify that the flux control (14.118) still regulates Ad to Ar , provided Id > AT/M 
and 0 < Ad(O) < AT' Furthermore, show that 

(i) Using 11 = (1/2)(e~+e~) and the comparison lemma, show that lIell = ve~ + e~ 
satisfies the bound 

for some positive constants I, kl' and k2 · 

(j) Find conditions under which the sliding mode controller with integral action, 
designed in part (f), will still achieve zero steady-state error. 

14.52 The nonlinear dynamic equations of an m-link robot are given by 

M(q)ij + C(q, q)q + Dq + g(q) = u (14.120) 

where all variables are defined in Exercise 1.4. We assume that 111, C, and 9 are 
continuous functions of their arguments and 

for some positive constants Am and AM. We want to design a state feedback control 
law such that q(t) asymptotically tracks a reference trajectory qT(t), where qT(t), 
qT(t), and qT(t) are continuous and bounded. In this exercise, we design a sliding 
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mode controller. Take the sliding surface as s = Ae + e = 0, where A is a positive 
diagonal matrix, and let 

u = M(q)v + L[C(q, q)q + g(q) + M(q)iir - M(q)Ae] 

where A1, C, and 9 are nominal models of NI, C, and g, respectively, and L is either 
zero or identity, leading to two different control laws. 

(a) Show that s satisfies an equation of the form 

and give expressions for .0.. when L = 0 and L = I. 

(b) Assuming that 

(14.121) 

show that .0..i satisfies the inequality 

where p may depend on (q, q, qn qr, iir)· 

(c) Let 
Vi = -(3(-) sat(si/c), c > 0, for 1 :::; i :::; m 

where (3 may depend on (q, q, qn qr, iir). Show how to choose (3 to ensure that 
the error e is globally uniformly ultimately bounded and give an estimate of 
the ultimate bound in terms of c. 

(d) What properties can you prove for the sliding mode controller when (3 is taken 
as a constant? 

14.53 Consider the m-link robot of the previous exercise. In the current exercise, 
we derive a different sliding mode controller [180] that uses the skew symmetric 
property of (M - 2C) and avoids the condition (14.121). 

(a) Taking s as in the previous exercise and W = (1/2)sT A1(q)s as a Lyapunov 
function candidate for the s-equation, show that 

(b) Let 
v, = V + L[-M(q)Ae - C(q, q)(Ae - qr) + g(q) + A1(q)iirl 

where L = 0 or L = I, leading to two different control laws. Show that 

W = sT[v + .0..(q, q, qr, qr, iir)] 

and give expressions for .6. when L = 0 and L = I. 
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(c) Let 

{ 
Y/lly1121 

V = -(3(·)r.p(S/C), C> 0, r.p(y) = 
y, 

for IIyl12 2 1 

for IIyl12 < 1 

where (3 may depend on (q, <}, qr-, qr-, q1')' Show how to choose (3 to ensure that 
the error e is globally uniformly ultimately bounded and give an estimate of 
the ultimate bound in terms of c. 

(d) vVhat properties can you prove for the sliding mode controller when (3 is taken 
as a constant? 

Load 

Figure 14.23: Two-link robot. 

14.54 The two-link robot, shown in Figure 14.23, can be modeled [171J byequa­
tion (14.120) with 

M = [ al + 2a4 cos q2 

a2 + a4 cos q2 

where a1 through a4, b1 , and b2 are positive constants which depend on masses, 
moments of inertial, and lengths of the two links, as well as the acceleration due 
to gravity. Vlfe neglect damping and take D = O. Let the nominal values of the 
parameters be 

a1 = 200.01, a2 = 23.5, a3 = 122.5, a4 = 25, b1 = 784.8, b2 = 245.25 
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To move the arm from the initial position (ql = 0, q2 = 0) to the terminal position 
(ql = 7r/2, q2 = 7r/2), we take the reference trajectory as 

qrl(t) = qrdt) = (n/2)[1- exp(-5t)(1 + 5t)] 

We assume that the control inputs are constrained to lUll::; 6000 Nm and IU21 ::; 
5000 N m. In the previous two exercises, we designed four different sliding mode 
control laws, given by 

U -Mf3 sat(s/E) 

U -Mf3 sat(s/E) + Ci] + 9 + MgT - MAe 
U -f3 <p(S/E) 

U -f3 <p(s/c) + C(i]T - Ae) + 9 + Mgr - MAe 

For convenience, we take (3 to be constant. 

(a) Using simulation, choose the design parameters A, (3, and c for each of the 
four controllers. Include limiters in your simulation to impose the control 
constraints. 

(b) Compare the performance of the four controllers when, due to an unknown 
load, the actual system parameters are perturbed to 

al = 259.7, a2 = 58.19, a3 = 157.19, a4 = 56.25, bl = 1030.1, b2 = 551.8125 

(c) Suppose we only measure the angles ql and q2. Design a high-gain observer 
to implement the state feedback controllers. Using simulation, compare the 
performance of the output and state feedback controllers, for anyone of the 
four control laws. 

14.55 Reconsider the two-link robot of the previous exercise. 

(a) Following Example 14.16, design a passivity-based controller to regulate the 
angles (ql,q2) from (0,0) to (7r/2,7r/2). Use simulation to choose the design 
parameters Kp and Kd and compare with the sliding mode controllers of the 
previous exercise. 

(b) Suppose we only measure the angles ql and q2. Design a high-gain observer 
to implement the state feedback controller. Using simulation, compare the 
performance of the output and state feedback controllers. 

14.56 Consider the TORA system of Exercise 1.16. In this exercise, we design a 
passivity-based control law [146] to globally stabilize the origin. 

(a) Using the sum of the potential energy (1/2)kx~ and kinetic energy (1/2)vT D(e)v, 
where v = [e, xc]T, as the storage function, show that the system with input 
U and output e is passive. Is it zero-state observable? 
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(b) Let u = -<PI (B) +w where <PI is locally Lipschitz, <PI(O) = 0, Y<PI(Y) > 0 for all 
Y =f 0, and limlYi->oo J~ <PI (>-) d>- = 00. Using 

as the storage function, show that the syst.em with input wand output. B is 
passive. Show also that it is zero-state observable. 

(c) Let <P2 be any locally Lipschitz function such that <P2(0) = 0 and Y<P2(Y) > 0 
for all Y =f O. Show that 'U, = -<PI (B) - <P2 (B) globally stabilizes the origin. 

(d) Let M = 1.3608 Kg, m = 0.096 Kg, L = 0.0592 m, 1= 0.0002175 Kgjm2
, and 

k = 186.3 N jm. Verify that 

u = -Up sat(KpB) - Uv sat(Kj)) 

will be globally stabilizing for any positive constants Up, Uv, K p, and Kv. 
Choose Up and Uv such that Up + Uv :::; 0.1 t.o guarantee that u satisfies 
the constraint lui:::; 0.1. We want to design these four positive constants to 
reduce the settling time. We will use simulation and local analysis to choose 
the constants. By linearizing the closed-loop system about the origin, show 
that the closed-loop characteristic equation is given by 

where 

and .6.0 = .6.(0). Verify that the characteristic polynomial is Hurwitz and 
construct the root locus as /30 varies from zero to infinity. 

(e) By simulating the closed-loop system with the initial states B(O) = 7r, B(O) = 0, 
xe(O) = 0.025, and ::ce(O) = 0, and by using the root locus analysis of part (d), 
choose the constants Up, Uv, Kp) and Kv to make the settling time as small 
as you can. You should be able to achieve a settling time of about 30 sec. 

(f) Suppose now that we can only measure e. Using Exercise 14.48, show that the 
origin is globally stabilized by the output feedback controller 

where z is the output ofthe transfer function sj(Es+1) driven by Band E is any 
positive constant. By viewing this transfer function as the transfer function 
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of a reduced-order high-gain observer, use the analysis of Section 14.5 to show 
that the output feedback controller recovers the performance of the state 
feedback controller as E tends to zero. Simulate the closed-loop system for 
different values of E and compare with the performance under state feedback. 

14.57 Consider the TORA system of Exercise 1.16. In this exercise, we design a 
sliding mode controller35 to stabilize the origin. 

(a) Show that the change of variables 

mLsine 
'r/l =xc + m+M' 

. mLecose 
'r/2=Xc+---­

m+ 
'r/3 = e, ~ = e 

transforms the system into the regular form (14.4)-(14.5). 

(b) Using 

V; ( ) _ (m+M)kl ( _ ~. )2 (m+A1)2kl 2 k2 2 
o 'r/ - 2mL 'r/l m + M sm'r/3 + 2kmL 'r/2 + 2 'r/3 

with positive constants kl and k2, show that 

def ( mL.) ~ = ¢( 'r/) = kl 'r/l - m + 111 sm'r/3 cos rJ3 - k2'r/3 

globally stabilizes the origin of 

( 
mL.) 'r/l - --- sm'r/3 , 

m+M 

Verify that the sliding surface can be taken as 

S = e + k2e - klXc cos e = 0 

and note that S is independent of the system parameters. 

(c) Choose j3(x) such that 'U = -j3(x) sat(s//-L) globally stabilizes the origin for 
sufficiently small /-L. 

(d) The expression of j3(x) in the previous part could be complicated. To simplify 
the control law, we take j3 as a positive constant and write the control law as 

where the positive constants kl' k2, j3 and /-L are the design parameters. Show 
that, for sufficiently small /-L, this control law stabilizes the origin and guaran­
tees that the region of attraction includes a compact set around the origin. 

design uses ideas from the passivity-based design of [172]. 
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(e) Let the system parameters be as in part (d) of exercise 14.56. We will use 
simulation and local analysis to choose the design parameters to reduce the 
settling time. By linearizing the closed-loop system about the origin, show 
that the closed-loop characteristic equation is given by 

where 
f3(rn + M) 

10 = 
k 

12 = rn+ 1\1 

6.0 = 6.(0) 

Verify that the characteristic polynomial is Hurwitz and construct the root 
locus as 10 varies from zero to infinity. Compare the root locus with the 
one obtained in exercise 14.56 and comment on the role played by the term 
-klXc cos 0 in the choice of s. 

(f) By simulating the closed-loop system with the initial states 0(0) =]f, e(O) = 0, 
xc(O) = 0.025, and xc(O) = 0, and by using the root locus analysis of part (e), 
choose the constants kl' k2' f3, and f..L to make the settling time as small as you 
can. You should be able to achieve a settling time of about 4 sec. Compare 
with exercise 14.56. 

(g) Suppose now that we can only measure 0 and Xc. Using the analysis of Sec­
tion 14.5, show that, for sufficiently small f..L and E, the origin is stabilized by 
the output feedback controller 

(
z + k20 - klXc cos 0) 

U = sat 
f..L 

where z is the output of the transfer function sl(Es + 1) driven by 0, which 
corresponds to a reduced-order high-gain observer. Verify that the output 
feedback controller recovers the performance of the state feedback controller 
as E tends to zero. Simulate the closed-loop system for different values of E 

and compare with the performance under state feedback. 



Appendix A 

Mathematical Review 

Euclidean Space 

The set of all n-dimensional vectors x = [Xl'· .. ' xnJ T , where Xl, ... ,Xn are 
real numbers, defines the n-dimensional Euclidean space denoted by Rn. The one­
dimensional Euclidean space consists of all real numbers and is denoted by R. 
Vectors in Rn can be added by adding their corresponding components. They can 
be multiplied by a scalar by multiplying each component by the scalar. The inner 
product of two vectors X and y is xT Y = I:~=l XiYi. 

Vector and Matrix Norms 

The norm Ilxll of a vector X is a real-valued function with the properties 

.. Ilxll ~ 0 for all X ERn, with Ilxll = 0 if and only if X = o . 

• Ilx + YII :::; Ilxll + IIYII, for all x, y ERn . 

• Ilaxll = lal Ilxll, for all a E R and X ERn. 

The second property is the triangle inequality. We consider the class of p-norms, 
defined by 

and 

Ilxll oo = max IXil 
2 

The three most commonly used norms are Ilxlll' Ilxlloo, and the Euclidean norm 

647 
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All p-norms are equivalent in the sense that if II . Ilet and II . 11,6 are two different 
p-norms, then there exist positive constants Cl and C2 such that 

for all x E Hr!. For the 1-, 2-, and oo-norms, these inequalities take the form 

An important result concerning p-norms is the Holder inequality 

1 1 
-+-=1 
p q 

for all x E Rn, y E Rn. Quite often when we use norms, we only use properties 
deduced from the three basic properties satisfied by any norm. In those cases, the 
subscript p is dropped, indicating that the norm can be any p-norm. 

An m x n matrix A of real elements defines a linear mapping y = Ax from Rn 
into Rm. The induced p-norm of A is defined byl 

IIAxlip 
IIAllp = sup -11-11- = max IIAxlip 

x:;iO x p I/xllp=l 

which for p = 1, 2, and 00 is given by 

IIAIII = max f laijl, IIAI12 = [Amax(AT A)Jl
/
2, and IIAlloo = m,fiX t laijl 

J i=l j=1 

where Amax(AT A) is the maximum eigenvalue of AT A. Some useful properties of 
induced matrix norms for real matrices A and B of dimensions m x nand n x £, 
respectively, are as follows: 

1 rm IIAlll :S IIAI12 :s Vii IIAliI 

I/AI12 :S vllAlh IIAllool IIABllp :s IIA/lp "Blip 

Topological Concepts in Rn 

Convergence of Sequences: A sequence of vectors Xo, xl, ... , Xk, ... in Rn, 
denoted by {x k}, is said to converge to a limit vector x if 

Ilxk -- xII -->; ° as k ----+ 00 

which is equivalent to saying that, given any E > 0, there is an integer N such that 

IIxk -- xII < E, V k 2 N 

denotes supremum, the least upper bound; inf denotes infimum, the greatest lower bound. 
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The symbol "'1/" reads "for all." A vector x is an accumulation point of a sequence 
{xd if there is a subsequence of {xd that converges to x; that is, if there is an 
infinite subset K of the nonnegative integers such that {XdkEK converges to x. 
A bounded sequence {xd in Rn has at least one accumulation point in Rn. A 
sequence of real numbers {rk} is said to be increasing (monotonically increasing 
or nondecreasing) if rk :S rk+l '1/ k. If r·k < rk+l, it is said to be strictly increas­
ing. Decreasing (monotonically decreasing or nonincreasing) and strictly decreasing 
sequences are defined similarly with rk 2:: rk+1. An increasing sequence ofreal num­
bers that is bounded from above converges to a real number. Similarly, a decreasing 
sequence of real numbers that is bounded from below converges to a real number. 

Sets: A subset S c Rn is said to be open if, for every vector XES, one can 
find an c-neighborhood of x 

N(x,s) = {z E Rn Illz - xii < c} 

such that N(x, c) C S. A set S is closed if and only if its complement in Rn is 
open. Equivalently, S is closed if and only if every convergent sequence {xd with 
elements in S converges to a point in S. A set S is bounded if there is r > 0 such 
that Ilxll :S r for all xES. A set S is compact if it is closed and bounded. A point 
p is a boundary point of a set S if every neighborhood of p contains at least one 
point of S and one point not belonging to S. The set of all boundary points of S, 
denoted by as, is called the boundary of S. A closed set contains all its boundary 
points. An open set contains none of its boundary points. The interior of a set S is 
S - as. An open set is equal to its interior. The closure of a set S, denoted by 5, 
is the union of S and its boundary. A closed set is equal to its closure. An open set 
S is connected if every pair of points in S can be joined by an arc lying in S. A set 
S is called a region if it is the union of an open connected set with some, none, or 
all of its boundary points. If none of the boundary points are included, the region 
is called an open region or domain. A set S is convex if, for every x, yES and 
every real number e, 0 < e < 1, the point ex + (1 - e)y E S. If x E X c Rn and 
y EYe Rm, we say that (x, y) belongs to the product set X x Y C Rn x Rm. 

Continuous Functions: A function f mapping a set Sl into a set S2 is denoted 
by f : S 1 ---> S2. A function f : Rn ---> Rm is said to be continuous at a point x if 
f(xrJ ---> f(x) whenever Xk ---> x. Equivalently, f is continuous at x if, given c > 0, 
there is 6 > 0 such that 

Ilx - yll < 6 =} Ilf(x) - f(y)11 < c 

The symbol "=}" reads "implies." A function f is continuous on a set S if it is 
continuous at every point of S, and it is uniformly continuous on S if, given c > 0 
there is 6 > 0 (dependent only on s) such that the inequality holds for all x, yES. 
Note that uniform continuity is defined on a set, while continuity is defined at a 
point. For uniform continuity, the same constant 6 works for all points in the set. 
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Clearly, if 1 is uniformly continuous on a set S, then it is continuous on S. The 
opposite statement is not true in general. However, if S is a compact set, then 
continuity and uniform continuity on S are equivalent. The function 

is continuous for any two scalars a1 and a2 and any two continuous functions hand 
12. If Sl, S2, and S3 are any sets and h : S1 ~ S2 and 12 : S2 ~ S3 are 
functions, then the function 12 0 h : Sl ~ S3, defined by 

(j2 0 h)(') = 12(Jd')) 

is called the composition of hand 12. The composition of two continuous functions 
is continuous. If S c Rn and 1 : S ~ Rm, then the set of 1 (x) such that xES is 
called the image of Sunder 1 and is denoted by 1 (S). If 1 is a continuous function 
defined on a compact set S, then I(S) is compact; hence, continuous functions on 
compact sets are bounded. Moreover, if 1 is real valued, that is, 1 : S ~ R, then 
there are points p and q in the compact set S such that 1 (x) S; 1 (p) and 1 (x) 2: 1 (q) 
for all x: E S. If 1 is a continuous function defined on a connected set S, then I(S) 
is connected. A function 1 defined on a set S is said to be one to one on S if 
whenever x, yES, and x i= y, then l(x) i= l(y). If 1 : S ~ Rm is a continuous, 
one-to-one function on a compact set S c Rn, then 1 has a continuous inverse 1-1 
on I(S). The composition of 1 and 1-1 is identity; that is, 1-1 (J(x)) = x. A 
function 1 : R ~ Rn is said to be piecewise continuous on an interval J c R if for 
every bounded subinterval Jo C J, f is continuous for all x E Jo, except, possibly, 
at a finite number of points where 1 may have discontinuities. Moreover, at each 
point of discontinuity Xo, the right-side limit limh-to 1 (xo + h) and the left-side limit 
limh ........ o l(xo - h) exist; that is, the function has a finite jump at Xo. 

Differentiable functions: A function 1 : R ~ R is said to be differentiable 
at x if the limit 

1'(x) = lim f(x + h) - l(x) 
h ....... O h 

exists. The limit l' (x) is called the derivative of 1 at x. A function 1 : Rn ~ Rm is 
said to be continuously differentiable at a point Xo if the partial derivatives a Iii ax j 
exist and are continuous at Xo for 1 S; i S; m, 1 S; j S; n. A function 1 is 
continuously differentiable on a set S if it is continuously differentiable at every 
point of S. For a continuously differentiable function f : Rn ~ R, the row vector 
a 1 / ax is defined by 

aal = [aa 
1 , ... , aa 1 ] 

x 

Xl xn 

The gmdient vector, denoted by vf(x), is 

[
al ]T 

\l1(x)= ax 
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For a continuously differentiable function f : Rn -+ Rm, the Jacobian matrix 
[0 f lox] is an m x n matrix whose element in the ith row and jth column is 0 iii OXj. 
Suppose S c Rn is open, f maps S into Rm: f is continuously differentiable at 
Xo E S, 9 maps an open set containing f (S) into Rk, and 9 is continuously differ­
entiable at f(xo). Then the mapping h of S into Rk, defined by h(x) = g(f(x)), is 
continuously differentiable at Xo and its Jacobian matrix is given by the chain rule 

oh 
ox 

og 
of 

of 
ox 

Mean Value and Implicit Function Theorems 

If x and yare two distinct points in Rn, then the line segment L( x, y) joining x 
and y is 

L(x,y) = {z I z = ex + (1- e)y, 0 < e < I} 

Mean Value Theorem 

Assume that f : Rn -+ R is continuously differentiable at each point x of an 
open set S c Rn. Let x and y be two points of S such that the line segment 
L(x, y) C S. Then there exists a point z of L(x, y) such that 

of I f(y) - f(x) = o~ x=z (y - x) 

Implicit Function Theorem 

Assume that f : Rn x Rm -+ Rn is continuously differentiable at each point (x, y) 
of an open set S C Rn x Rm. Let (xo, Yo) be a point in S for which f(xo, Yo) = 0 
and for which the Jacobian matrix [of lox](xo, Yo) is nonsingular. Then there exist 
neighborhoods U C Rn of Xo and 11 C Rm of Yo such that for each y E V the 
equation f(x, y) = 0 has a unique solution x E U. Moreover, this solution can be 
given as x = g(y), where 9 is continuously differentiable at y = Yo. 

The proof of these two theorems, as well as the other facts stated earlier in 
this appendix, can be found in any textbook on advanced calculus or mathematical 
analysis. 2 

Gronwall-Bellman Inequality 

Lemma A.I Let.\: [a, b] -+ R be continuous and f.,l : [a, b] -+ R be cont'inuous and 
nonnegative. If a continuous funct'ion y : [a, b] -+ R satisfies 

y(t) :::; .\(t) + it f.,l(S)y(s) ds 

2See, for example, [10]. 



652 APPENDIX A. MATHEMATICAL REVIEW 

for a ::s: t ::s: b, then on the same interval 

y(t) ::s: A(t) + it A(S)JL(S) exp [it JL(') d,] ds 

In particular, if A( t) == A is a constant, then 

y(t) ::s: A exp [it JL( ,) d,] 
~t; in addition, JL( t) == JL 2: 0 is a constant, then 

y (t) ::s: A exp [JL (t - a) J 

<> 
Proof: Let z(t) = J: JL(s)y(s) ds and 'u(t) = z(t) + A(t) - y(t) 2: O. Then, z is 
differentiable and 

i = JL(t)y(t) = JL(t)z(t) + JL(t)A(t) -JL(t)v(t) 

This is a scalar linear state equation with the state transition function 

Since z(a) = 0, we have 

z ( t) = .l t 1> ( t, s) [JL ( S ) A ( s) - JL ( S ) v ( S ) J ds 

The term 

is nonnegative. Therefore, 

z(t) ::s: .It exp [it JL(') d']JL(S)A(S) ds 

Since y(t) ::s: A(t) + z(t)~ this completes the proof in the general case. In the special 
case when A(t) A, we have 

it f1.(s)exp [it JL(') d,] ds = -it ~S {exp [it JL(') d,]} ds 

~ {exp [[ p.(T) dT]}[ 
-1 + exp [it JL(') d,] 

which proves the lemma when A is a constant. The proof when both A and JL are 
constants follows by integration. 0 
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Contraction Mapping 

Consider an equation of the form x = T(x). A solution x* to this equation is said 
to be a fixed point of the mapping T, since T leaves x* invariant. A classical idea 
for finding a fixed point is the successive approximation method. \Ve begin with 
an initial trial vector Xl and compute X2 = T(xd. Continuing in this manner it­
eratively, we compute successive vectors Xk+l = T(Xk)' The contraction mapping 
theorem gives sufficient conditions under which there is a fixed point x* of x = T(x) 
and the sequence {x k} converges to x*. It is a powerful analysis tool for proving 
the existence of a solution of an equation of the form x = T(x). The theorem is 
valid, not only when T is a mapping from one Euclidean space into another, but 
also when T is a mapping between Banach spaces. We will use the contraction 
mapping theorem in this general setting. \Ve start by introducing Banach spaces. 1 

Vector Spaces: A linear vector space X over the field R is a set of elements 
x, y, z, .. , called vectors such that for any two vectors x, y EX, the sum x + y is 
defined, x + y E X, x + y = y + x, (x + y) + z = x + (y + z), and there is a zero 
vector 0 E X such that x + 0 = x for all x E X. Also for any numbers 0:, {3 E R, 
the scalar multiplication o:x is defined, o:x EX, 1 . x = x, 0 . x = 0, (o:{3)x = 0: ({3x), 
o:(x + y) = o:x + o:y, and (0: + (3)x = o:x + {3x, for all x, y E X. 

Normed Linear Space: A linear space X is a normed linear space if, to each 
vector x E X, there is a real-valued norm IIxll that satisfies 

• \\x\\ 2: 0 for all x E X, with \\x\\ = 0 if and only if x = O . 

• \\x + y\1 S; \\x\\ + \\yl\ for all x, y E X. 

o \\o:x\\ = \0:\ \\x\\ for all 0: E R and x E X. 

1 For a complete treatment of Banach spaces, consult any textbook on functional analysis. A 
lucid treatment can be found in [121, Chapter 2J. 
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If it is not clear from the context whether II . II is a norm on X or a norm on Rn, 
we will write II . Ilx for the norm on X. 

Convergence: A sequence {.'rk} E X, a normed linear space, converges to 
:c E X if 

11.'rk - x II ---+ 0 as k ---+ 00 

Closed Set: A set SeX is closed if and only if every convergent sequence 
with elements in S has its limit in S. 

Cauchy Sequence: A sequence {xd E X is said to be a Cauchy sequence if 
I 

IIXk - xmll ---+ 0 as k, m ---+ 00 

Every convergent sequence is Cauchy, but not vice versa. 

Banach Space: A normed linear space X is complete if every Cauchy sequence 
in X converges to a vector in X. A complete normed linear space is a Banach space. 

Example B.1 Consider the set of all continuous functions f : [a, bj ---+ Rn, denoted 
by e[a, bj. This set forms a vector space on R. The sum x + y is defined by 
(:t + y)(t) = x(t) + y(t). The scalar multiplication is defined by (ax)(t) = ax(t). 
The zero vector is the function that is identically zero on [a, b]. We define a norm 
by 

Ilxlle = max Ilx(t)11 
tE[a,bj 

where the right-hand side norm is any p-norm on Rn. Clearly Ilxlle 2: 0 and is zero 
only for the zero vector. The triangle inequality follows from 

max IIx(t) + y(t)11 ::; max[lI x (t) II + Ily(t)lIj ::; max Ilx(t)11 + max Ily(t)11 
Also, 

max Ilax(t)11 = max lalllx(t)1I = lal max Ilx(t)11 
where all maxima are taken over [a, bj. Hence, era, b], together with the norm II· lie, 
is a normed linear space. It is also a Banach space. To prove this claim, we need to 
show that every Cauchy sequence in era, bj converges to a vector in eta, bj. Suppose 
that {Xk} is a Cauchy sequence in eta, b]. For each fixed t E [a, b], 

Ilxk(t) - xm(t)11 ::; IIxk - xmlle ---+ 0 as k, m ---+ 00 

So {Xk(t)} is a Cauchy sequence in Rr!. But Rn with any p-norm is complete because 
convergence implies componentwise convergence and R is complete. Therefore, 
there is a real vector x(t) to which the sequence converges: Xk(t) ---+ x(t). This 
proves pointwise convergence. We prove next that the convergence is uniform in 
t E [a, b]. Given c > 0, choose N such that Ilxk - xmlle < c/2 for k, m> N. Then 
for k > N 

Ilxk(t) - x(t)11 ::; Ilxk(t) - Xm(t) II + Ilxm(t) - x(t)/I 

::; IIxk - xmlle + IIxm(t) - x(t)11 
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By choosing m sufficiently large (which may depend on t), each term on the right­
hand side can be made smaller than r::/2; so Ilxk(t) - X(t) II < r:: for k > N. Hence, 
{xd converges to x, uniformly in t E [a, b]. To complete the proof, we need to show 
that x(t) is continuous and {xd converges to x in the norm of eta, b]. To prove 
continuity, consider 

Ilx(t + 0) - x(t)11 ::; Ilx(t + 0) - Xk(t + 0)11 
+ Ilxk(t + 0) - xk(t)11 + Ilxk(t) - x(t)11 

Since {Xk} converges uniformly to x, given any r:: > 0, we can choose k large enough 
to make both the first and third terms on the right-hand side less than r:: /3. Because 
Xk(t) is continuous, we can choose 0 small enough to make the second term less than 
r::/3. Therefore, x(t) is continuous. The convergence of Xk to x in II . lie is a direct 
consequence of the uniform convergence. D 

Theorem B.1 (Contraction Mapping) Let S be a closed subset of a Banach 
space X and let T be a mapping that maps S into S. Suppose that 

liT (x) - T(y)11 ::; pllx - yll, "i/ x, YES, 0::; P < 1 

then 

• there exists a unique vector x* E S satisfying x* = T( x*). 

4& x* can be obtained by the method of successive approximation, starting from 
any arbitrary initial vector in S. <) 

Proof: Select an arbitrary Xl E S and define the sequence {xd by the formula 
Xk+l = T(Xk). Since T maps S into S, Xk E S for all k 2:: 1. The first step of the 
proof is to show that {xd is Cauchy. We have 

Ilxk+1 - xkll liT(Xk) - T(Xk-I)11 

::; pllxk - Xk-Ii! ::; p2
l1 x k_1 - Xk-211 < ... ::; l-lllx2 - xIiI 

It follows that 

IIXk+r - Xk II ::; Ilxk+r - xk+r-lll + Ilxk+r-1 - Xk+r-211 + ... + Ilxk+1 - Xk II 
::; [l+r-2 + l+r-3 + ... + l-l] IIx2 - xIiI 

00 

::; l-l 2:: pi IIX2 - xIII 
i=O 

1 

The right-hand side tends to zero as k ~ 00. Thus, the sequence is Cauchy. Because 
X is a Banach space, 

Xk ~ X* E X as k ~ 00 
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Moreover, since S is closed, x* E S. We now show that x* = T(x*). For any 
Xk = T(Xk-l), we have 

By choosing k large enough, the right-hand side of the inequality can be made 
arbitrarily small. Thus, IIx* - T(x*)11 = 0; that is, x* = T(x*). It remains to show 
that x* is the unique fixed point of Tin S. Suppose that x* and y* are fixed points. 
Then, 

Ilx* - Y*I/ = I/T(x*) - T(y*)/I ::; pl/x* - Y*I/ 
Since P < 1, we have x* = y*. o 



Appendix C 

Proofs 

C.l Proof of Theorems 3.1 and 3.2 

Proof of Theorem 3.1: We start by noting that if x(t) is a solution of 

i: = f(t, x), x(to) = Xo 

then, by integration, we have 

x(t) = Xo + (f(s, x(s)) ds 
Jto 

(C.l) 

(C.2) 

Conversely, if x(t) satisfies (C.2), then x(t) satisfies (C.l). Thus, the study of exis­
tence and uniqueness of the solution of the differential equation (C. 1) is equivalent 
to the study of existence and uniqueness of the solution of the integral equation 
(C.2). We proceed with (C.2). Viewing the right-hand side of (C.2) as a mapping 
of the continuous function x : [to, t11 -+ Rn , and denoting it by (Px)(t), we can 
rewrite (C.2) as 

x(t) = (Px)(t) (C.3) 

Note that (Px)(t) is continuous in t. A solution of (C.3) is a fixed point of the map­
ping P that maps x into Px. Existence of a fixed point of (C.3) can be established 
by using the contraction mapping theorem. This requires defining a Banach space 
X and a closed set SeX such that P maps S into S and is a contraction over S. 
Let 

and 

X = C[to, to + 5}, with norm Ilxllc = max Ilx(t)11 
tE[to,to+o] 

S = {x E X Illx - xollc:S r} 
where r is the radius of the ball Band 5 is a positive constant to be chosen. We 
will restrict the choice of 5 to satisfy 5 :S tl - to so that [to, to + 51 c [to, t11. Notice 
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that Ilx(t)1! denotes a norm on Rn, while !!x!le denotes a norm on X. Also, B is a 
ball in Rn , while S is a ball in X. By definition, P maps X into X. To show that 
it maps 5 into 5, write 

(Px)(t) - Xo = t f(s,x(s)) ds = t[J(s,x(s)) - !(s,xo) + f(s,xo)] ds 
lto lto 

By piecewise continuity of !, we know that f(t, xo) is bounded on [to, tIl. Let 

h = max 11!(t, xo)" 
tE[to,t 1 ] 

Using the Lipschitz condition (3.2) and the fact that for each XES, 

/Ix(t)-xol/ :S:r, 'iftE [to, to +<5] 

we obtain 

II(Px)(t) - xoll ::; .Dllf(s, x(s)) - frs, xo)1I + IIf(s, xo)11l ds 

and 
/IPx 

:s: t [L /I x ( s) - Xo /I + h 1 ds:S: t (Lr + h) ds 
l~ l~ 
(t - to)(Lr + h) :s: <5(Lr + h) 

xo"e = max I/(Px)(t) - xol/ :s: <5(Lr + h) 
tE [to ,to+o] 

Hence, choosing <5 :s: r I (Lr + h) ensures that P maps S into S. To show that P is 
a contraction mapping over S, let x and yES and consider 

II(Px)(t) - (Py) (t)I/ IIDf(S, x(s)) - f(s, y(s))] dsll 

::; ,1,: IIf(s,x(s)) - f(s,y(s))11 ds 

:s: t L/lx(s) - y(s)I/ ds:S: t ds L/lx - ylle 
ltD ltD 

Therefore, 

IIPx - pYlle :s: L<5/1x - btl/e :s: pI/x - Ylle for <5:S: I 
Thus, choosing p < 1 and <5 :s: pi L ensures that P is a contraction mapping over S. 
By the contraction mapping theorem, we can conclude that if <5 is chosen to satisfy 

. { r p} 
<5 :s: mm tl - to, Lr + h' I for p < 1 (C.4) 
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then (C.2) will have a unique solution in S. This is not the end of the proof, 
though, since we are interested in establishing uniqueness of the solution among all 
continuous functions x(t): that is, uniqueness in X. It turns out that any solution 
of (C.2) in X will lie in S. To see this, note that since x(to) = Xo is inside the 
ball B, any continuous solution x(t) must lie inside B for some interval of time. 
Suppose that x(t) leaves the ball B and let to + M be the first time x(t) intersects 
the boundary of B. Then, 

Ilx(to + M) xoll = r 

On the other hand, for all t ::; to + M, 

IIx(t) - xoll ::; I t

[llf(s,X(s)) - f(s,xo)11 + Ilf(s,xo)lll ds 
to 

::; t [Lllx(s) - xoll + hl ds::; f\Lr + h) ds Jto Jto 

Therefore, 

r 
r=llx(to+M)-xoll::;(Lr+h)M::::} M?Lr+h?6 

Hence, the solution x(t) cannot leave the set B within the time interval [to, to + 6]' 
which implies that any solution in X lies in S. Consequently, uniqueness of the 
solution in S implies uniqueness in X. 

Proof of Theorem 3.2: The key point of the proof is to show that the constant 
6 of Theorem 3.1 can be made independent of the initial state Xo. From (C.4), we 
see that the dependence of 6 on the initial state comes through the constant h in the 
term r /(Lr + h). Since in the current case the Lipschitz condition holds globally, 
we can choose r arbitrarily large. Therefore, for any finite h, we can choose r large 
enough so that r/(Lr + h) > p/L. This reduces (C.4) to the requirement 

6 ::; min {tl - to, f} for p < 1 

If tl - to ::; p/ L, we could choose 6 tl - to and be done. Otherwise. we choose 6 
to satisfy 6 ::; p/ L. Now, divide [to, tIl into a finite number of subintervals of length 
6::; p/L, and apply Theorem 3.1 repeatedly. 1 0 

C.2 Proof of Lemma 3.4 

The upper right-hand derivative D+v(t) is defined by 

v(t + h) - 'u(t) 
D+v(t) = lim sup 

h--O+ h 

INote that the initial state of each subinterval Xl, say, will satisfy llf(t,xl)ll ~ hl for some 
finite hI. 
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where lim sUPn.-;oo (the limit superior) of a sequence of real numbers {xn} is a real 
number y satisfying the following two conditions: 

• for every E > 0, there exists an integer N such that n > N implies Xn < y + E; 

• given E > ° and m > 0, there exists an integer n > m such that Xn > y - E. 

The first statement means that ultimately all terms of the sequence are less than 
Y + E, and the second one means that infinitely many terms are greater than y - E. 

One of the properties of lim sup2 is that if Zn ::; Xn for each n = 1, 2 ... , then 
lim sUPn.-;oo Zn ::; lim sUPn-+oo X n · From this property, we see tha.t if Iv(t + h) - , 
v(t)l/h ::; get, h), Y h E (0, b] and limh->O+ get, h) = go(t), then D+v(t) ::; go(t). 

To prove lemma 3.4, consider the differential equation 

z = f(t, z) + >., z(to) = Uo (C.5) 

where>. is a positive constant. On any compact interval [to, tIL we conclude from 
Theorem 3.5 that for any E > 0, there is 15 > ° such that if >. < 6, then (C.5) has a 
unique solution z(t, >.) defined on [to, tr] and 

Iz(t, >.) - u(t)1 < E, Y t E [to, tl] (C.6) 

Claim 1: vet) ::; z(t, >.) for all t E [to, t1]. 
This claim can be shown by contradiction, for if it were not true, there would be 
times a,b E (to,tl] such that v(a) = z(a,>.) and vet) > z(t,>.) for a < t ::; b. 
Consequently, 

vet) - v(a) > z(t, >.) - z(a, >'), Y t E (a, b] 

which implies 

D+v(a) 2: z(a, >.) = f(a, z(a, >.)) + >. > f(a, v(a)) 

which contradicts the inequality D+v(t) ::; f(t, vet)). 
Claim 2: 'vet) ::; u(t) for all t E [to, tl]. 

Again, this cla.im can be shown by contradiction, for if it were not true, there would 
exist a E (to l tIJ such that v(a) > u(a). Taking E = [v(a) - u(a)]j2 and using (C.6), 
we obtain 

v(a) - z(a, >.) = v(a) - u(a) + u(a) - z(a, >.) 2: E 

which contradicts the statement of Claim l. 
Thus, we have shown that vet) ::; u(t) f9r all t E [to, t11. Since this is true on every 
compact interval, we conclude that it holds for all t 2: to. If it was not the case, 
let l' < 00 be the first time the inequality is violated. We have vet) ::; u(t) for 
all t E [to,T) and, by continuity, v(T) = u(T). Consequently, we can extend the 
inequality to the interval [1', l' + .6.] for some .6. > 0, which contradicts the claim 
that l' is the first time the inequality is violated. 

[10, Theorem 12-4J. 
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C.3 Proof of Lemma 4.1 

Since x(t) is bounded, by the Bolzano-Weierstrass theorem,3 it has an accumulation 
point as t -7 00; hence the positive limit set L + is nonempty. For each Y E L +, 
there is a sequence ti with ti -7 00 as i -7 00 such that X(ti) -7 Y as i -7 00. Because 
x (t i ) is bounded uniformly in i, the limit y is bounded; that is, L + is bounded. To 
show that L + is closed, let {yd E L + be some sequence such that Yi -7 Y as i -7 00 

and prove that Y E L +. For every i, there is a sequence {tij } with tij -7 00 as 
j -7 00 such that x (tij) -7 Yi as j -7 00. We will construct a particular sequence 
{Ti}. Given the sequences tij, choose T2 > tI2 such that Ilx(T2) - Y211 < 1/2; choose 
T3 > t I3 such that Ilx(T3) -Y311 < 1/3; and so on for i = 4,5, .... Of course, Ti -7 00 

as i -7 00 and Ilx( Ti) - Yi II < Iii for every i. Now, given E > 0, there are positive 
integers NI and N2 such that 

The first inequality follows from IIx(Ti) - Yill < Iii and the second one from the 
limit Yi -7 y. Thus, 

which shows that X(Ti) -7 Y as i -7 00. Hence, L+ is closed. This proves that the 
set L + is compact, because it is closed and bounded. 

To show that L + is an invariant set, let Y E L + and ¢( t; y) be the solution of 
(4.1) that passes through Y at t = 0; that is, ¢(O; y) = y, and show that ¢(t; y) E L+, 
V t E R. There is a sequence {td with ti -7 00 as i -7 00 such that X(ti) -7 Y as 
i -7 00. Write X(ti) = ¢(ti; xo), where Xo is the initial state of x(t) at t = O. By 
uniqueness of the solution, 

where, for sufficiently large i, t + ti 2: O. By continuity, 

lim ¢(t + ti; xo) = lim ¢(t; x(ti )) = ¢(t; y) 
't-tOO 1,-+00 

which shows that ¢( t; y) E L +. 
Finally, to show that x(t) -7 L+ as t -7 00, use a contradiction argument. 

Suppose this is not the case; then, there is an E > 0 and a sequence {t i } with 
ti -7 00 as i -7 00 such that dist(x(ti), L+) > E. Since the sequence X(ti) is 
bounded, it contains a convergent subsequence x«) -7 x* as i -7 00. The point x* 
must belong to L + and at the same time be at a distance E from L +, which is a 
contradiction. 

3See [10]. 
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C.4 Proof of Lemma 4.3 

Define 'ljJ( 8) by 
'IjJ ( 8) = inf V (x) for 0 :::; 8 :::; r 

s:Sllxll:Sr 

The function 'IjJ(-) is continuous, positive definite, and increasing. Moreover, V(x) 2: 
'IjJ(llxll) for 0:::; II:rll:::; r. But 'IjJ(.) is not necessarily strictly increasing. Let 0;1(8) 
be a class K function such that 0;1 (8) :::; k'IjJ( 8) with 0 < k < l. Then, 

On the other hand, define 4>(8) by 

4>(8) = sup V(x) for 0:::; 8 :::; r 
Ilxll:Ss 

The function 4>(,) is continuous, positive definite, and increasing (not necessarily 
strictly increasing). Moreover, V(x) :::; 4>(llxll) for Ilxll :::; r. Let 0;2(8) be a class K 
function such that 0;2 (8) 2: k¢( 8) with k > 1. Then 

If D = Rn, the definitions of 'IjJ(8) and 4>(8) are changed to 

'1/)(8) = inf 11(x), 4>(8) = sup V(x), for 8 2: 0 
Ilxll~s Ilxll:Ss 

The functions 'IjJ and 4> are continuous, positive definite, increasing, and 

'IjJ(lIxll) :::; V(x) :::; 4>(IIxll), \;/ x E Rn 

The functions 0;1 and 0;2 can be chosen as before. If V (x) is radially unbounded, 
'ljJ(8) and 4>(8) tend to infinity as 8 --+ 00. Hence, we can choose 0;1 and 0;2 to belong 
to class Koo. 

C.5 Proof of Lemma 4.4 

Since 0;(-) is locally Lipschitz, the equation has a unique solution for every initial 
state Yo 2: o. Because y(t) < 0 whenever y(t) > 0, the solution has the property 
that y(t) :::; Yo for all t 2: to. Therefore, the solution is bounded and can be extended 
for all t 2: to. By integration, we have 

-lY 

~ - tdT 
Yo 0; ( x) - J to 

Let b be any positive number less than a, and define 

l
y dx 

'I7(y) = - -
b o;(x) 
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The function rJ(Y) is a strictly decreasing differentiable function on (0, a). Moreover, 
limy-+o rJ(Y) = 00. This limit follows from two facts. First, the solution of the 
differential equation y(t) -+ 0 as t -+ 00, since iJ(t) < 0 whenever y(t) > O. Second, 
the limit y(t) -+ 0 can happen only asymptotically as t -+ 00; it cannot happen 
in finite time due to the uniqueness of the solution. Let c = -limy-;a rJ(Y) (c may 
be (0). The range of the function rJ is (-c, (0). Since rJ is strictly decreasing, its 
inverse rJ- 1 is defined on (-c, (0). For any Yo > 0, the solution y(t) satisfies 

rJ(y(t)) - rJ(Yo) = t - to 

Hence, 

On the other hand, if Yo = 0, then y(t) == 0, because y = 0 is an equilibrium point. 
Define a function CJ(r, s) by 

1'>0 
1'=0 

Then, y(t) = CJ(Yo, t - to) for all t 2. to and Yo 2. O. The function CJ is continuous, 
since both rJ and rJ- 1 are continuous in their domains and limx -+ oo rJ-l(X) = O. It 
is strictly increasing in l' for each fixed s because 

~ ( ) _ a(CJ(r, s)) 0 or CJ 1', S - a (1' ) > 

and strictly decreasing in s for each fixed l' because 

Furthermore, CJ(r, s) -+ 0 as s -+ 00. Thus, CJ is a class J(£ function. 

C.6 Proof of Lemma 4.5 

Uniform Stability: Suppose there is a class J( function a such that 

\\x(t)\\ ::; a(l\x(to)\I), V t 2. to 2. 0, V \\x(to)\\ < c 

Given r:: > 0, let 0 = min{c, a-1(r::)}. Then, for \\x(to)\\ < 0, we have 

\\x(t)1\ ::; a(\\x(to)\\) < a(o) ::; a(a-1(c)) = r:: 

Now assume that given r:: > 0, there is 0 = o(r::) > 0 such that 

I\x(to)\\ < 0 =? I\x(t) \1 < c, V t 2. to 
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For a fixed c:, let S(c:) be the supremum of all applicable o(c:). The function S(c:) 
is positive and nondecreasing, but not necessarily continuous. We choose a class 
K function ((1') such that ((1') :S kS(1'), with 0 < k < 1. Let 0:(1') = (-1(1'). 
Then, 0:(1') is class JC. Let c = limr--;.oo ((1'). Given x(to), with /lx(to)1I < c, let 
c: = o:(!lx(to) I\)· Then, Ilx(to)ll < S(c:) and 

Ilx(t) II < c: = o:(/lx(to) II) (C.7) 

Uniform Asymptotic Stability: Suppose there is a class JC£ function (3(1', s) 
such that (4.20) is satisfied. Then, 

IIx(t) II :S (3(lIx(to)lI, 0) 

which implies that x = 0 is uniformly stable. Moreover, for IIx(to) II < c, the solution 
satisfies 

IIx(t)1I :S (3(c, t - to) 

which shows that x(t) -+ 0 as t -+ 00, uniformly in to. Suppose now that x = 0 is 
uniformly stable and x(t) -+ 0 as t -+ 00, uniformly in to, and show that there is 
a class JC£ function (3 (1', s) for which (4.20) is satisfied. Due to uniform stability, 
there is a constant c > 0 and a class JC function 0: such that for any l' E (0, c], the 
solution x(t) satisfies 

IIx(t)1I :S o:(llx(to)lI) < 0:(1'), V t ~ to, V IIx(to)11 < l' (C.S) 

Moreover, given TJ > 0, there exists T = T(TJ,1') ~ 0 (dependent on TJ and 1', but 
independent of to) such that 

Ilx(t)1I < TJ, V t ~ to + T(TJ, 1') 

Let T(TJ,1') be the in"fimum of all applicable T(TJ, 1'). The function T(TJ, 1') is nonneg­
ative and nonincreasing in TJ, nondecreasing in 1', and T(TJ, 1') = 0 for all TJ ~ 0:(1'). 
Let 21Ti - l' - l' lVr ( TJ) = - T ( S, 1') ds + - ~ T ( TJ, 1') + -

TJ rl/2 TJ TJ 

The function Wr (TJ) is positive and has the following properties: 

.. for each fixed 1', Wr· (TJ) is continuous, strictly decreasing, and Wr (TJ) -+ 0 as 
TJ -+ 00, and 

.. for each fixed TJ, Wr ( TJ) is strictly increasing in 1'. 

Take Ur = Wr~l. Then, Ur inherits the foregoing two properties of lVr and 
T(Ur(s),1') < HI,.(Ur(s)) = s. Therefore, 

IIx(t)1I :S Ur(t - to), V t ~ to, V IIx(toll < l' (C.g) 
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From (C.8) and (C.g), it is clear that 

Ilx(t)11 ::; Ja(llx(to)II)Uc(t - to), Vt:2: to, V Ilx(to)11 < c 

Thus, inequality (4.20) is satisfied with j3(r, 3) = Ja(r)Uc(3). 

Global Uniform Asymptotic Stability: If (4.20) holds for all x(to) E RTL, 
then it can be easily seen, as in the previous case, that the origin is globally uni­
formly asymptotically stable. To prove the opposite direction, notice that in the 
current case the function J(E:) has the additional property J(E:) -+ 00 as E: -+ 00. 

Consequently, the class K function a can be chosen to belong to class Koo , and 
inequality (C.7) holds for all x(to) E RTL. Moreover, inequality (C.g) holds for any 
r > O. Let 

,Then, 

1/J (r, 3) = min {a ( r ) , inf Up ( 3 ) } 
pE(r,oo) 

Ilx(t)11 ::; 1/J(llx(to)ll, t - to), Vt:2: to, V x(to) E RTL 

If 1/J would be class K£, we would be done. This may not be the case, so we define 
the function 

which is positive and has the following properties: 

.. for each fixed 3 :2: 0, cjJ( r, 3) is continuous and strictly increasing in r: 

.. for each fixed r :2: 0, cjJ (T, 3) is strictly decreasing in 3 and tends to zero as 
3 -+ 00, and 

.. cjJ(r,3) :2: 1/J(T, 3). 

Thus, 

Ilx(t)11 ::; cjJ(llx(to)ll, t to), Vt:2: to, V x(to) E RTL (C.lO) 

From (C.lO) and the global version of (C.7), we see that 

Ilx(t)11 ::; Ja(ilx(to)ll)cjJ(llx(to)ll, t - to), Vt:2: to, V x(to) E RTL 

Thus, the inequality (4.20) is satisfied globally with j3(r, 3) = J a(r )cjJ(r, 3). 

C.7 Proof of Theorem 4.16 

The construction of a Lyapunov function is accomplished by using a lemma, known 
as Massera's lemma. We start by stating and proving Massera's lemma. 
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Lemma C.l Let 9 : [0, (0) ~ R be a positive, contin'Uo'Us, strictly decreasing func­
tion with g(t) ~ 0 as t ~ 00. Let h : [0, (0) ~ R be a positive, continuous, 
non decreasing function. Then, there eX'ists a function G (t) s'U.ch that 

ell G(t) and its derivative G' (t) are class K functions defined for all t 2': O. 

ell For any contin'uo'us funct'ion u(t) that satisfies 0 ::; u(t) ::; g(t) for all t 2': 0, 
there exist pos'itive constants kl and k2, independent of u, such that 

o 

Proof of Lemma C.l: Since g(t) is strictly decreasing, we can choose a sequence 
tn such that 

1 
g(tn ) ::; n + l' n = 1,2, ... 

\Ve use this sequence to define a function TJ(t) as follows: 

(b) Between tn and tn+ 1, TJ (t) is linear. 

(c) In the interval 0 < t ::; t l , r/(t) = (tI/t)P, where p is a positive integer chosen 
so large that the derivative TJ'(t) has a positive jump at tl, TJ'(t1) < TJ'(ti). 

The function TJ(t) is strictly decreasing, and for t 2': t l , we have g(t) < TJ(t). As 
t ~ 0+, TJ(t) grows unbounded. The inverse of TJ(t), denoted by TJ-1 (8), is a strictly 
decreasing function that grows unbounded as 8 ~ 0+. Obviously, 

for any nonnegative function u(t) ::; g(t). Define 

Since TJ- I is continuous and h is positive, H(s) is continuous on 0 < s < 00, while 
TJ- 1(8) ~ 00 as 8 ~ 0+. Hence, H(s) defines a class K function on [0, (0). It follows 
that the integral 

G(r) ~ l r 

H(s) ds 

exists and both G (r) and G' (r) = H (r) are class K functions on [0, 00 ). Now, let 
u(t) be a continuous nonnegative function such that u(t) ::; g(t). We have 
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Thus, 

/00 G'(u(t))h(t) dt s; /00 e-t S; 1 
JtI Jh 

and 100 

G' (u(t) )h(t) dt S; ltI G' (g(t) )h(t) dt + 1 S; k2 

which shows that the second integral in the lemma is bounded. For the first integral, 
we have 

100 -100 l U
(t) exp[-1]-I(s)] < 1.00 l Tf (t) exp[-1]-I(s)] 

G(u(t))dt- h(-I()) dsdt_ h() dsdt 
h tI 0 1] S t1 0 0 

For 0 S; s S; 1](t), we have 

Hence, 
(Tf(t) exp[-1]-I(s)] < (Tf(t) e-t _ e-t < e-t 

Jo h(O) ds - Jo h(O) ds - h(O) 1](t) - h(O) 

for t 2: tl' Consequently, 

/00 G( u(t)) dt S; t1 G(g(t)) dt + /00 ~(-t) dt S; kl 
Jo Jo JtI 0 

Therefore, the first integral of the lemma is bounded. The proof of the lemma is 
complete. 0 

To prove the theorem, let 

V(t,x) = 100 

G(lI4>(T;t,x)ll2) dT 

where 4>( T; t, x) is the solution that starts at (t, x) and G is a class K function to 
be selected using Lemma C .1. To see how to choose G, let us start by checking the 
upper bound on 

av 100 , 4>T 
ax = t G (114)112) 114>112 4>x dT 

We saw in the proof of Theorem 4.14 that the assumption Iia f / ax 112 S; L, uniformly 
in t, implies that l14>x(T; t, x)112 S; exp[L(T - t)]. Therefore, 

II aa'xfl12 S; 100 

t G'(I\4>(T;t,x)lb)exp[L(T-t)] dT 

S; .~.oo G'(,6(ll x lb,T-t))exp[L(T-t)] dT 

S; 100 
G'(,6(ll x I12,s))exp(Ls) ds 
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With ;3(ro, s) and exp(Ls) as the functions g and h of Lemma C.l, we take G as 
the class JC function provided by the lemma. Hence, the integral 

is bounded for all IIxl12 S ro, uniformly in x. Moreover, it is a continuous and 
strictly increasing function of lix112, because ,8(llxl\2, s) is a class Ie function in IIxl12 
for every fixed s. Thus, 0'4 is a class JC function, which proves the last inequality in 
the theorem statement. Consider now 

V(t, x) loo G(IlcP(7;t,X)/lz) d7 

S 1
00 

G(,8(llxllz, 7 - t)) d7 = fooo G(,8(llxlb s)) ds ~ 0'Z(llxI12) 

By Lemma C.l, the last integral is bounded for all Ilxllz S roo The function 0'2 
is a class JC function. Recall from the proof of Theorem 4.14 that the assumption 
II of /ox112 S L, uniformly in t, implies that II <p(7; t, x)1I2 2: Ilxl\2 exp[-L(7 - t)]. 
Therefore, 

Clearly, 0'1 (l/xI12) is a class JC function. Hence, V satisfies the inequality 

for all IIxl12 S roo Finally, the derivative of V along the trajectories of the system 
is given by 

Since 
<Pt(7; i, x) + <Px(7; i).x).f(t, x) == 0) V 7 2: t 

we have 
8\1 017 
8t + ox f(t) x) = -G(llxIl2) 

Consequently, the three inequalities of the theorem statement are satisfied for all 
/l x l12 S roo Notice that) due to the equivalence of norms) we can state the inequali­
ties in any p-norm. If the system is autonomous, the solution depends only on 7 - t; 
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that is, ¢( 7; t, X) = '0 (7 - t; X). Therefore, 

V = i'oo 

G(I\'0( 7 - t; x) 112) d7 = 10
00 

G(II'0(s; x) 112) ds 

which is independent of t. 

C.8 Proof of Theorem 4.17 

For any given solution x(t) of 

i; = f(x), x(O) = Xo E RA (C.11) 

the change of time variable from t to 7 = J~(1+ Ilf(x(s))11) ds results in the system 

dx 
d7 1 + I\~(X) II f(x) d~f 1(x), x(O) = Xo ( C.12) 

where X(7) = x(t) with t substituted in terms of 7. The origin is an asymptotically 
stable equilibrium point of (C.12), and RA is its region of attraction. If V(x) is a 
Lyapunov function for (C.12) that satisfies 

oV -
ox f(x) ::; -W(x) 

for some positive definite function W (x), then 

oV oV-
ox f(x) = (1 + I\f(x)ll) ox f(x) ::; -(1 + Ilf(x)II)W(x) ::; -W(x) 

because 1 + II f (x) II 2:: 1. Therefore, it is sufficient to construct a Lyapunov function 
for (C.12). It is easier to work with (C.12) because the property 11111 ::; 1 implies 
that there is no finite escape time for t < O. For the rest of the proof, we work with 
(C.12), which we rewrite as 

i; = 1(x) (C.13) 

by dropping the bar from x and using i; to denote the derivative with respect to 7. 

We know from Lemma 8.1 that RA is an open set. vVhen RA =1= Rn, let F be 
the complement of RA in Rn. For every x E RA define 

w(x) = max {I\XII, dist(~, F) - dist~O, F)} (C.14) 

if RA =1= Rn and w(x) = Ilxll if RA = Rn. It is easy to verify that w(x) is positive 
definite and locally Lipschitz. Since dist(x, F) ~ 0 as x approaches ORA, w(x) ~ 00 

as x approaches ORA. Moreover, for ro = (1/2)dist(O, F), we have 

inf {llx yl\} 2:: inf {Ilyll - Ilxll} 2:: inf {Ilyll - ro}, '1/ Ilxll ::; ro 
yEP yEP yEP 
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Hence, 

dist(x, F) ;:::: dist(O, F) - ~dist(O, F) = ~dist(O, F), \j IIxll :::; ro 

Therefore, w(x) = Ilxll for all "xII :::; roo 

Lemma C.2 The solution of (C.13) satisfies 

w(x(t)) :::; ,B(w(x(O)), t), \j t ;:::: 0, \j x(O) ERA (C.15) 

where ,B (r, s) is a class /C£ function defined for all r ;:::: 0 and s ;:::: 0, and,B ( r, 0) is 
a class /Coo function. <> 

Proof of Lemma C.2: We start by showing that for any constant r > 0, there is 
a constant b = b( r) > 0 such that the solution of (C .13) with w (x (0)) :::; r satisfies 
w(x(t)) :::; b for all t ;:::: O. Suppose to the contrary that this is not the case, then there 
is a sequence of solutions x(i)(t) of (C.13) and constants ti such that w(x(i) (0)) :::; r 
for i = 1,2,3, ... and w(x(i) (t i ) > i for i = 1,2,3, .... Let T* be the supremum of 
all T;:::: 0 such that x(i)(t), for i = 1,2,3,···, are finite for all t E [O,T]; that is, 

T* = sup{T;:::: 0 I lim sup { max {w(x(i)(t))} < oo} 
7--+00 O$t$T 

(C.16) 

We consider the cases T* < 00 and T* = 00 separately. When T* < 00, let Ii be 
a sequence of positive constants such that for every i ;:::: 1 the solution of (C.13) 
satisfies 

w(x(O)) :::; i ::9 w(x(t)):::; i + 1, V 0 :::; t :::; 2/i (C.17) 

This sequence is not empty because of continuity of x(t). We can always choose 
Ii such that T* > 11 > 12 > ... and limi->oo Ii = O. Let X(l,i) (t) be the sequence 
of all functions x(i)(t) such that w(x(i)(T* - 11)) > 1. The functions X(I,i)(t) form 
an infinite sequence. To see this fact, let h be the set of indices i such that x( i) (t) 
does not belong to the sequence X(I,i) (t). The choice of 11 implies that 

(C.18) 

If there was only a finite number offunctions x(i)(t) in the sequence x(1,i)(t), (C.18) 
would imply that 

lim sup { max {W(X(i) (t))} } < 00 
i->oo O$t$T' +'1 

(C.19) 

which contradicts the definition (C.16) bf T*. Thus, the sequence X(I,i) (t) is infinite. 
Let x(2,i)(t) be the sequence of all functions X(I,i)(t) such that w(x(l,i)(T*-/2)) > 2. 
We can repeat the foregoing argument to show that the sequence x(2,i)(t) is infinite. 
Proceeding in the same manner, we can construct a family of subsequences until we 
end up with a sequence xci) (t) such that 

w(x(i)(T* - Ij)) ;:::: j, \j j = 1,2,3,···, \j i = 1,2,3,··· (C.20) 
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Since IlxCi)(O)11 :::; w(xCi)(O» :::; rand lI.f(x)1I :::; 1, the solutions xCi)(t) belong to the 
compact set {llxll :::; r + T} for any 0 < T < T*. Thus, the sequence w(x(i)(t» 
is bounded on the interval t E [0, T], uniformly in i. We can select from the 
sequence xCi) (t) a subsequence xCi) (t) that converges uniformly on the interval [0, T], 
o < T < T*, to a solution x(t), defined for t E [0, T*). From (C.20) and the fact that 
limi->oo Ti = 0, we conclude that limt->T* w(x(t» = 00. Similarly, when T* = 00, 
the solutions xCi)(t) belong to the compact set {lIxll :::; r+T} for any T > O. Hence, 
we can select a subsequence xCi) (t) that converges uniformly on the interval [0, T] 
to a solution x(t), defined for t E [0,00), with limt---+oo w(x(t» = 00. Thus, we 
have shown that there is a constant T*, 0 < T* :::; 00, and a solution x(t) such 
that w(x(O» :::; rand limt->T* w(x(t» = 00. However, this is impossible, because 
x(O) ERA. Therefore, we conclude that for any r > 0, there is b = b(r) > 0 such 
that the solution of (C.13) with w(x(O» :::; r satisfies w(x(t» :::; b for all t ~ O. The 
constant b(r) can be chosen as an increasing function of r and, in view of the fact 
that the origin is stable, b(r) ---t 0 as r ---t O. Moreover, b(r) -7 00 as r -7 00, since 
b(r) ~ r. We can find a class Koo function o:(r) such that b(r) :::; o:(r) for all r ~ O. 
Thus, the solution of (C.13) satisfies 

w(x(t» :::; o:(w(x(O»), V t ~ 0, V x(O) ERA (C.21) 

On the other hand, given any positive constants rand T/, we can show that there is 
T = T(T/, r) > 0 such that 

w·( x (0» < r =? w ( x ( t » < T/, V t ~ T (C.22) 

If this were not the case, there would exist a sequence of solutions xCi) (t) of (C.13) 
and constants Tj such that 

lim Ti = 00, W(xCi) (0» :::; r, and W(xCi) (Ti» ~ T/ 
i->oo 

However, from (C.21), we see that for any positive constant 6 < 0:-1(T/), every 
solution of (C.13) with W(X(T» :::; 6, satisfies w(x(t» < T/ for all t ~ T. Hence, 
W(XCi) (t» ~ 6 for 0:::; t:::; Ti. Because W(XCi) (t» :::; 0:(1') for all t ~ 0, we select from 
the sequence xCi)(t) a subsequence xCi)(t) that converges uniformly in every interval 
[0, T] with 0 < T < 00. The function x(t) = limi->oo xCi) (t) is a solution of (C.13) 
for which w(x(t» ~ 6 for all t ~ O. This, however, is impossible since x(O) ERA. 
Thus, T(T/, r) exists. By repeating the steps of the proof of Lemma 4.5 (the global 
uniform asymptotic stability case), we can use (C.21) and (C.22) to show that there 
is a class K£ function (3(r, s) with (3(r, 0) ~ o:(r) such that (C.15) is satisfied. 0 

Let ¢(t; x) denote the solution of (C.13) that starts from x at t = O. Because 
II.f(x) II is bounded, ¢(t; x) is defined for all t :::; 0 . Moreover, since RA is an invariant 
set (Lemma 8.1), ¢( t; x) E RA for all t :::; O. Define 9 : RA ---t R by 

g(x) = inf{w(<b(t;x»} 
t::;O ' 

(C.23) 
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It is dear from the definition that 

g(¢(t; x)) :::; g(x), V t ~ 0, V x E RA 

ex- 1 (W(x)) :::; g(x) :::; w(x), V x E RA 

(C.24) 

(C.25) 

The first inequality of (C.25) holds because, from (C.21), w(x) :::; ex(w(¢(t;x))), 
V t :::; o. Let us show that g(x) is locally Lipschitz for x ERA, X =1= O. Equivalently, 
we show that g(x) is Lipschitz on the compact set H = {x E RA I C1 :::; w(x) :::; C2}, 

with C2 > Cl > o. Inequality (C.15) implies that 

CI :::; w(x) :::; (3(w(¢(t;x)), -t), V t < 0, V x E H 

(3(2C2, TI ) = CI :::; (3(w(¢(t; x)), -t) :::; (3(w(¢(t; x)), TI ) 

Hence, 
w(¢(t;x)) ~ 2C2 ~ 2w(x) ~ 2g(x), V t:::; -TI, V x E H 

This shows that, for all x E H, the infimum defining g( x) is reached within the 
interval [-TI , 0]. Using the facts that ¢( t; x) is Lipschitz in x on H for any compact 
time interval (Theorem 3.4) and w is locally Lipschitz on RA, we conclude that g(x) 
is Lipschitz on H. Notice that this argument does not hold for C1 = 0 and that 
is why we do not show that g(x) is locally Lipschitz at x = o. However, g(x) is 
continuous for all x: ERA. This is so because g(O) = 0, g(x) :::; w(x) (from (C.25)), 
and w(x) is continuous. 

Define the function V : RA --'t R by 

V(x) = sup g(¢(t;x))--- { 1 + 2t} 
t2:0 1 + t 

(C.26) 

Using (C.24) and (C.25), it is easy to verify that 

ex -1 ( W (x)) :::; g (x) :::; If ( x) :::; 2 g ( x) :::; 2w ( x) (C.27) 

Let us show that V(x) is locally Lipschitz for x ERA, x =1= 0, by showing that V(x) 
is Lipschitz on H = {x E RA I C1 :::; w(x) :::; C2} with 0 < C1 < C2. Using (C.15) and 
(C.25), we have 

1 + 2t 
g(¢(t;x))T+T:::; 2w(¢(t;x)):::; 2(3(w(x),t):::; 2(3(C2,t) 
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Thus, the supremum defining t1(x) is reached within the interval [0, T2]' By repeat­
ing the argument used with g(x), we can show that V(x) is Lipschitz on H. Since 
V(O) = 0, it follows from (C.27) that V(x) is continuous for all x ERA. 

Next, we show that V(x(t)) is decreasing along the solution of (C.13). Because 
V(x) is only locally Lipschitz, its derivative along the solution of (C.13) is calculated 
by using 

:. 1 - -
V(x) = lim sup -[V(¢(h; x)) - V(x)] 

h->O+ h 
(C.28) 

For x =f: 0, take r > w(x). From the properties of class ICC functions, we can 
find a function 'Yr (p), defined for 0 < P < 00 and 0 < r < 00, such that for 
each fixed r, 'YT (p) is continuous and decreasing in p, for each fixed p, 'Yr (p) is 
increasing in r, and 4,B(r,'Yr(P)):S Q-1(p/2) for all 0 < P < 00. Let ho be such that 
w(¢(t; x)) 2: (1/2)w(x) for all t E [0, hol and pick hE [0, ho]. Then, 

V(¢(h;x)) {
I + 2t } { 1 + 2t } sup g(¢(t;¢(h;x)))-- =sup g(¢(t+h;x))--

t;:::O 1 + t t;:::O 1 + t 

Using 

1 + 2t 
g(¢(t + h; x))T+T :S 2w(¢(t + h; x)) :S 2,B(w(x), t + h) < 2,B(r, t + h) 

we see that for all t + h 2: 'Y;(w(x)), 

1 + 2t -
g(¢(t+h;x)) l+t :S ~Q-1 Gw(x)):s ~Q-l(w(¢(h;x))):S ~V(¢(h;x)) 

Hence, the supremum defining V (¢( h; x)) is reached at some time t' such that 
t' + h :S 'YT (w( x)). Therefore, 

V(¢(h;x)) 

Setting 

1 + 2t' 
g(¢(t' + h; x)) 1 + 

( ( ' h )) 1 + 2t' + 2h [ h ] 
9 ¢ t + ; x 1 + + 1 - (1 + 2t' + 2h) (1 + t') 

:S V(x) [1 - 2[1 + 'Y:(w(x)]2] 

Q-1(8) 

T/r(8) = 2[1 + 'Yr(8)]2 

when 8 > 0 and T/r(O) = 0, it can be easily verified that T/r(8) is a class ICoo function 
and 
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Since the preceding i~equality holds for all r > w(x), it will hold with fj(s) 

sUPr>s 7]r(s); that is, V(x) :S -fj(w(x)) for all x =f o. Define 

r2S
+l 

7] ( s) = } 2s 7]r' ( s) dr 

when s > 0 and 'T}(O) = O. Then 7](s) is a continuous, positive definite function on 
[0, (0) and 'T}(s) :::; fj(s). It follows that 

(C.29) 

The function V (x) satisfies all the conditions stated in Theorem 4.17, except that 
it is not smooth. To finish the proof, we smooth out V (x) by using the next two 
lemmas, which we quote without proof. 

Lemma C.3 Let D be an open subset of Rn, and suppose there are locally Lipschitz 
functions 4? : D ~ Rand g : D ~ Rn and a cont'inuous function 1jJ : D --7 R such 
that the derivative of 4?(x) along the trajectories of x = g(x) satisfies ~(:r) :::; 't/J(x) 
for all xED. Then, given any continuous functions f..L : D --7 (0,00) and v : D --7 
(0, (0), there is a smooth function 1lr : D --7 R such that 14?(x) - 1lr(x) I :::; f..L(x) and 
ljr(x) :::; 1jJ(x) + //(x) for all xED. 0 

Proof of Lemma C.3: See [118, Theorem B.1l. 

Lemma CA Let D c Rn be a domain that contains the origin and 4? : D ~ [0,(0) 
be a locally Lipschitz, positive defin'ite function such that 4? (x) is smooth for x =f O. 
Then, there e:rists a class JC oo function CJ, smooth on (0, (0), such that CJ( i) (r) ~ 0 
as r --70+ for each i = 0,1"", CJ/(r) > 0 for all r > 0, and 1lr(x) = CJ(4?(x)) is 
smooth on D. 0 

Proof of Lemma CA: See [118, Lemma 4.3] (with the domain restricted to D 
instead of Rn). 

Apply Lemma C.3 with D = RA - {O}, 4?(x) = V(x), g(x) = J(x), 1jJ(x) = 
-::-7](W(x)) , {I,(x) = (1/2)a- 1 (w(x)), and v(x) (1/2)7](w(x)) to find a function 
V(x), smooth on RA - {O}, such that 

ch(w(x)) :S V(x) :S 0:2(W(X)) and V(x):S -0:3(W(X)) 

where 0:1 (r) = (1/2)0:-1 (r) and 0:2(r) =. 2r + (1/2)0:-1(r) are class JCoo functions 
and 0:3(r) = (1/2)7](r) is continuous and positive definite on [0,(0). Now apply 
Lemma CA with D = RA and 4? = V to find a class JCoo function CJ such that 
V(x) = CJ(11(x)) is smooth on RA. It is easy to verify that O:i(r) = CJ(O:i(r)), i = 1,2, 
are class JCoo functions, 
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is continuous and positive definite on [0, (X)), 

and 

The function V satisfies all the conditions stated in Theorem 4.17. The fact that 
for any c > 0 the set {V(x) ::; c} is a compact subset of RA follows from {V(x) ::; 
c} C {w(x) ::; cy11 (c)}. 

c.g Proof of Theorem 4.18 

The statement of this theorem reduces to that of Theorem 4.9 when /1 = O. There­
fore, the current proof shares some ideas and terminology with the proof of Theo­
rem 4.9. Let p = CYl(r). Then CY2(/1) < p and CY2(llx(to)ll) ::; p. Let 'TJ = CY2(/1) and 
define o't,T} = {x E Br I V(t,x) ::; 'TJ} and o't,p = {x E Br I V(t,x) ::; p}. Then 

and 

o't,T} C o't,p C B r, C D 

The sets o't,p and [It,T! have the property that a solution starting in either set cannot 
leave it because V(t, x) is negative on the boundary. Since 

we conclude that x(t) E o't,p for all t 2: to. A solution starting in o't,p must enter 
o't,T} in finite time because in the set {o't,p - o't,T}} , V satisfies 

V(t,x)::; -k < 0 

where k = min{W3(x)} over the set {/1 ::; Ilxll ::; r}, which contains {o't,p - o't,T}}' 
The foregoing inequality implies that 

V(t,x(t)) ::; V(to,x(to)) - k(t - to) ::; P - k(t to) 

which shows that V(t, x(t)) reduces to 'TJ within the time interval [to, to + (p 'TJ)/kj. 
For a solution starting inside o't,T) , inequality (4.43) is satisfied for all t 2: to, because 
[It,T} C {CYl(llxll) ::; CY2(/1)}. For a solution starting inside o't,P) but outside o't,T}' let 
to + T be the first time it enters o't,T}' For all t E [to, to + Tj 
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where 0:3 and 0: are class lC functions. The existence of 0:3 follows from Lemma 4.3. 
Similar to the proof of Theorem 4.9: we can show that there is a class lC£ function 
C7 such that 

V(t, x(t)) ::; C7(V(to, x(to)), t - to), \:j t E [to, to+ T] 

Defining /3(r, s) = 0:11 (C7(0:2(r), s)), we obtain 

IIx(t)11 ::; /3(llx(to)lI, t - to), \:j t E [to, to + T] 

If D = Rn, 0:3, and consequently /3, can be chosen independent of p. If 0:1 belongs 
to class lCoo , so does 0:2 and the bound 0:21 (p) can be made arbitrarily large by 
choosing p large enough. Hence, any initial state x(to) can be included in the set 
{!lxll ::; 0:21 (p)}. 

C.IO Proof of Theorem 5.4 

We complete the proof of Theorem 5.4 by showing that the £2 gain is equal to 
sUPwER IIG(jw)112' Let C1 be the £2 gain and C2 = sUPwER IIG(jw)112' We know 
that C1 ::; C2. Suppose C1 < C2 and set E = (C2 - c1)/3. Then, for any u E £2 
with Ilull.cz ::; 1, we have Ilyll.cz ::; C2 - 3E. We will establish a contradiction 
by finding a signal u with lIull.cz ::; 1 such that Ilyll.cz 2: C2 - 2E. It is easier 
to construct such signal if we define signals on the whole real line R. There is 
no loss of generality in doing so due to the fact (shown in Exercise 5.19) that 
the £2 gain is the same whether signals are defined on [0, ex)) or on R. Now, 
select Wo E R such that IIG(jwo)lb 2: C2 E. Let v E em be the normalized 
eigenvector (v* v = 1) corresponding to the maximum eigenvalue of the Hermitian 
matrix GT( -jwo)G(jwo). Hence, v*GT( -jwo)G(jwo)v = IIG(jwo)II~. Write v as 

where O:i E R is such that (Ji E (-'if, 0]. Take 0 ::; fJi ::; ex) such that (Ji = 
-2 tan-1 (wo/ fJi), with fJi = ex) if (J'i = O. Define the m x 1 transfer function H(s) 
by 

with 1 replacing (/3i - S)/(/3i + s) if (Ji = O. It can be easily seen that H(jwo) = v 
and HT( -jw)H(jw) 2::::10:T v*v = 1 for all w E R. Take uo-(t) as the output 
of H (s) driven by the scalar function 

( 
1 ) 1/2 ( 8 ) 1/4 2 

zo-(t) = z /2 - e- t /0- cos(wot), 
1 + e-WoO- 'ifC7 

C7 > 0, t E R 
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It can be verified that ZCT E £2 and IlzCTII.c2 = 1.4 Consequently, UCT E £2 and 
IluCT II.c2 :S 1. The Fourier transform of ZCT(t) is given by 

Let YCT(t) be the output of G(s) when the input is UCT(t). The Fourier transform 
of YCT(t) is given by YCT(jw) = G(jW)UCT(.jW) = G(jw)H(jW)ZCT(jW). By Parseval's 
theorem, 

Using 

we obtain 

By letting 0- ~ 00, one can concentrate the frequency spectrum 1/J CT (w) around the 
the two frequencies w = ±wo.5 Hence, the right-hand side of the last inequality 
approaches 

as 0- ~ 00. Therefore, we can choose a finite o-large enough such that IlyCT 11.c2 ~ C2-

2E. This, however, contradicts the inequality IIYCTII.c 2 :S C2 - 3E. The contradiction 
shows that Cl = C2. 

C.II Proof of Lemma 6.1 

Sufficiency: Suppose the conditions of the lemma are satisfied. Since G(s) is 
Hurwitz, there exist positive constants ° and /-1.* such that poles of all elements of 
G(s - f-l) have real parts less than -0, for all f-l < f-l*. To show that G(s) is strictly 
positive real, it is sufficient to show that G(jw - f-l) + GT (- jw - f-l) is positive 

4For the purpose of this discussion, the L2-norm is defined by Ilzll~2 = J~= z'T(t)z(t) dt. 
5'IjJ(J(w) approaches 7r[5(w - wo) + 5(w + wo)] as CT ---+ 00, where 5(·) is the impulse function. 
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semidefinite for all w E R. Let {A, B, C, D} be a minimal realization of C (s). 
Then, 

C(s - /1) D + C(s1 - /11 - A)-1 B 

D + C(s1 - A)-1(s1 - A)(s1 - /11 - A)-l B 

D + C(s1 - A)-I(/11 + s1 - /11 - A)(s1 - /11 - A)-1 B 

C(s) + /1N(s) (C.30) 

where 

Since A and (A + /11) are Hurwitz, uniformly in 11, there is ko > 0 such that 

0" max [N (jw) + NT ( - jw) J ~ ko, V w E R (C.31) 

Moreover, limw---+oo w2 N(jw) exists. Hence, there exist kl > 0 and WI > 0 such that 

w20"max [N(jw) + NT (-jw) J ~ k1, V Iwl ~ WI 

If C( CXJ) + CT (CXJ) is positive definite, there is 0"0 > 0 such that 

0" min [C (j tL-,) + CT 
( - j W ) J ~ 0"0, V w E R 

From (C.30), (C.31), and (C.33), 

O"min [C(jw - /1) + CT(-jw - /1)J ~ 0"0 - /1ko, V wE R 

(C.32) 

(C.33) 

Choosing {t < O"o/ko ensures that C(jw - /1) + CT(_jw - /1) is positive definite for 
all w E R. If C (ex:» + CT (CXJ) is singular, the third condition of the lemma ensures 
that C (jw) + CT ( - jw) has q singular values with limw->oo 0" i (w) > 0 and (p - q) 
singular values with limw-,>oo O"i(W) = 0 and limw---+ oo W

20"i(W) > O. Therefore, there 
exist 0"1 > 0 and W2 > 0 such that 

W
20"min [C(jw) + CT(-jw)J ~ 0"1, V Iwl ~ W2 

From (C.30), (C.32), and (C.34), 

W
20"min [C(jw /1) + CT( -jw - /1)J ~ 0"1 - /1k1' V Iwl ~ W3 

(C.34) 

(C.35) 

where W3 = max{wl,w2}. On the compact frequency interval [-W3,W3], we have 

O"min [C(jw) + CT(-jw)J ~ 0"2 > 0 

Hence, from (C.30), (C.31), and (C.36), 

O"min [C(jw - /1,) + CT( -jw - /1)J ~ 0"2 - /1ko, V Iwl ~ w3 

(C.36) 

(C.37) 
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Choosing f.1 < min{ O"d kl' 0"2/kO} ensures that G(jw - f.1) + GT (-jw - f.1) is positive 
definite for all w E R. 

Necessity: Suppose G(s) is strictly positive real. There exists f.1 > 0 such that 
G(s - f.1) is positive real. It follows that G(s) is Hurwitz and positive real. Conse­
quently, 

G(jw) + GT(-jw) ~ 0, \;j w E R 

Therefore, 

Let {A, B, C, D} be a minimal realization of G(s). By Lemma 6.3, there exist P, 
L, TV, and E that satisfy (6.14) through (6.16). Let <I>(s) = (s1 - A)-I. We have 

G(s) + GT( -s) = D + DT + C<I>(s)B + BT<I>T( -s)CT 

Substitute for C by using (6.15) and for D + DT by using (6.16). Then, 

Using (6.14) yields 

TVTW + (BT P + HIT L)<I>(s)B + BT<I>T( -s)(PB + LTW) 

WTTV + HITL<I>(s)B + BT<I>T(-s)LTHI 

+ BT<I>T( -s)[-AT P - PA]<I>(s)B 

From the last equation, it can be seen that G(jw) + GT( -jw) is positive definite 
for all w E R, for if it were singular at some frequency w, there would exist x E CP) 

x 1= 0, such that 

Also, 

(x*f[G(jw) + GT ( -jw)]x = 0 =} (x*f [TV + L<I>( _jw)B]T [HI + L<I>(jw)B] x = 0 

Since Bx = 0, the preceding equation implies that HI x = O. Hence, 

(x*f[G(s) + GT(-s)]x == 0, \;j s 

which contradicts the assumption that det[G(s) + GT( -s)] is not identically zero. 
Now if G( (Xl) + GT ((Xl) is positive definite, we are done. Otherwise, let M be any 
p x (p - q) full rank matrix such that MT (D + DT)M = .A1TWTlV M = O. Then, 
TVM = 0 and 
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We note that BlId must have full column rank; otherwise, there is x i= ° such that 
BMx = 0. Taking y Mx yields 

which contradicts the positive definiteness of G(jw) + GT(-jw). Now 

lim w2 MT[G(jw) + GT (-jw)]M =MT BT (LT L + E:P)BM 
W-+OO 

The fact that BM has full column rank implies that MT BT (LT L + E:P)BlIl is 
positive definite. 

C.12 Proof of Lemma 6.2 

Sufficiency: Suppose there exist P = p T > 0, L, and W that satisfy (6.11) 
through (6.13). Using V(x) = xT Px as a Lyapunov function for :i; = Ax, (6.11) 
shows that the origin of:i; = Ax is stable. Hence, A has no eigenvalues in Re[s] > 0. 
Let cI>(s) = (s1 - A)-I. We have 

G(s) + GT(s*) = D + DT + CcI>(s)B + BTcI>T(s*)CT 

Substitute for C by using (6.12) and for D + DT by using (6.13). Then, 

WTVV + (BT P + WT L)cI>(s)B + BTcI>T(s*)(PB + LTW) 

TiVTW + TiVTLcI> (s)B + BTcI>T(s*)LTW 

Using (6.11) yields 

+ BT cI>T (s*)[(s + s*)P - AT P - P A]cI>(s)B 

[WT + BTcI>T(s*)LTJ [W + LcI>(s)B] 

+ (s + s*)BTcI>T(s*)PcI>(s)B (C.38) 

which shows that for all s in Re[s] 2:: 0, G(s) + GT(s*) 2:: 0. It follows that, for all 
w for which jw is not a pole of any element of G (s), G (jw) + GT ( - jw) is positive 
semidefinite. It remains to show that G( s) satisfies the third condition of Defini­
tion 6.4. Suppose jwo is a pole of order m of any element of G (s). Then, for any 
p-dimensional complex vector x, the values taken by (x* f G (s)x on a semicircular 
arc of arbitrarily small radius p, centered at jwo, are 

Therefore, 

-~ < e < ~ 
2 - - 2 

p7nRe[(x*f G(s)x] ~ Re[(x*f Kox] cos me + Im[(x*f Kox] sin me 
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For m > 1, this expression could have either sign, while (C.38) implies that it is 
nonnegative. Hence, m must be limited to one. For m = 1, choosing () near -7r /2, 
0, and 7r/2 shows that Im[(x*)T Kox] = 0 and Re[(x*)T Kox] 2:: o. Hence, Ko is 
positive semidefinite Hermitian. 

Necessity: We prove necessity first for the special case when A is Hurwitz. Then 
we extend the proof to the general case when A may have eigenvalues on the imag­
inaryaxis. 
Special case: The proof uses a spectral factorization result, which we quote with­
out proof. 

Lemma C. 5 Let the p x p proper rational transfer funct'ion matrix U ( s) be positive 
real and Hurwitz. Then, there exists an l' x p proper rational Hurwitz transfer 
function matrix V (s) such that 

(C.39) 

where l' is the normal rank of U( s) + uT (-s), that is, the rank over the field of 
rational functions of s. Furthermore, rank V(s) = l' for Re[s] > O. f:::.. 

Proof: See [214, Theorem 2]. 

Suppose now that G(s) is positive real and Hurwitz, and recall that {A, B, C, D} 
is a minimal realization of G( s). From Lemma C.5, there exists an l' x p transfer 
function matrix V(s) such that (C.39) is satisfied. Let {F, G, H, J} be a minimal 
realization of V(s). The matrix F is Hurwitz, since V(s) is Hurwitz. It can be easily 
seen that {-F T , H T , -GT , JT} is a minimal realization of V T ( - s). Therefore, 

is a realization of the cascade connection V T ( -s) V (s). By checking controllability 
and observability and by using the property that rank V(s) = l' for Re[s] > 0, it 
can be seen that this realization is minimal. Let us show the controllability test;6 
the observability test is similar. By writing 

[ H(sI I F)-l 

0] [Sf - F G] 
f -H J 

6The controllability argument uses the fact that VT (-8) has no transmission zeros at the poles 
of V(8). 
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it can be seen that 

rank V(s) = T, \j Re[s] > 0 Brank [SI - F G] = np + T, \j Re[s] > 0 
-H J 

where np is the dimension of F. Now, show controllability of (AI, 81) by contra­
diction. Suppose (All 8 1 ) is not controllable. Then, there are a complex number A 
and a vector w E CnF+T

, partitioned into np and T subvectors, such that 

(wi:fF + (w~fHTH 
-(w~fFT 

(wi:fG + (w~fHT J 

(CAO) 

(CAl) 

(CA2) 

Equation (CAl) shows that Re[A] > 0, since F is Hurwitz, and (CAO) and (CA2) 
show that 

( wi) T ( w2 f HT ] [AI - F G] = 0 =? rank V (A) < T 

-H J 

which contradicts the fact that rank V(s) = T for Re[s] > O. Thus, (A1 ,E!) is 
controllable. 

Consider the Lyapunov equation 

KF+ FTK = _HTH 

Because the pair (F, H) is observable, there is a unique positive definite solution 
K. This fact is shown in Exercise 4.22. Using the similarity transformation 

we obtain the following alternative minimal realization of VT( -s)V(s): 

8 z,Cz, Dz} = 

{ [~' 0 l' [ KG;' HT J l' [ JT H + GT 
K --G

T 
] ' JT J } 

On the other hand, {_AT, CT , - B T, DT} is a minimal realization of UT ( -s). 
Therefore, 

o 

is a realization of the parallel connection U (s) + UT ( - s). Since the eigenvalues 
of A are in the open left-half plane, while the eigenvalues of -AT are in the open 
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right-half plane, it can be easily seen that this realization is minimal. Thus, due to 
(C.39), {A2' B2, C2, V 2} and {A3, B3, C3, V 3} are equivalent minimal realizations of 
the same transfer function. Therefore, they have the same dimension and there is 
a nonsingular matrix T such that 7 

The matrix T must be a block-diagonal matrix. To see this point, partition T 
compatibly as 

T = [ Tn 
T21 

Then, the matrix Tl2 satisfies the equation 

Premultiplying by exp(Ft) and postmultiplying by exp(AT t), we obtain 

d 
dt [exp(Ft)TI2 exp(AT t)] 

Hence, exp(Ft)TI2 exp(AT t) is constant for all t ;::: O. In particular, since exp(O) = 1, 

Tl2 = exp(Ft)TI2exp(AT t) -+ 0 as t -+ 00 

Therefore, Tl2 = O. Similarly, we can show that T21 = O. Consequently, the matrix 
TIl is nonsingular and 

Define 
P = T'.EKTn, L = HTn , W = J 

It can be easily verified that P, L, and W satisfy the equations 

which completes the proof for the special case. 
General case: Suppose now that A has eigenvalues on the imaginary axis. There 
is a nonsingular matrix Q such that 

where Ao has eigenvalues on the imaginary axis and An has eigenvalues with nega­
tive real parts. The transfer function G (8) can be written as G (8) = Go (8) + Gn (8), 
where GO(8) = Co(81 - AO)-l Eo has all poles on the imaginary axis, and Gn (8) = 

7See [35, Theorem 5-20]. 
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Cn(sI - An)-lbn + D has all poles in the open left-half plane. It follows that 
the poles of Go (s) are simple and the corresponding residue matrices are positive 
semidefinite Hermitian. Due to this property, we can choose Q such that 

Ao + A6' = 0, Co = B6 
To see this fact, notice that Go (s) can be written as 

(C.43) 

1 'm 1 1 'm[ III 
Go(s) = -Fo + L -2--2 (Fis + Hi) = -Fo + L --.-Ri + --.-R7 

s i=l S + wi S i=l S - JWi S + JWi 

where Fo is positive semidefinite symmetric and Ri is positive semidefinite Hermi­
tian. If, for each term in this summation, we can find a minimal realization that 
has the property (C.43), the parallel connection will be a minimal realization of 
Go(s) that has the same property. It is sufficient to' consider the terms (l/s)Fo 
and [1/(s2 + Wl)](FiS + Hi). If TO = rank Fo, (l/s)Fo has a minimal realiza­
tion of dimension TO, given by {O, No, Nl}, where Fo = Nl No. If Ti = rank Ri, 
[1/(s2 + W;)](FiS + Hi) has a minimal realization of dimension 2Ti, given by 

l B. = [ 1v1il 1 
' t Mi2 ' M{;] 

where 

lIlfil = ~(Ni + Nn, Mi2 = ~(Ni - Nn, Ri = (Ntf Ni 

It is clear that {Ai, Bi , Cd has the property (C.43). 
Since Gn (s) is positive real and Hurwitz, from the special case treated earlier, 

there exist matrices Pn = Pn > 0, Ln, and W such that 

PnAn + A~Pn = -L~Ln' PnBn = C;: - L~W, WTW = D + DT 

It can be easily verified that 

P = QT [~ ~n 1 Q, L = [0 Ln ] Q 

and W satisfy equations (6.11) through (6.13). 

c. Proof of Lemma 7.1 

\"le start by writing a time-domain version of the infinite-dimensional equation 
(7.20). Consider the space S of all half-wave symmetric periodic signals of funda­
mental frequency w, which have finite energy on any finite interval. A signal yES 
can be represented by its Fourier series 

y(t) = ak exp(jkwt) , 
k odd k odd 
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Define a norm on S by 

With this norm, S is a Banach space. Define gk (t - T) by 

w 
gk(t - T) = -{G(jkw) exp[jkw(t - T)] + G( -jkw) exp[-jkw(t - T)]} 

1[' 

For odd integers m and k > 0, we have 

if m = k 

I 
G(jkw) exp(jkwt) , 

(7r/w 
Jo gdt - T) exp(jmwT) dT = G( -jkw) exp( -jkwt) , if m = -k (C.44) 

0, if Iml i- k 

Define the linear mapping 9 and the nonlinear mapping g'ljJ on S by 

gy = I: 17r
/
w 

o k odd; k>O 
gdt-T)Y(T) dT 

g'ljJy 17r
/

W 

I: gk(t-T)'ljJ(Y(T)) dT 
o k odd; k>O 

where 
y(t) = I: ak exp(jkwt) and 'ljJ(y(t)) = I: Ck exp(jkwt) 

k odd k odd 

Using (C.44), it can be seen that 

gy I: G(jkw)ak exp(jkwt) 
k odd 

g'ljJy I: G(jkW)Ck exp(jkwt) 
k odd 

With these definitions, the condition for existence of half-wave symmetric periodic 
oscillation can be written as 

y = -g'ljJy (C.45) 

Equation (C.45) is equivalent to (7.20). In order to separate the effect of the higher 
harmonics from that of the first harmonic, define a mapping PI by 

PlY = YI = al exp(jwt) + elI exp( -jwt) = 2Re[al exp(jwt)] 

and a mapping Ph by 

Phy = Yh = Y - YI = I: ak exp (j kwt) 
k odd; Ikl#l 
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Without loss of generality, we take al = a/2j so that YI(t) = asinwt. Solving 
(C.45) is equivalent to solving both (C.46) and (C.47): 

Yh 

YI 

- Phg'ljJ(Yl + Yh) 

-PIg'ljJ(YI + Yh) 

(C.46) 

(CA7) 

By evaluating the right-hand side of (CA7), it can be seen that this equation is 
equivalent to (7.35). The error term 6\]1, defined after (7.36), satisfies 

(CA8) 

Thus, to obtain a bound on 6\]1, we need to find a bound on Yh, which we will 
find by using the contraction mapping theorem, without solving (C.46). By adding 
[Phg(,8 + 0:)/2]Yh to both sides of (C.46), we can rewrite it as 

(CA9) 

Let us consider the linear mapping K = 1+ Phg(,8 + 0:)/2, which appears on the 
left-hand side of (CA9). It maps S into S. Given any z E S defined by 

z(t) = 2.'.: bk exp(jkwt) 
k odd 

we consider the linear equation K x = z and seek a solution x in S. Representing x 
as 

x(t) = L dk exp(jkwt) 
k odd 

we have 

( ,8 + 0:) '" [ ,8 + 0: . 1 . 1+ Ph9-
2

- x = Xl + ~ 1 + -2-G()kw) dk exp()kwt) 
k odd; Ikl:;61 . 

Hence, the linear equation K x = z has a unique solution if 

inf 11 + ,8 + 0: G(jkW)1 # 0 
k odd; Ikl:;61 2 

(C.50) 

In other words, condition (C.50) guarantees that the linear mapping K has an 
inverse. This condition is always satisfied if w E fl, because the left-hand side of 
(G.50) can vanish only if p(w) = O. Denote the inverse of K by K- I and rewrite 
(C.4g) as 
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where we have used the fact that Ph9Yl = O. We would like to apply the contraction 
mapping theorem to the equation Yh = TYh. Clearly, T maps S into S. We need 
to verify that T is a contraction on S. To that end, consider 

where 

Let 

Then, 

/3+0; 
'ljJT(Y) = 'IjJ(y) - -2-Y 

k odd; Ikl#l 

Due to the slope restriction on 'IjJ, we have 

Moreover, 

I 
G(jkw) I 1 sup <--

k odd; Ikl#l 1 + [(/3 + 0;)/2]G(jkw) - p(w) 

where p(w) is defined by (7.38). Hence, 

Since 

p(~) (/3;0;) <1, 'iwEO 

we conclude that as long as w E 0, T is a contraction mapping. Thus, by the 
contraction mapping theorem, the equation Yh = TYh has a unique solution. Noting 
that T( -Yl) = 0, we rewrite the equation Yh = TYh as 
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and conclude that 

Therefore, 

IIYh II < a[(iJ - a)/2] / p(w) 
-1-[(iJ-a)/2]/p(w) 

a[(iJ - a)/2] 
p(w) [(iJ - a)/2] 

2o-(w)a 
iJ-a 

which proves (7.40). To prove (7.41), consider (C.47) rewritten as 

by adding P1g'ljJYl to both sides. Taking norms on both sides of (C.51) gives 

11 + G(jw)w(a)la ::; IG(jw)1 (iJ; a) IIYhl1 ::; IG(jw)lo-(w)a 

from which, we can calculate the bound 

which completes the proof of the lemma. 

C.14 Proof of Theorem 7.4 

(C.51) 

If, in the proof of Lemma 7.1, we had defined PI = 0 and Ph = I, then the mapping 
T would still be a contraction mapping if wEn. Therefore, Y = Yh = 0 would be 
the unique solution of Yh = TYh. This proves that there is no half-wave symmetric 
periodic solutions with fundamental frequency wEn. The necessity of the condition 

shows that there would be no half-wave symmetric periodic solutions with funda­
mental frequency wEn' if the corresponding error circle does not intersect the 
-W(a) locus. Thus, we are left with the third part of the theorem where we would 
like to show that for each complete intersection defining r, there is a half-wave 
symmetric periodic solutions with (w, a) E f'. The proof of this part uses a result 
from degree theory, so let us explain that result first. 

Suppose we are given a continuously differentiable function ¢ : D -7 Rn, where 
D c Rn is open and bounded. Let p E Rn be a point such that ¢( x) = p for some 
x inside D, but ¢(x) "# p on the boundary aD of D. \Ve are interested in showing 
that ¢(x) p has a solution in D, where ¢(x) is a perturbation of ¢(x). Degree 
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theory achieves this by ensuring that no solution leaves D as ¢ is perturbed to ¢; 
that is why no solutions were allowed on the boundary 3D. Assume that at every 
solution Xi E D of ¢(x) = p, the Jacobian matrix [3¢/3x] is nonsingular. Define 
the degree of ¢ at p relative to D by 

Notice that if ¢(x) =I- pYx E D, the degree is zero. The two basic properties of the 
degree are as follows: 8 

• If d( ¢, D, p) =I- 0, then ¢( x) = p has at least one solution in D. 

" If ry : 15 x [0,1] -+ Rn is continuous and ry(x, J-l) =I- 0 for all x E 3D and all 
J-l E [0,1]' then d[ry(·) J-l), D,p] is the same for all J-l E [0,1]. 

The second property is known as the homotopic invariance of d. 
Let us get back to our problem and define 

1 
¢(w, a) = W(a) + G(jw) 

on r; ¢ is a complex variable. By taking the real and imaginary parts of ¢ as 
components of a second-order vector, we can view ¢ as a mapping from r into R2. 
By assumption, the equation ¢(w, a) = 0 has a unique solution (ws, as) in r. The 
Jacobian of ¢ with respect to (w, a) at (ws, as) is given by 

-W2(as) {:wRe[G(jw)J} W=Ws ] 

-W2(as) {:w1m[G(jw)J} W=W
s 

The assumptions 

guarantee that the Jacobian is nonsingular. Thus, 

d(¢, r, 0) = ±1 

We are interested in showing that 

- clef 1 
¢(w, a) = G(jw) + W(a) - 6W(W, a) = 0 (C.52) 

8See [26J for the proof of these properties. 
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has a solution in 1". This will be the case if we can show that 

d(¢,r,O) =f 0 

To that end, define 

Tl(W, a, f-l) = (1 - f-l)¢(w, a) + f-l¢(W, a) = ¢(w, a) - f-l8'I!(w, a) 

for f-l E [0, 1], so that Tl = ¢ at f-l = 0 and Tl = ¢ at f-l = 1. It can be verified that 

1'I!(a) + G(~w) 12 o-(w), V (w, a) E or (C.53) 

For example, if we take the boundary a = al, then, with reference to Figure 7.20, 
the left-hand side of (C.53) is the length of the line connecting the point on the 
locus of -'I!(a) corresponding to a = al to the a point on the locus of l/G(jw) 
with WI ::; W ::; W2. By construction, the former point is outside (or on) the error 
circle centered at the latter one. Therefore, the length of the line connecting the 
two points must be greater than (or equal to) the radius of the error circle, that is, 
o-(w). Using (C.53), we have 

ITl(w, a, f-l)1 2 I¢(w, a)1 f-l18'I!(w, a)1 

1 'I! (a) + G(~w) 1- f-l18'I!(w, a)1 2 o-(w) - f-lo-(w) 

where we have used the bound (7.41). Thus, for all 0 ::; f-l < 1, the right-hand 
side of the last inequality is positive, which implies that Tl(w, a, f-l) =f 0 on or when 
f-l < L There is no loss of generality in assuming that Tl(w, a, 1) =f 0 on or, because 
equality would imply we had found a solution as required. Thus, by the homotopic 
invariance property of d, we have 

d(¢,r,O) = d(¢,r,O) =f 0 

Therefore, (C.52) has a solution in 1", which concludes the proof of the theorem. 

c. Proof of Theorems 8.1 and 8.3 

The main element in the proofs of these two theorems is a contraction mapping 
argument, which is used almost identically in the two proofs. To avoid repetition, 
we will state and prove a lemma that captures the needed contraction mapping 
argument and then use it to prove the two theorems. The statement of the lemma 
appears to be very similar to the statement of Theorem 8.1, but it has an additional 
claim that is needed in Theorem 8.3. 
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Lemma C.6 Consider the system 

y 
i 

Ay + f(y, z) 

Bz + g(y, z) 

691 

(C.54) 

(C.55) 

where y E Rk, Z E Rm
, the eigenvalues of A have zero real parts, the eigenvalues 

of B have negative real paris, and f and g are twice continuously differentiable 
functions that vanish together with their first derivatives at the origin. Then, there 
exist 6 > 0 and a continuously differentiable function "7(y), defined for allilyll < 6, 
such that z = "7(y) is a center manifold for (C.54)-(C.55). Moreover, if Ilg(y, 0)11 :::; 
kllyllP for all Ilyll :::; r, where p > 1 and r > 0, then there is c > 0 such that 
II77(Y) II :::; clly liP. <> 

Proof: It is more convenient to show the existence of a center manifold when 
solutions in the manifold are defined for all t E R. A center manifold for (C.54)­
(C.55) may, in general, be only local; that is, a solution in the manifold may be 
defined only on an interval [0, t 1 ) C R. Therefore, the following idea is used in 
the proof: We consider a modified equation that is identical to (C.54)-(C.55) in 
the neighborhood of the origin, but that has some desired global properties which 
ensure that a solution in a center manifold will be defined for all t. We prove the 
existence of a center manifold for the modified equation. Since the two equations 
agree in the neighborhood of the origin, this proves the existence of a (local) center 
manifold for the original equation. 

Let 'ljJ : Rk -+ [0,1] be a smooth (continuously differentiable infinitely many 
times) function9 with 'ljJ(y) = 1 when lIyll :::; 1 and 'ljJ(y) = 0 when Ilyll ~ 2. For 
c > 0, define F and G by 

F(y,z) = f (y'ljJ (~) ,z); G(y,z) = g (y'ljJ (~) ,z) 

The functions F and G are twice continuously differentiable, and they, together 
with their first partial derivatives, are globally bounded in y; that is, whenever 
Ilzll :::; kl' the function is bounded for all y E Rk. Consider the modified system 

y 
i 

Ay + F(y, z) 

Bz + G(y, z) 

(C.56) 

(C.57) 

example of such a function in the scalar (k = 1) case is 1jJ(y) = 1 for Iyl ::; I, 1jJ(y) = 0 for 
Iy\ 2:: 2, and 

1 JIYI 
( 1) (1) 1jJ(y) = 1- - exp -- exp -- dx, for 1 < Iyl < 2 

b 1 x-I 2-x 

where 

b = J2 exp (~) exp (~) dx 
1 x-I 2-x 
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We prove the existence of a center manifold for (C.56)-(C.57). Let X denote the set 
of all globally bounded, continuous functions 'TJ : Rk --"t Rm. With SUPyERk II'TJ(Y) II 
as a norm, X is a Banach space. For Cl > 0, C2 > 0, and C3 > 0, let SeX be the 
set of all continuously differential functions 'TJ : Rk --"t Rm such that 

for all x, Y E Rk. To show that S is closed, let 'TJi (y) be a convergent sequence in S 
and show that 'TJ(Y) = limi-too 'TJi(Y) belongs to S. The key step is to show that 'TJ(Y) 
is continuously differentiable. The rest can be shown by contradiction. Because 
continuous differentiability can be shown component wise, we do it for a scalar 'TJ. 
Let v be an arbitrary vector in Rk, with Ilvll = 1, and /-L be a positive constant. By 
the mean value theorem, 

where ° < ai < 1 and ° < aj < 1. By adding and subtracting terms, we can write 
the following equation: 

[
Of/i O'TJj] -(y) - -(y) /-Lv = oy oy 

Given E > 0, find integers io and jo large enough that 

c2 

sup II'TJi(Y) -'TJj(Y)1I < -16 
yERk C3 

for all i > io and j > jo, which is possible because {'TJi} is convergent. Using the 
preceding inequality and 

II [
O:ylC (y) O'TJc ( )] II 211 112 2 u oy Y + ae/-LV /-LV :s; C3 a e/-L V < C3/-L for .e = i or j 

it can be shown that 

II [~;.(y) ~~ (y)] vii < 2C3/-L + S::/-L 

Taking /-L = E / ( 4C3) yields 
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Hence, 8T/i/8y is a Cauchy sequence in the Banach space of globally bounded, 
continuous functions from Rk into Rk. Consequently, it converges to a continuous 
function J (y). It follows that T/(Y) is differentiable and 8T/ / 8y = J (y) ,10 

For a given T/ E S, consider the system 

y = Ay+F(Y,T/(Y)) 

i = Bz+G(Y,T/(Y)) 

(C.58) 

(C.59) 

Due to the boundedness of T/(Y) and [8T//8y], the right-hand side of (C. 58) is globally 
Lipschitz in y. Therefore, for every initial state Yo E Rk, (C.58) has a unique 
solution defined for all t. We denote this solution by y(t) = 1f(t; Yo, T/), where 
1f(0; Yo, T/) = Yo; the solution is parameterized in the fixed function T/. Equation 
(C.59) is linear in z; therefore, its solution is given by 

z ( t ) = exp [ B (t - T)] Z ( T ) 

+ it exp[B(t - >")]G(1f(>" - T; Y(T), T/), T/(1f(>" - T; Y(T), T/))) d>" 

MUltiply through by exp[-B(t T)], move the integral term to the other side, and 
change the integration variable from >.. to s = >.. - T to obtain 

Z(T) exp[-B(t - T)]Z(t) 

+ 1:7 exp( -Bs )G( 1f(S; y( T), T/), T/( 1f( Si y( T), T/))) ds 

This expression is valid for any t E R. Taking the limit t ---7 -00 results in 

Z(T) = [°00 exp(-Bs)G(1f(S;Y(T), T/), T/(1f(s; Y(T), T/))) ds (C.60) 

Let us rewrite the right-hand side of (C.60) with Y(T) replaced by Y and denote it 
by (PT/)(Y). 

(C.61) 

With this definition, (C.60) says that Z(T) = (PT/)(Y(T)) for all T. Hence, Z = 
(PT/)(Y) defines an invariant manifold for (C.58)-(C.59) parameterized in T/. 
Consider (C.56)-(C.57). If T/(Y) is a fixed point of the mapping (PT/)(Y), that is, 

T/(Y) (PT/)(Y) 

then Z = T/(Y) is a center manifold for (C.56)-(C.57). This fact can be seen as 
follows: First, using the properties of T/ E S and the fact that Y = 0 is an equilibrium 
point of (C.58), it can be seen from (C.61) that 

lOSee [111, Theorem 9.1]. 

(PT/)(O) = 0; 8(PT/) (0) = 0 
8y 
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Second, since z = (PTJ)(Y) is an invariant manifold for (C.58)-(C.59), (PTJ)(Y) 
satisfies the partial differential equation 

o 
oy (PTJ) (y)[Ay + F(y, (PTJ)(Y))] = B(PTJ)(Y) + G(y, (PTJ)(Y)) 

If T/(Y) = (PTJ)(Y), then clearly TJ(Y) satisfies the same partial differential equation; 
hence, it is a center manifold for (C.56)-(C.57). It remains now to show that 
the mapping (P'T]) has a fixed point, which will be done by an application of the 
contraction mapping theorem. We want to show that the mapping PTJ maps S into 
itself and is a contraction mapping on S. From the definitions of F and G, there is 
a nonnegative continuous function p(c;) with p(O) = 0 such that 

IIF(y,z)11 ~ ep(e); II~~ (y,Z)11 ~ p(e); II~~ (y,z)11 ~ p(e) 

IIG(y,z)11 ~ep(e); 11~~(y,z)11 ~p(e); 11~~(y,z)11 ~p(e) 

(C.62) 

(C.63) 

for all y E Rk and all z E Rm with Ilzll < e. Because the eigenvalues of B have 
negative real parts, there exist positive constants f3 and C such that for s ~ 0, 

II exp( -Bs) II ~ C exp(f3s) (C.64) 

Since the eigenvalues of A have zero real parts, for each a > 0, there is a positive 
constant M ( a) (which may tend to 00 as a -+ 0) such that for s E R, 

II exp(As) II ~ M(a) exp(alsl) (C.65) 

To show that PTJ maps S into itself, we need to show that there are positive constants 
Cl, C2, and C3 such that if TJ(Y) is continuously differentiable and satisfies 

IITJ(y)11 ~Cl; II~~(Y)II ~C2; II~~(Y)- ~~(x)11 ~c31Iy-xll 

~ 

for all x, y E Rk, then (PTJ) (y) is continuously differentiable and satisfies the same 
inequalities. Continuous differentiability of (PTJ)(Y) is obvious from (C.61). To 
verify the inequalities, we need to use the estimates on F and G provided by (C.62) 
and (C.63); therefore, we choose Cl to satisfy 0.5e < Cl < e. Using (C.64) and the 
estimates on G and TJ, we have from (C.61), 

II(PTJ)(Y)/I j~O= II exp(-Bs)II/IGIl ds ~ [°00 Cexp(f3s) ep(e) ds = Ce~(e) 
The upper bound on (PTJ) (y) will be less than Cl for sufficiently small c. Let 
7ry (t; y, TJ) denote the Jacobian of 7r(t; y, TJ) with respect to y. It satisfies the varia­
tional equation 
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where 

( ~:) = (~:) (7r ( t; y, TJ), TJ ( ( 7r ( t; y, TJ) ) ) 

wi th similar expressions for of /0 z and OTJ / oy. Hence, for t S; 0, 

1[y(t; y, TI) = exp(At) - 1" exp[A(t - s)] [ (~:) + (~~) (~~)] 1[y(s; y, TI) ds 

Using (C.65) and the estimates on F and TJ, we obtain 

II7ry(t; y, TJ) II S; M( a) exp( -at) + 1° M( a) exp[a( s - t)](l + C2)p(E) II7ry (s; y, TJ) II ds 

Multiply through by exp( at) and apply the Gronwall--Bellman inequality to show 
thatll 

II7ry (t;y,TJ)11 S; M(a)exp(-,t) 

where, = a + M(a)(l + C2)P(C:)' Using this bound, as well as (C.64) and the esti­
mates on G and TJ, we proceed to calculate a bound on the Jacobian [o(PTJ)(Y)/oy]. 
From (C.61), 

o(PTJ)(Y) 1° [(OG) (OG) (OTJ)] oy = -00 exp( -Bs) oy + oz oy 7ry (S; y, TJ) ds 

Thus, 

II a(p;~(y) II :S 1"00 c exp(i3s) (1+ ~)p(e)M(") exp( -/,s) ds 

C(l + C2)p(c:)M(a) 
/3-, 

provided c: and a are small enough that /3 > ,. This bound on the Jacobian of 
(PTJ) (y) will be less than C2 for sufficiently small c:. To show that the J aco bian 
[o(PTJ)(Y)/oy] is Lipschitz with a Lipschitz constant C3, we note that the Jacobian 
matrices [oF/oy], [oF/oz], [oG/oy], and [oG/oz] satisfy Lipschitz inequalities of 
the form 

II ~: (y, z) - ~: (x, w)11 S; L[lly - xii + liz - wll] 

t appears in the lower limit of the integral, you actually apply a version of the 
Gronwall-Bellman inequality that says: If 

y(t) ~ )..(t) + fa f-l(S)Y(S) ds 

then 
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for all x, y E Rk and z, W E Be;. By working with E < E* for some E* > 0, we can 
choose the Lipschitz constant L independent of E. Moreover, we can use the same L 
for all four Jacobian matrices. Using these inequalities and the Gronwall-Bellman 
inequality, we can repeat the foregoing derivations to show that 

l17ry(t; y, 1]) - 7ry(t; x, 1])11 ::; L1 exp( -2,t)lly - xII 

for all x, y E Rk and t ::; 0, where L1 = [(1 + C2)2 L + p(E)C3]M3(0:)/,. The last 
inequality can be used to show that 

11

8(P1]) (y) - 8(P1]) (X)II ::; CL1(2,- 0:) IIY - xii 
8y 8y M({3 - 2,) 

provided {3 - 2, > O. Choose 0: and E small enough that {3 - 2, > (3/2. Then, 

where L2 and L3 are independent of E and C3. Choosing C3 > Lz, we can choose E 
small enough that Lz + p(E)L3C3 < C3. Thus, we have shown that, for sufficiently 
small Cl and sufficiently large C3, the mapping P1] maps S into itself. To show that 
it is a contraction on S, let 1]1 (y) and 1]2 (y) be two functions in S. Let 7rl (t) and 
7r2(t) be the corresponding solutions of (C.58), which start at y; that is, 

7ri(t) = 7r(t; y, 1]i), i = 1,2 

Using the estimates given by (C.62) and (C.63), it can be shown that 

IIF(7r2,1]2(7r2)) - F(7rl,1]l(7rl))II::; (1 + c2)p(E)117r2 -7r111 + p(E) sup 111]2 -1]111 
yER'" 

II G(7r2 , 1]2 (7r2)) - G( 7rl, 1]1 (7r1)) II ~ (1 + C2)p(E)II 7r2 - 7rlll + p(E) sup 11172 -1]111 
yER'" 

l<rom (C.58), 117r2 - 7rIil satisfies 

11 7r2(t)- 7rl(t)1I ~ 1° M(o:)exp[o:(s-t)][p(E) sup 11172 -1]111 
t yER'" 

+ (1 + c2)p(E)II7r2(S) -7r1(s)IIJ ds 
1 

~ -M(o:)p(E) sup 111]2 -1]111 exp( -o:t) 
0: yER'" 

+ 1° (r - 0:) exp[o:(s - t)]1I7r2(s) - 7r1 (s)1I ds 

where we used, = 0:+M(0:)(1+C2)P(E) and the fact that 7rl(O) = 7r2(0). Multiply 
through by exp( o:t) and apply the Gronwall-Bellman inequality to show that 

1 
II7rdt) - 7rl(t)11 ~ -M(o:)p(E) sup 11172 -1]ll1exp(-,t) 

0: yER'" 
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Using this inequality in 

we obtain 

II(P7]2)(Y) - (P7]l)(y)11 ~ [°00 Ce!3S[(l + C2)p(E)111I"2(S) - 1I"1(s)11 

+p(E) sup 117]2 -7]Iill ds 
yERk 

~ Cp(E) sup 117]2 -7]IiI [_13
1 

yERk 

+ [°00 e!3S(l + c2)±M(a)p(E)e-f'S dS] 

~ b sup 117]2 - 7]111 
yERk 

where 

[
1 I'-a] 

b = C p(E) 73 + a(j3 1') 

By choosing E small enough, we can ensure that b < 1; hence, P7] is a contraction 
mapping on S. Thus, by the contraction mapping theorem, the mapping P7] has a 
fixed point in S. 

Suppose now that Ilg(y, 0)11 ~ kllyllP. The function G(y,O) satisfies the same 
bound. Consider the closed subset 

where C4 is a positive constant to be chosen. To complete the proof of the lemma, 
we want to show that the fixed point of the mapping P7] is in Y, which will be the 
case if we can show that C4 can be chosen such that P7] maps Y into itself. Using 
the estimate on G provided by (C.63), we have 

IIG(Y,7](y))11 ~ IIG(y,O)11 + IIG(y,7](y)) - G(y,O)11 ~ kllyllP + p(E)II7](y)11 

Since, in the set Y, 117](y)11 ~ c411y11P, 

Using this estimate in (C.61) yields 
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Because 1f(t; 0, 1]) = 0 and I/1fy(t;Y,1])11 :S M(a)exp(-It), it can be shown, as in 
the proof of Lemma 3.1, that 

111f(t; y, 1]) II :S A1 (a) exp( -It) IIYII 

for t :S O. Thus, 

II(Prl)(y)11 :S e[k + ~p(E)11l1p(a) IlyIIP ~f c511yIIP 
-PI 

provided E and a are small enough that j3 - PI > O. By choosing C4 large enough 
and E small enough, we have C5 < C4. Therefore, (P1]) maps Y into itself, which 
completes the proof of the lemma. 0 

Proof of Theorem 8.1 

It follows from Lemma C.6 with A = AI, B = A21 f = 91, and 9 = 92. 0 

Proof of Theorem 8.3 

Define /-l(Y) h(y)-·¢(y). Using the fact that N(h(y)) = 0 and N( ¢(y)) = O(lIyIIP), 
where N(h(y)) is defined by (8.11), we can show that /-l(y) satisfies the partial 
differential equation 

where 

and 

O/-l 
oy (y)[Al + N(y, /-l(Y))] - A2/-l(Y) - Q(y, /-l(y)) = 0 (C.66) 

Q(y, z) 

N(y, z) = 91 (y, ¢(y) + z) 

92(y, ¢(y) + z) - 92(Y, ¢(y)) + N(¢(y)) 

- ~~ (y)[9l(y, ¢(y) + z) - 91(y, ¢(y))] 

A function /-l(Y) satisfying (C.66) is a center manifold for an equation of the form 
(C.54)-(C.55) with A = AI, B = A2) f = N, and 9 = Q. Furthermore, in this case, 

Q(y,O) = N(¢(y)) = O(lIyIIP) 

Hence, by Lemma C.6, there exists a continuously differentiable function /-l(y) = 
O(llyIlP) that satisfies (C.66). Therefore, h(y) ¢(y) = O(llyIIP). The reduced 
system is given by 

if = A1Y+9l(y,h(y)) 

A1y + 9l(y, ¢(y)) + 91(y, h(y)) - 91(y, ¢(y)) 
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Since 91 is twice continuously differentiable and its first partial derivatives vanish 
at the origin, we have 

II i: (y, Z)II ~ kIilyl1 + k211zl1 

in the neighborhood of the origin. By the mean value theorem, 

091' 
91i(y, h(y)) - 91i(y, ¢(y)) = oz~ (y, ((y))[h(y) - ¢(y)] 

where 
11((y)11 ~ 11f-L(Y)II + 11¢(y)11 ~ k311yliP ~ k311YII 

for Ilyll < 1. Therefore, 

1191(y, h(y)) - 91(y, ¢(y))11 ~ k4 11yll 11f-L(y)II = O(lIyllp+l) 

which completes the proof of the theorem. 

C.16 Proof of Lemma 8.1 

To show that RA is invariant, we need to show that 

XERA=}X(S)~f¢(S;X)ERA' VSER 

Since 
¢(t;¢(S;X)) = ¢(t+s;x) 

o 

it is clear that limt-+=¢(tiX(S)) = 0 for all S E R. Hence, RA is invariant. To 
show that RA is open, take any point P E RA and show that every point in a 
neighborhood of P belongs to RA. To that end, let T > 0 be large enough that 
11¢(T;p)11 < a/2, where a is chosen so small that the domain Ilxll < a is contained 
in RA. Consider the neighborhood Ilx - pil < b of p. By continuous dependence of 
the solution on initial states, we can choose b small enough to ensure that for any 
point q in the neighborhood Ilx - pil < b, the solution at time T satisfies 

a 
11¢(T;p) - ¢(T; q)11 < "2 

Then, 
II¢(T; q)11 ~ II¢(T; q) - ¢(TiP)11 + 11¢(TiP)11 < a 

This shows that the point ¢(Ti q) is inside RA. Hence, the solution starting at q 
approaches the origin as t --7 00. Thus, q E RA and the set RA is open. We leave it 
to the reader (Exercise 8.13) to show that RA is connected. The statement about 
the boundary of RA follows from the next lemma. 

Lemma C.7 The boundary of an open invariant set is an invariant set. Hence, it 
is formed of trajectories. ,6. 
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Proof: Let M be an open invariant set and x be a boundary point of M. There 
exists a sequence Xn E M that converges to x. Since M is an invariant set, the 
solution ¢(t;xn) E Jvl for all t E R. The sequence ¢(t;xn) converges to ¢(t;x) for 
all t E R. Thus, ¢( t; x) is an accumulation point of M for all t. On the other 
hand, ¢(t; x) tI. 1\11, since x is a boundary point of M. Therefore, the solution ¢(t; x) 
belongs to the boundary of Ai for all t. 0 

C.17 Proof of Theorem 11.1 

\iVe will work with the full problem given by (11.10) and (11.11) in the (x, y) vari­
ables. The error estimate for z will then follow from the change of variables (11.9). 
Let y belong to the domain Dy, where (11.9) maps Dx x Dy into Dz. When we 
analyze (11.12) with the slowly varying t and x, we want to use the uniform expo­
nential stability property (11.15) of the boundary-layer model. Inequality (11.15) is 
valid only when x E D x , so to use it, we need to confirm that the slowly varying x 
will always be in Dx. \Ve anticipate that this will be true because the solution x of 
the reduced problem (11.8) belongs to S, a compact subset of D x , and we anticipate 
that the error Ilx(t,c:) - x(t)11 will be O(c:). Then, for sufficiently small c:, x will 
belong to Dx. However, the estimate Ilx(t, c:) - x(t)11 = O(c) has not been proven 
yet, so we cannot start by using it. We use a special technique to get around this 
difficulty.12 If Dx i= Rn, let E be the complement of Dx in Rn and define 

k = ~ inf {/Ix - ylll xES, Y E E} > 0 

If Dx = Rn, take k to be any positive constant. The sets 

Sl = {x E Rn I dist(x, S) :S k/2} and S2 = {x E Rn I dist(x, S) :S k} 

are compact subsets of Dx and SCSI C S2. Let 'Ij; : Rn -t [0,1] be a smooth 
(continuously differentiable infinitely many times) function with 'Ij; (x) = 1 when x 
belongs to SI and 'Ij;(x) = 0 when x is outside S2. 13 We define F and G by 

F(t, x, y, E) 

G(t,x,y,E) 

f(t, cp(x), y + h(t, cp(x)), c) 
ah 

g(t, cp(x), y + h(t, cp(x)), c) - c at (t, cp(x)) 

ah 
- c ax (t, cp(x))f(t, cp(x), Y + h(t, cp(x)), c) 

(C.67) 

(C.68) 

where cp(x) = (x - ~o)'tP(x) + ~o. It can easily seen that, for all x ERn, cp(x) is 
bounded and belongs to Dx, since Dx is convex. When x E Sl, we have cp(x) = x; 
hence, the functions F and f are identical. The same is true for the functions G 
and 9 c[(ah/at) + (ah/ax)fl. It can be verified that for all (t,x,y,c) E [O,tI] x 
Rn x nI x [0, EO], where n1 is any compact subset of Dy , we have the following: 

same technique is used in the proof of the center manifold theorem. (See Appendix C.15.) 
13The existence of 'Ij; is shown in Lemma 6.2 of Chapter 23 of [111]. 
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• F and G and their first partial derivatives with respect to c: are continuous 
and bounded . 

• F(t, x, y, 0) has bounded first partial derivatives with respect to (x, y). 

41) G(t, x, y, 0) and [oG(t, x, y, O)/oy] have bounded first partial derivatives with 
respect to (t, x, y). 

Consider the modified singular perturbation problem 

± F(t, x, y, c:), x(to) = ~(c:) 
G(t,x,y,c:), y(to) = 17(C:) - h(to,~(C:)) 

(C.69) 

(C.70) 

The modified problem of (C.69) and (C.70) is identical to the original problem of 
(11.10) and (11.11) when x E 51. The set 51 has been chosen in anticipation that 
the solution x(t, c:) will be confined to 51, which is based on the fact that x(t) E 5. 
The boundary-layer model 

dy 
dT = G(t, x, y, 0) (0.71) 

has an equilibrium point at y = O. Since 

G(t, x, y, 0) = g(t, cp(x), Y + h(t, cp(x)), 0) 

for any fixed x ERn, the boundary-layer model (C.71) can be represented as a 
boundary-layer model of the form (11.14) with cp(x) E Dx as the frozen parameter. 
Since inequality (11.15) holds uniformly in the frozen parameter, it is clear that the 
solutions of (C.71) satisfy the same inequality for all x ERn; that is, 

Ily( T) II :::; klly(O) II exp( -')IT), V Ily(O) II < Po, V (t, x) E [0, tIl x Rn
, V T 2: 0 (C.72) 

The reduced problem for (C.69) and (C.70) is 

± = F(t, x, 0, 0), x(to) = ~o (C.73) 

This problem is identical to the reduced problem (11.8) whenever x E 51. Since 
(11.8) has a unique solution x(t) defined for all t E [to, t1] and x(t) E 5, it follows 
that x(t) is the unique solution of (C.73) for t E [to, t1]' We proceed to prove 
the theorem for the modified singular perturbation problem given by (C.69) and 
(C.70). Upon completion of this task, we will show that, for sufficiently small c:, 
the solution x(t,c:) of (C.69)-(C.70) belongs to 51' This will establish that the 
original and modified problems have the same solution and proves the theorem for 
the original problem given by (11.10) and (11.11). 

Consider the boundary-layer model (C.71). Since [oG/oy] has bounded first par­
tial derivatives with respect to (t, x) and G(t, x, 0, 0) = 0 for all (t, x), the Jacobian 
matrices [oG/ot] and [oG/ox] satisfy 
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Using these estimates and (C.72), we conclude from Lemma 9.8 that there is a 
Lyapunov function IIdt, x, y) which satisfies 

c111y1l2:s 1I1(t,x,y):S c211yl12 

&111 112 &yG(t, X, y, 0) :S -c311y 

II :111 :S c411yll; II &;111 :S c511Y112; II ~; II :S c611yl12 

(C.74) 

(C.75) 

(C.76) 

for all y E {Ilyll < po} and all (t,x) E [0,t1] x Rn. The derivative of III along the 
trajectories of the full system (C.69)-(C.70) is given by 

1&~ &~ &~ 
--;:;-G(t,x,y,E) + --;:) + -;:;-F(t"x,y,E) 
E vy vt vX 
1 &111 1 &111 

-;:;-G(t, X, y, 0) + - -;:;- [G(t, x, y, E) - G(t, x, y, 0)] 
E vy E vy 

&111 &111 + 7ft + TxF(t,x,y,E) 

Using (C.75) and (C.76) and the estimates 

IIF(t,x,y,E)11 :S ko; IIG(t,x,y,E) - G(t,x,y,O)II:S EL3 

we obtain 

Thus, if at some time t* 2:: to, Ily(t*,E)11 < POy'cI/c2 /-L, the solution y(t,E) of 
the full problem will satisfy the exponentially decaying bound 

r:;::- [-a(t-t*)] Ily(t, E)II :S /-Lv CdC1 exp --E-- + E6, 'lit 2:: t* (C.77) 

where a = c3/4c2 and 6 = 2C2C4L3/C1C3' On the other hand, y(to, E) = TI(E) -
h(to, ~(E)) = Tlo - h(to, ~o) + O(E) and Tlo - h(to, ~o) belongs to ny, a compact subset 
of the region of attraction of the boundary-layer model 

dy 
d-;;' = G(to, ~o, y, 0) g(to, ~o, Y + h(to, ~o), 0) (C.78) 

We recall from (the converse Lyapunov) Theorem 4.17 that there is a Lyapunov 
function \fc) (y) such that 

&Vo 
-;:;-g(to,~O,y + h(to,~o),O):S -wo(y) 
vy 
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over the region of attraction, where Wo (y) is positive definite and {Vo (y) :S c} is a 
compact subset of the region of attraction for any c > ° . Choose Co such that fly 

is in the interior of {Vo(y) :S co}. The derivative of Vo along the trajectories of the 
full system (C.69)-(C.70) is given by 

1 avo 
---;::;-G(t,x, y, e) 
e uy 

1 avo 1 avo 
- --;::;-G(to, ~o, y, 0) + - --;::;-[G(t, x, y, e) - G(to, ~o, y, 0)] 
e uy e uy 

It can be verified that, for all (t, y) E [to, to + eT] x {Vo(y) :S co}, 

. 1 
Vo :S - [-Wo(y) + aoc(l + T)] 

e 

for some ao > 0. Application of Theorem 4.18 shows that there is ei > ° such that, 
for ° < e < ei, y(t, e) satisfies the inequality 

Ily(t, e)11 :S {3(f-l2, (t - to)/e) + g{c(l + T)) 

over the interval [to, to + eT], where {3 is a class K£ function, g is a class K function, 
and f-l2 is a positive constant. Choose T large enough that (3(f-l2, T) < f-l/2; then 
choose e* < ei small enough that g(e*(l + T)) < f-l/2. It follows that, for e < e*, 
y(t, e) satisfies 

Ily(t, e)11 < f-ll + f-l/ 2 for t E [to, to + eT] and Ily(to + eT, e)11 < f-l 

with f-ll = (3(f-l2, 0). Then, (C.77) and (C.79) yield 

Ily(t,e)ll:S klexp [-o:(te-to)] +e6, Vt ?to 

for some kl > 0. 
Consider (C,69). By rewriting the right-hand side as 

F(t,x,y,e) = F(t,x,O,O) + [F(t,x,y,e) - F(t,x,O,O)] 

(C.79) 

(C.80) 

we view (C.69) as a perturbation of the reduced system (C.73). The bracketed 
perturbation term satisfies 

IIF(t, x, y, e) - F(t, x, 0, 0)11 :S IIF(t, x, y, e) - F(t, x, y, 0) II 

+ IIF(t, x, y, 0) - F(t, x, 0, 0)11 

:S L 4e + L511YII 

:S ele + e2 exp [ -0: (t
e
- to)] 
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u(t, c:) = x(t, c:) - x(t) 

Then, 

u(t, c:) ~(c:) - ~(O) + it [F(s, x(s, c:), y(s, c:), c) - F(s, x(s), 0, 0)] ds 
to 

~(c) - ~(O) + j't [F(s, x(s, c), y(s, c), c) - F(s, x(s, c), 0, 0)] ds 
lto 

and 

+ r [F(s, x(s, c:), 0, 0) - F(s, x(s), 0, 0)] ds 
lto 

Ilu(t, Elil S k,E + 1: {Ole + 0, exp [ ~"(Se ~ tol]} ds + 1>61IU(S, elll ds 

< k,e+ [Ole(tl~tol+ o~e] + 1:L61Iu(s,elll ds 

By the Gronwall-Bellman lemma, we arrive at the estimate 

(C.8I) 

which proves the error estimate for x. We can also conclude that, for sufficiently 
small c:, the solution x(t, c:) is defined for all t E [to, tl]' 

To prove the error estimate for y, consider (C.70), which, for convenience, is 
written in the T time scale as 

dy 
dT = G(to + cT, x(to + C:T, c:), y, c:) 

Let f)( T) denote the solution of the boundary-layer model 

dy 
dT = G(to, ~o, y, 0), y(O) = TJo - h(to, ~o) 

and set 
V(T,c:) = y(T,c:) ·-f)(T) 

By differentiating both sides with respect to T and substituting for the derivatives 
of y and f), we obtain 

~~ = G(to +C:T,X(to +C:T,c:),Y(T,c:),c:) - G(to,~o,f)(T),O) 
We add and subtract G(to C:T, x(to + cT, c:), V, 0) to obtain 

dv 
dT = G(t, x, v, 0) + t::.G (C.82) 
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where t = to + cT, X = x(to + cT, c), 6.G = 6.1 + 6.2 + 6.3, and 

6. 1 G(t, x, y, 0) - G(t, x, il, 0) - G(t, x, v, 0) 

6.2 G(t,x,y,c) - G(t,x,y,O) 

6.3 G(t, x, il, 0) - G(to, ~o, il, 0) 

It can be verified that 

II6.IiI :S k411vl12 + k511vll Ililll, 116.211:S cL3 

116.311 :S LIlt - toillilil + L211x - ~oll IWII :S (L 1cT + L2ca + L 2cTko)llilll 

for some nonnegative constants k4' k5, and a. Repeating the derivation that led to 
(C.80), it can be shown that 

(C.83) 

Hence, 

II6.GII :S k411vl12 + k5kl11vll e-aT + cL3 + calkl(l + T)e- aT 

:S k411vl1 2 + k5kIilvlle-aT + ca2 (C.84) 

where al = max{L2a, Ll + L2kO} and a2 = L3 + alkl max{l, 1/a}. We have used 
the fact that (1 + T)e- aT :S max{l,l/a}. Equation (C.82) can be viewed as a 
perturbation of 

dv 
dT = G(t, x, v, 0) (C.85) 

which, by Lemma 9.8, has a Lyapunov function V1(t,x,v) that satisfies (C.74) 
through (C.76). Calculating the derivative of VI along the trajectories of (C.82) 
and using the estimate (C.84), we obtain 

VI :S - 2C311vl12 + c4k5klllvl12e-aT + C4a211vll 
c c 

:S - ~ (ka - kbe- aT
) VI + 2kc#. 

c 
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where D+T¥(T) is the upper right-hand derivative of W with respect to T. By the 
comparison principle (Lemma 3.4), we conclude that 

where 

for some kg, o:.g > O. Using the fact that v(O) = O(c), we conclude that V(T) = O(c) 
for all T ~ O. This completes the proof that the solution of (0.69)-(0.70) satisfies 

x(t, c:) - x(t) = O(c), y(t, c) - Y (~) = O(c) 

V t E [to, tlJ for sufficiently small c. Since x(t) E 8, there is C2 > 0 small enough 
such that x(t,c:) E 81 for all t E [to,tl ] and all c < c2' Hence, x(t,c) and y(t,c) are 
the solutions of (11.10)-(11.11). From (11.9), we have 

z(t,c) - h(t,x(t)) - Y (~) = y(t,c) - Y (~) + h(t,x(t,c)) - h(t,x(t)) = O(c) 

where we have used the fact that h is Lipschitz in x. Finally, since y( T) satisfies 
(0.83) and 

exp [
-o:.(t - to)] 

c ::; c, V 0:. ( t 

the term y(t/c:) will be O(c) uniformly on [tb, tIl if c is small enough to satisfy 

c:ln (~) ::; o:.(tb -to) 

The proof of Theorem 11.1 is now complete. 

C.18 Proof of Theorem 11.2 

The proof follows closely that of Theorem 11.1. We will only point out two main 
differences, one in showing that x belongs to Dx and the other in analyzing the 
error x-x. The first point makes use of the Lyapunov function V of the reduced 
system, while the second one makes use of its stability properties. 

Using the Lyapunov function V, we will argue that x belongs to the compact 
set {lVI (x) ::; c} for all t ~ to. Therefore, we do not need to truncate x by using the 
function 1jJ(x), as we did in the proof of Theorem 11.1. The functions F and G are 
still defined by (0.67) and (0.68), but with cp(x) replaced by x. They have the same 
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properties as before for all (t, x, y, c) E [0,00) x {Wdx) ::; c} x [11 X [0, co]. Moreover, 
[aF/ax](t, x, 0,0) is Lipschitz in x, uniformly in t. For all x E {W1 (x) ::; c}, we can 
repeat the earlier derivation to show that y(t, e) satisfies (C.SO). Hence, 

Ii ::; -W3(X) + k6 C + k7 exp [ -a (t
e
- to)] 

Using the fact that ~o E {W2 (x) ::; pc}, we can see that there is a time TI > 0, 
independent of c, such that, for sufficiently small c, x(t, c) E {W2 (x) ::; c} for all 
t E [to, to + T1]. For t 2: to + T1 , the exponential term exp [-a(t - to)/e] is O(e). 
Thus, 

Ii ::; -W3(X) + kse 

Using this inequality, we can show that Ii is negative on the boundary V(t, x) = c. 
Therefore, X(t,e) E {Wl(X) ::; c} for all t 2: to. 

To analyze the approximation error u(t, e) = x(t, e) - x(t), we view (C.69) as a 
perturbation of the reduced system (C.73). Instead of using the Gronwall-Bellman 
lemma to derive an estimate of u, we employ Lyapunov analysis that exploits the 
exponential stability of the origin of (C. 73). The Lyapunov analysis is very similar 
to the boundary-layer analysis of Theorem 11.1 's proof. Therefore, we will describe 
it only briefly. The error u satisfies the equation 

u=F(t,u,O,O)+~F (C.S6) 

where 

~F = [F(t, x + u, 0, 0) - F(t, x, 0, 0) - F(t, u, 0, 0)] + [F(t, x, y, e) F(t, x, 0, 0)] 

It can be verified that 

II~FII ::; k411ul12 + k5 11ull Ilxll + k6 exp [ -a (t
e
- to)] + ek7 

The system (C.S6) is viewed as a perturbation of 

u=F(t,u,O,O) (C.S7) 

Because the origin of (C.S7) is exponentially stable, we can obtain a Lyapunov 
function V(t, u) for it by using Theorem 4.14. Using this function with (C.S6), we 
obtain 

if av av av 
at + au F(t,u,O,O) + au ~F 

::; -c311u112 + c411ull {k411u112 + k5 11ull Ilxll - [-a(t - to)] -} k6 exp e + ek7 

For Ilull ::; C3/2c4k4, we have 

11 ::; -2 [ka - kbe-ii(t-to)] V + 2 {eke + kd exp [ -a(t
c
- to)] } /V 
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for some ka, a > 0 and kb' kc, kd 2: O. Applying the comparison principle yields 

where T¥ = -IV and 

1¢(t,s)I.:::; kge-(j(t-to), (f > 0, kg> 0 

Since u(to) = O(c) and 

1: exp[-i7(t - s) 1 exp [ -,,(ss - to) 1 ds = O(c) 

we can show that W(t) = O(c) and, subsequently, u(t, c) = O(c). The rest of the 
proof proceeds exactly as in Theorem 11.1. Notice that the boundary-layer analysis 
in that proof is valid for all T 2: o. 

C.19 Proof of Theorem 12.1 

We analyze the closed-loop system (12.45) as a slowly varying system by using the 
results of Section 9.6. Since dependence on w does not playa role in the proof, we 
write g(X,p,w) as g(X,p). It can be verified that g(X,p) is continuously differen­
tiable in a domain D x x D p and Xss ( 0:) and Ams ( 0:) are continuously differentiable 
in Dp. Because Ams(O:) is Hurwitz for all 0: E Dp, it is Hurwitz uniformly in 0: for 
all 0: E S (a compact subset of Dp). Hence, Ams satisfies all the assumptions of 
Lemma 9.9 for 0: E S. Let Pms = Pms(O:) be the solution of the Lyapunov equation 
PmsAms + A;LsPms = -I. We use V(Xo, 0:) Xl PmsXo as a Lyapunov function 
candidate for the frozen system Xo = 9 (Xo + Xss ( 0:), 0: ). Lemma 9.9 shows that 
11(Xo, 0:) satisfies (9.41), (9.43), and (9.44). We only need to verify (9.42). The 
frozen system can be rewritten as 

where 
II D..g(Xo , 0:)112 = IIg(Xo + Xss(O:) , 0:) - Ams(o:)Xo 112 :::; klllXolI~ 

i~l some domain {IiXoIl2 < rd. Thus, the derivative of V along the trajectories of 
Xo = g(Xo + Xss(O:), 0:) satisfies 

11 :::; -IiXo II~ + 2C2kI/lX611~ :::; - ~ IIXo II~ 

for 11..1:'0112 < 1/(4c2kl). Therefore, there exists r > 0 such that V(XOlO:) satis­
fies (9.41) through (9.44) for all (Xo,o:) E {!!Xo!b < r} x S. The conclusions of 
Theorem 12.1 follow from Theorem 9.3. 
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C.20 Proof of Theorem 12.2 

To analyze the closed-loop system (12.58)-(12.59), we combine stability analysis of 
slowly varying systems from Section 9.6 with stability analysis of singularly per­
turbed systems from Section 11.5. Since dependence on w does not playa role in 
the proof, we write (12.58)-(12.59) as 

g(X, p) + N(p) [19 - ¢(X, p)] 

-19 + ¢(X,p) 

(C.88) 

(C.89) 

When E = 0, we obtain the reduced system X = g(X, p), which was analyzed in the 
proof of Theorem 12.1 by using the quadratic Lyapunov function Xl PmsXo. It can 
be verified that ¢(X, p) is continuously differentiable in a domain Dx x Dp. The 
change of variables 

Y = X - Xss(p), Z = 19 - ¢(X,p) 

transforms the system (C.88)-(C.89) into 

g(y + Xss(p),p) + N(p)Z _ 8~s P (C.90) 

EZ 8¢ 8¢ 
-Z - E 8X [g(y + Xss(p), p) + N(p)Z]- E 8pP (C.91) 

Using V = yT PmsY + (1/2)ZT Z as a Lyapunov function for (C.90)-(C.91), we 
obtain 

v = _yTy + 2yT Pms [g(y + Xss(p), p) - Ams(P)Y + N(p)Z - 8~s p] 

+ yT [~tPms(p)] Y 

- ~ ZT Z - ZT {:! [g(Y + Xss(p), p) + N(p)Z] + ~~p} 

:::; -IIYII~ - ~ IIZII~ + cIilYII~ + c211Yll2 IIZII2 + c311Yll211pII2 
E 

+ c411YII~lIp1I2 + c511ZII~ + c611 Z 11211pII2 

in some neighborhood of the origin, for some positive constants Ci. Limiting our 
analysis to a neighborhood where IIYII2 :::; C7 :::; 1/(4cl), we arrive at the inequality 
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Choosing E* small enough that the 2 x 2 matrix is positive definite for all 0 < E < E*, 

we end up with 

for some positive constants 0: and /3. Hence, lV = VV satisfies the inequality 

D+W :::; -o:l¥ + /3llplb 

Applying the comparison lemma concludes the proof. 

C 1 Proof of Theorem 13.1 

The proof uses the notions of Lie brackets and involutive distributions, introduced 
in Section 14.3, as well as the notion of complete integrability. A nonsingular 
distribution .6. on D, generated by il, ... , fk' is completely integrable if for each 
Xo ED, there exists a neighborhood N of Xo and n - k real-valued smooth functions 
h1(x), ... , hn-k(x) such that 

8h· 
~ Ii (x) = 0, V 1 :::; i :::; k and 1 :::; j :::; n - k 
uX 

and the row vectors dh 1 (x), ... ,dn-k(x) are linearly independent for all xED, 
where 

dh(x) = ~~ = [::~, ... , :x:l 

is called the differential of h. A key result from differential geometry is Frobenius 
theorem,14 which states that a nonsingular distribution is completely integrable if 
and only if it is involutive. 

We start by stating and proving two preliminary lemmas. 

Lemma C.S For all xED and all integers k and j such that k :2: 0 and 0 :::; j :::; 
p - k - 1, we have 

O:::;j+k<p 1 
(C.92) 

j+k=p-1 

<> 

Proof: Prove it by induction of j. For j = 0, (C.92) holds by the definition of 
relative degree. Assume now that (C.92) holds for some j and prove it for j + 1. 
Recall from the Jacobi identity (Exercise 13.8) that 

[88J for the proof of Frobenius theorem. 
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for any real-valued function A and any vector fields f and (3. Taking A = L}h and 

(3 = ad}g, we obtain 

L dH1 Lfkh(x) = L[f d j ]Lfkh(x) = LfL d j Lfkh(x) - L d j L f
k+1 h(x) 

a f g ,a f g a f g a f g 

We note that the first term on the right-hand side vanishes since 

Moreover, 

O~j+k+l<p-l 

j+k+l=p 1 

by the assumption that (C.92) holds for j. Thus, 

O~j+k+l<p-l 

j+k+l=p-l 

which completes the proof of the lemma. o 

Lemma C.9 For all xED, 

• the row vectors dh(x), dLfh(x), ... , dLj-1h(x) are linearly independent; 

CD the column vectors g(x), adfg(x), ... , adj-lg(x) are linearly independent. 

o 

Proof: We have 

L dP-1 h(x) 
a f g 

L dP-2 Lfh(x) 
a f g * 

* * 
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:From the previous lemma, the right-hand side matrix takes the form 

[ 
~ ~ ~ 1 
00* 
0** 

where 0 denotes a nonzero element. Thus, the matrix is nonsingular, which proves 
the lemma, for if any of the two matrices on the left-hand side has rank less than 
p, their product must be singular. 0 

Lemma C.g shows that p :::; n. Vile are now ready tp prove Theorem 13.1. The 
proof for the case p = n follows from Lemma C.g, whose first statement shows that 
[aT / ax] is nonsingular. Consider the case p < n. The distribution Ll = span {g} 
is nonsingular, involutive, and has dimension one. 15 By Frobenius theorem, Ll is 
completely integrable. Hence, for every Xo E D, there exist a neighborhood NI 
of Xo and n - 1 smooth functions ¢I(X), ... , ¢n-I(X), with linearly independent 
differentials such that 

Because 

LgL}h(x) = 0, for °:::;   i :::; P - 2 

and dh(x), ... , dLj-2 h(x) are linearly independent, we can use h, ... , Lj-2h as 
part of these n - 1 functions. In particular, we take them as ¢n-p+I, ... , ¢n-I. 
Since LgLj-1 h(x) =1= 0, the row vector dLr;-·1 h(xo) is linearly independent of the 
row vectors d¢l (xo), ... , d¢n-I (xo). Therefore, 

and there is a neighborhood N2 of Xo such that T(x), restricted to N2, is a diffeo­
morphism on N2. Taking N = NI n N2 completes the proof of the theorem. 0 

C.22 Proof of Theorem 13.2 

The system 

x f(x) + g(x)u 

that any nonsingular distribution of dimension one is automatically involutive. 
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is feed back linearizable if and only if a sufficiently smooth function h (x) exists such 
that the system 

i; = f(x) + g(x)u, y = h(x) 

has relative degree n in Do C D; that is, h(x) satisfies 

LgLjh(x) = 0, for 0 :::; i :::; n - 2 and LgLj-1h(x) =1= 0, V x E Do (C.93) 

Thus, to prove the theorem, we need to show that the existence of h(x) satisfying 
(C.93) is equivalent to conditions 1 and 2. 
Necessity: Suppose there is h(x) satisfying (C.93). Lemma C.9 shows that rank Q = 
n. Then, 1) is nonsingular and has dimension n - 1. From (C.92), with k = 0 and 
p = n, we have 

which can be written as 

dh(x)[g(x), adfg(x), . .. ,adj-2g(x)] = 0 

This equation implies that 1) is completely integrable and it follows from Frobenius 
theorem that 1) is involutive. 
Sufficiency: Suppose conditions 1 and 2 are satisfied. Then, 1) is nonsingular and 
has dimension n - 1. By Frobenius theorem, there exists h(x) satisfying 

Using the Jacobi identity (Exercise 13.8), it can be verified that 

Furthermore, 

dh(x)Q(x) = dh(x)[g(x), adfg(x), . .. ,adj-lg(x)] = [0, ... ,0, Ladj-lgh(x)] 

Since rank Q = nand dh(x) =1= 0, it must be true that L dn-1 h(x) =1= O. Using the 
a f 9 

Jacobi identity, it can be verified that LgLj-lh(x) =1= 0, which completes the proof 
of the theorem. 

C.23 Proof of Theorem 14.6 

For the purpose of analysis, the observer dynamics are replaced by the equivalent 
dynamics of the scaled estimation error 
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for 1 ::; i ::; m and 1 ::; j ::; Pi- Hence, we have x = x - D(C:)1], where 

1] [1]11, ... ,1]lPl' ... ,1]ml, ... , 1]mPmlT , 

D(c:) block diag[D1 , ... , Dm] 

Di diag[C:Pi -
1

, ... , l]PixPi 

The closed-loop system can be represented by 

i; Ax B¢(x,z,,(rJ,x - D(C:)1],()) 

i 7/J(x,z,,(rJ,x - D(C:)1],()) 
J f(rJ, x - D(C:)1], () 

C:T] Ao 1] + c: B 6 ( x, z, rJ, D ( c: ) 1] ) 

where 
6(x,z,rJ,D(C:)1]) = ¢(x,z,,(rJ,x,()) - ¢o(x,(,,(rJ,x,()) 

and (l/c:)Ao = D-l(c)(A HC)D(c) is a P x P Hurwitz matrix. For convenience, 
we rewrite the system in the compact singularly perturbed form 

F(X,D(c)1]) 

Ao1] + cB~(X, D(c)1]) 

(C.94) 

(C.95) 

where F(X,O) = f(X). The initial states are X(O) = (x(O), z(O), rJ(O)) E Sand 
X(O) E Q. Thus, we have 1](0) = D-1 (c) [x(O) - X(O)]. Setting c: = 0 in (0.95) yields 
1] = 0 and the reduced system 

x = f(X) (C.96) 

is nothing, but the closed-loop system under state feedback. The boundary-layer 
model, obtained by applying the change of time variable r = tic then setting c: = 0, 
is given by 

d1] 
dr = A01] 

Since the origin of (C.96) is asymptotically stable and R is its region of attraction, 
by (the COIlverse Lyapunov) Theorem 4.17, there is a smooth, positive definite 
function V(X) and a continuous, positive definite function U(X), both defined for 
all X E R, such that 

v (X) --+ 00 as X --+ oR 

~~f(X) ::; -U(X), V X E R 

and for any c > 0, {V(X) ::; c} is a compact subset of R. Let S be any compact 
set in the interior of R. Choose positive constants band c such that c > b > 
maxXES V(X). Then 

S C Db = {V(X) ::; b} c Dc {V(X)::; c} c R 
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For the boundary-layer system, the Lyapunov function W(1]) = r? Po 1] , where Po is 
the positive definite solution of the Lyapunov equation PoAo + Air Po = -I, satisfies 

Am in(Po)II1]112 ::; W(1]) ::; Amax(PO) 1177112 

88: Ao1] ::; -111]112 

where throughout the proof we use II . II = II . 112. Due to equivalence of norms, it 
is sufficient to prove (14.114) and (14.115) in the 2-norm. Let 2:; = {W(1]) ::; QE2} 

and A = nc x 2:;. Due to the global boundedness of F and ~ in X, for all X E nc 
and 1] E RP, we have 

where kl and k2 are positive constants independent of E. Moreover, for any 0 < E < 
1, there is L I , independent of E, such that for all (X,1]) E A and every 0 < E ::; E, 
we have 

We will always consider E ::; E. We start by showing that there exist positive 
constants Q and El (dependent on Q) such that the compact set A is positively 
invariant for every 0 < E ::; EI. This can be done by verifying that 

v ::; -U(X) + Ek3 

and 

for all (X, 1]) E A, where k3 = L 1 L2 VQ/Amin(PO), IIPol1 = Amax(PO), IIBII = 1, and 
L2 is an upper bound for 118V/8XII over nco Taking Q = 16k~IIPo113 and EI = f3/k3, 
where f3 = minxEaoc U(X), it can be shown that, for every 0 < E ::; EI, we have 
V ::; 0 for all (X, 1]) E {V(X) = c} x 2:; and vir ::; 0 for all (X,1]) E nc x {W(1]) = 
QE2}. Hence, A is positively invariant. 

Now we consider the initial state (X(O), x(O)) E SX Q. It can be verified that the 
corresponding initial error 1](0) satisfies 111](0) II ::; k/ E(Pmax- 1) for some nonnegative 
constant k dependent on Sand Q, where Pmax = max {PI, ... , Pm}. Since X(O) is in 
the interior of nc , it can be shown that 

(C.97) 

as long as X(t) Ene' Thus, there exists a finite time To, independent of E, such 
that X(t) E nc for all t E [0, To]. During this time interval, we have 
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since 

Therefore, 
0'2 

W(7](t)) :::; c2(Pmax- 1) exp (-O'lt/c) (C.9S) 

where 0'1 = 1/(2I1PolI) and 0'2 = k2 11Poli. Choose C2 > 0 small enough that 

T(c) c 0'2 1 -In(--) < -To 
0'1 (!c2Pmax - 2 

for all 0 < c :::; C2. We note that C2 exists, since T(c) tends to zero as c tends to zero. 
It follows that W(7](T(c))) :::; (!C2 for every 0 < c:::; C2. Taking ci = min{E',cl,C2} 
guarantees that, for every 0 < C :::; ci, the trajectory (X(t), 7]( t)) enters A during the 
interval [0, T(c)} and remains there for all t 2: T(c). Consequently, the trajectory 
is bounded for all t 2: T(c). On the other hand, for t E [0, T(c)], the trajectory is 
bounded by virtue of inequalities (C.97) and (C.9S). 

Next, we show (14.114). We know that, for every 0 < c :::; ci) the solutions are 
inside the set A for all t 2: T(c), where A is O(c) in the direction of the variable 7]. 
Thus, we can find C3 = c3(f-l) :::; ci such that, for every 0 < c :::; C3, we have 

(C.99) 

Using the fact that 11:::; -U(x) + ck3 for all (X, 7]) E A, we conclude that 

v :::; -~U(x), for X ~ {U(X) :::; 2k3c v(c)} (C.100) 

Because U(X) is positive definite and continuous, the set {U(X) :::; v(c)} is a 
compact set for sufficiently small c. Let co(c) = maxU(X)$V(E){V(X)}; co(c) is 
nondecreasing and limE-+o co(c) O. Consider the compact set {V(X) :::; co(c)}. 
\iVe have {U(X) :::; v(c)} C {V(X) :::; co(c)}. Choose C4 = c4(f-l) :::; ci small enough 
such that, for all c :::; [4) the set {U(X) :::; v(c)} is compact, the set {V(X) :::; co(c)} 
is in the interior of Slc) and 

{V(X) :::; co(c)} c {IIXII :::; f-l/2} (C.101) 

Then, for all X E Slc) but X ~ {V(X) :::; co(c)}, we have an inequality similar 
to (C.lDO). Therefore, we conclude that the set {V(X) :::; co(c)} x :E is positively 
invariant and every trajectory in nc x :E reaches {V(X) :::; co(c)} x :E in finite time. 
In other words, given (C.101), there exists a finite time T = T(f-l) such that for 
every 0 < c :::; C4 

IIX(t)11 :::; f-l/2. 'lit 2: T (C.102) 

Take c2 = c2(f-l) = min{c3) c4} and T2 = T2(f-l) = max{t, T}. Then, (14.114) 
follows from (C.99), (C.102), x = x - D(c)7], and IID(c)11 = 1. 

To show (14.115), we divide the interval [0, (0) into three intervals [0, T(c)], 
and (0) and show (14.115) for each interval. From the ultimate 
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boundedness of X(t), shown in (14.114), and the asymptotic stability of the origin 
of (C.96), we conclude that there exists a finite time T3 2:: T(c), independent of c, 
such that, for every 0 < c .::; c2' we have 

(C.103) 

From (C.97), we know that 

during the interval [0, T(c)]. Similarly, it can be shown that 

during the same interval. Hence, 

IIX(t) - Xr(t) II .::; 2k I T(c), V t E [0, T(c)] 

Since T(c) -+ 0 as c -+ 0, there exists 0 < C5 .::; c2 such that, for every 0 < c .::; C5, 
we have 

IIX(t) - Xr(t)11 .::; /k, V t E [0, T(c)] (C.104) 

Over the interval [T(c), T3], the solution X(t) satisfies 

x = F(X,D(c)7](t)), with IIX(T(c)) - Xr(T(c))11 .::; OI(C) 

where D(c)7] is O(c) and OI(C) -+ 0 as c -+ O. Thus, by Theorem 3.5, we conclude 
that there exists 0 < C6 .::; C2 such that, for every 0 < c .::; C6, we have 

IIX(t) - Xr(t)11 .::; /k, V t E [T(c), T3] (C.105) 

Take c3 = min{ C5, C6}' Then, (14.115) follows from (C.103) through (C.105). 
Finally, assuming that the origin of (C.96) is exponentially stable, it follows from 

(the converse Lyapunov) Theorem 4.14 that there exists a continuously differentiable 
Lyapunov function VI (X) which satisfies the inequalities 

over the ball Br C R for some positive constants r, bl , b2 , b3, and b4 . U sing the 
local Lipschitz property of F and .6. and the fact that F(O,O) = 0 and .6.(0,0) = 0, 
it can be shown that the composite Lyapunov function V2 (X, 7]) = VI (X) + W (7]) 
satisfies 

where 
y= [ IIXII 

117] II 
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for some nonnegative constants {31 and {32. The matrix Q will be positive definite 
for sufficiently small c. Hence, there is a neighborhood N of the origin, independent 
of c, and C7 > 0 such that for every 0 < c ::; C7, the origin is exponentially stable 
and every trajectory in N converges to the origin as t ~ 00. By (14.114), there 
exists cs > 0 such that for every 0 < c ::; cs, the solutions starting in S x Q enter N 
in finite time. Hence, for every 0 < C ::; c4 = min{ c7, c8}, the origin is exponentially 
stable and S x Q is a subset of the region of attraction. 



otes and 

The main references used in the preparation of this text are Hirsch and Smale [81], 
Hale [75], and Miller and Michel [135] for the theory of ordinary differential equa­
tions; Hahn [72], Krasovskii [107], and Rouche, Habets, and Laloy [154] for stability 
theory; and the texts by Vidyasagar [201](first edition) and Hsu and Meyer [85]. 
References for the various topics are listed under the respective chapters. The ap­
pendices on mathematical review and contraction mapping have been patterned 
after similar summaries in Bertsekas [27] and Luenberger [121]. For a complete 
coverage of topics in these appendices, the reader may consult any text on mathe­
matical analysis. We have used Apostol [10]. Other standard texts are Rudin [157] 
and Royden [156]. 

Chapter 1. The tunnel diode circuit and negative resistance oscillator are 
taken from Chua, Desoer, and Kuh [39]. The presentation of the mass-spring sys­
tem is based on Mickens [134] and Southward [184]. The Hopfield neural network 
description is based on Hopfield [82] and Michel, Farrel and Porod [131]. The adap­
tive control example is based on Sastry and Bodson [168]. An interesting book to 
read about nonlinear phenomena, including chaos, is Strogatz [187]. 

Chapter 2. The classical material on second-order systems in Sections 2.1 
to 2.4 can be found in almost any text on nonlinear systems. Our presentation 
has followed closely the lucid presentation of Chua, Desoer, and Kuh [39]. Sec­
tion 2.5 is based on Parker and Chua [149]. Section 2.6 is based on Hirsch and 
Smale [81, Chapters 10 and 11], Guckenheimer and Holmes [70, Section 1.8], and 
Strogatz [187]. The bifurcation material of Section 2.7 is based on [70] and [187]. 

Chapter 3. The material in Sections 3.1-3.3 is standard and can be found in 
one form or the other in any graduate text on ordinary differential equations. Sec­
tion 3.1 comes very close to the presentation in Vidyasagar [201 ], while Sections 3.2 
and 3.3 are based on Hirsch and Smale [81] and Coppel [43]. The comparison prin­
ciple is based on Hale [75], Miller and Michel [135], and Yoshizawa [213]. 

719 
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Chapter 4. Hahn [72], Krasovskii [107], and Rouche, Habets, and Laloy [154] 
are authoritative references on Lyapunov stability. The presentation style of Sec­
tion 4.1 is influenced by Hirsch and Smale [81]. The proof of Theorem 4.1 is taken 
from Hirsch and Smale [81, Section 9.3], while that of Theorem 4.3 is based on 
Hahn [72, Section 25}, Hale [75}, and Miller and Michel [135). The invariance prin­
ciple presentation of Section 4.2 follows the original work by LaSalle [112]. The 
proof of Lemma 4.1 is based on Rouche, Habets, and Laloy [154, Appendix III). 
The application of the invariance principle to neural networks is standard and can 
be found in Hopfield [82]. Our presentation is influenced by Salam [163]. See also 
Cohen and Grossberg [42] for a generalization of Example 4.11. The material on 
linear time-invariant systems in Section 4.3 is taken from Chen [35}. The proof of 
Theorem 4.6 is taken from Kailath [94J. The proof of Theorem 4.7 on lineariza­
tion is guided by Rouche and Mawhin [155, Sections 1.6 and 1.7], which includes 
a careful treatment of the case when the linearization has at least one eigenvalue 
in the right-half plane with other eigenvalues on the imaginary axis. The proof 
of Lemma 4.3 is taken from Hahn [72, Section 24B]. The statement and proof of 
Lemma 4.4 is guided by Hahn [72, Section 24E1 and Sontag [181, Lemma 6.1J. The 
proof of Lermna 4.5 is taken from Hahn [72, Section 351 (for the local part) and 
Lin, Sontag, and Wang [118J (for the global part). The proofs of Theorems 4.8 and 
4.9 combine ideas from Hahn [72, Section 25] and Rouche, Habets, and Laloy [154, 
Section 1.6J. Section 4.6 is based on Vidyasagar [201]. The proofs of the converse 
Lyapunov theorems are based on Krasovskii [107, Theorem 11.1] for Theorem 4.14, 
Miller and Michel [135, Section 5.13] and Hahn [72, Section 49]' with some insight 
from Hoppensteadt [83), for Theorem 4.16, and Kurzweil [109] and Lin, Sontag, 
and Wang [118] for Theorem 4.17. The proof of Theorem 4.18 is guided by Miller 
and Michel [135, Theorem 9.14] and Corless and Leitmann [45]. The concept of 
input-to-state stability was introduced by Sontag [181]' who proved a few basic 
results. (See [182J.) Our presentation benefited from a nice exposition in Krstic, 
Kanellakopolous, and Kokotovic [108}. 

,--,rial-HEll' 5. The treatment of L-stability in Sections 5.1 and 5.2 is based on 
Desoer and Vidyasagar [53] and Vidyasagar [201]. Section 5.3 on the L2-gain is 
based on van der Schaft [199], with help from the papers by Willems [209] and 
Hill and Moylan [77], [79] on dissipative systems. The proof of Theorem 5.4 is 
based on [53, Section 2.6], [200, Section 3.1.2]' and [220, Section 4.3]. The small­
gain theorem presentation is based on Desoer and Vidyasagar [53] and the tutorial 
article by Teel, Georgiou, Praly, and Sontag [192]. Example 5.14 is taken from [192]. 

Chapter 6. The passivity approach is based on several references, including Hill 
and Moylan [77], [78], Sepulchre, Jankovic, and Kokotovic [172], Byrnes, Isidori and 
'Villems [31]' Krstic, Kanellakopoulos, and Kokotovic [108], Teel, Georgiou, Praly, 
and Sontag [192}, and Vidyasagar [201]. An expanded treatment of positive real 
transfer functions and the positive real lemma is given in Anderson and Vongpan-
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itlerd [6]. The proof of Lemma 6.1 is based on Tao and Ioannou [190] and Wen [206]. 
The proofs of Lemmas 6.2 and 6.3 are based on Anderson [4]. 

Chapter 7. Absolute stability has a long history in the control theory liter­
ature. For a historical perspective, see Hsu and Meyer [85, Sections 5.9 and 9.5]. 
Our presentation of the circle and Popov criteria is based on Hsu and Meyer [85, 
Section 9.5 and Chapter 10], Vidyasagar [201]' Siljak [174, Sections 8.6 through 
8.9 and Appendix H], and Moore and Anderson [138]. A comprehensive coverage 
of absolute stability can be found in Narendra and Taylor [140]. Detailed treat­
ment of the describing function method can be found in Atherton [18] and Hsu and 
Meyer [85, Chapters 6 and 7]. Our presentation in Section 7.2 follows Mees [128, 
Chapter 5]. The proof of Lemma 7.1 is taken from Mees and Bergen [130]. The 
proof of Theorem 7.4 is based on Mees and Bergen [130] and Bergen and Franks [25]. 
The presentation of the error analysis has gained a lot from a lucid presentation in 
Siljak [174, Appendix G], from which Example 7.14 is taken. 

Chapter 8. Section 8.1 is based mostly on Carr [34], with help from Guck­
enheimer and Holmes [70]. The proofs of Theorems 8.1 and 8.3 are taken from 
Carr [34, Chapter 2]. The proof of Theorem 8.2 by using Lyapunov analysis is 
simpler than the proof given in Carr [34]. Corollary 8.1 was suggested to the author 
by Miroslav Krstic. The proof of Lemma 8.1 is based on Hahn [72, Section 33]. 
Example 8.10 is taken from Willems [210]. There is a vast literature on estimating 
the region of attraction. Some methods are described or surveyed in [28], [37], [65], 
[80], [133], and [143]. The proof of Lemma 8.2 is taken from Popov [152, page 211]. 
The proof of Theorem 8.5 is based on Sastry and Bodson [168, Theorem 1.5.2]. The 
discussion on the stability of periodic solutions in Section 8.4 is based on Hahn [72, 
Section 81], Miller and Michel [135, Section 6.4], and Hale [75, Section VI.2]. A 
natural continuation of this discussion is the Poincare map method, which is de­
scribed in Hirsch and Smale [81, Chapter 13] and Guckenheimer and Holmes [70, 
Section 1.5]; see also the second edition of this text. 

Chapter 9. The material of Sections 9.1 and 9.2 is based on a vast literature 
on robustness analysis in control theory. We can say, however, that the basic ref­
erences are Hahn [72, Section 56] and Krasovskii [107, Sections 19 and 24]. Similar 
results are given in Coppel [43, Section III.3] for the case when the nominal system 
is linear, but the derivation is not based on Lyapunov theory; instead, it uses prop­
erties of fundamental matrices. The case of nonvanishing perturbations is referred 
to in Hahn [72] and Krasovskii [107] as the case of "persistent disturbance." The 
results on nonvanishing perturbations are also related to the concept of total stabil­
ity. (See Hahn [72, Section 56].) The comparison method of Section 9.3 is based on 
sporadic use of the comparison lemma in the control literature. Section 9.5, on the 
stability of interconnected systems, is based mostly on the tutorial paper Araki [11], 
with help from the research monographs Siljak [175] and Michel and Miller [132]. 
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The neural network example is taken from Michel, Farrel, and Porod [131]. The 
treatment of slowly varying systems is based on Desoer and Vidyasagar [53, Sec­
tion IV.8], Vidyasagar [201]' Kokotovic, Khalil, and O'Reilly [105, Section 5.2]' and 
Hoppensteadt [83]. Lemma 9.8 is a specialization of Lemma 2 of Hoppensteadt [83] 
to the case of exponential stability. 

Chapter 10. The perturbation method of Section 10.1 is classical and can 
be found in many references. A detailed treatment can be found in Kevorkian and 
Cole [98] and Nayfeh [141]. The asymptotic results of Theorems 10.1 and 10.2 
are adapted from Hoppensteadt's work on singular perturbations. (See Hoppen­
steadt [84).) Section 10.3 is based on Halanay [75, Section 3.4]. The presentation 
of the averaging method in Section 10.4 is based on Sanders and Verhulst [166], 
Hale [75, Section V.3], Halanay [73, Section 3.5], and Guckenheimer and Holmes [70, 
Sections 4.1 and 4.2). The vibrating pendulum example is taken from Tikhonov, 
Vasileva, and Volosov [194]. The application of averaging to weakly nonlinear os­
cillators in Section 10.5 is based on Hale [75, pp. 183-186]. The presentation of 
general averaging in Section 10.6 is based on Sanders and Verhulst [166], Hale [75, 
Section V.3], and Sastry and Bodson [168, Section 4.2]. 

Chapter 11. The presentation of the singular perturbation method follows very 
closely Kokotovic, Khalil, and O'Reilly [105]. The proofs of Theorems 11.1 and 
11.2 adapt ideas from Hoppensteadt [83). We have not included the construction of 
higher order approximations. For that, the reader may consult Hoppensteadt [84], 
Butuzov, Vasileva, and Fedoryuk [29], or O'Malley[145]. The articles [83), [84], and 
[29) appear in Kokotovic and Khalil [104). Example 11.11 is taken from Tikhonov, 
Vasileva, and Volosov [194). For extensions of this example, see Grasman [68]. The 
proofs of Theorems 11.3 and 11.4 are based on Saberi and Khalil [160]. 

Chapter 12. The design via linearization approach of Section 12.2 is standard 
and can be found in almost any book on nonlinear control. The use of integral 
control is also standard, but the results given in Section 12.4 can be traced back 
to Huang and Rugh [861 and Isidori and Byrnes [91]. The gain scheduling presen­
tation of Section 12.5 is based Lawrence and Rugh [114] and Kaminer, Pascoal, 
Khargonekar, and Coleman [96], with help from Astrom and Wittenmark [15) and 
Rugh and Shamma [159). 

Chapter 13. The feedback linearization chapter is based mainly on Isidori [88]. 
The lucid introduction of Section 13.1 is based on Spong and Vidyasagar [185, Chap­
ter 10]. The local stabilization and tracking results are based on Isidori [88, Chapter 

The global stabilization material is based on many references, as the global sta­
bilization problem has caught the attention of several researchers. The papers [30], 
[46), [119), [161)' [188], and [196] and the books [88], [108], [124), and [172] will guide 
the reader to the basic results on global stabilization, not only for the problem for-
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mulation presented here, but also for more general problem formulations, including 
problems treated in the backstepping Section 14.3. Examples 13.16, 13.17, and 
13.19 are taken from [30], [188], and [62], respectively. 

Chapter 14. The sliding mode control section is based on the books by 
Utkin [198] and Slotine and Li [180], and the tutorial papers by DeCarlo, Zak, 
and Matthews [52] and Young, Utkin, and Ozguner [215]. Analysis of the con­
tinuous approximation of sliding mode controllers is based on [55]. The Lyapunov 
redesign section is guided by Corless and Leitmann [45], Barmish, Corless, and Leit­
mann [19]' and Spong and Vidyasagar [185, Chapter 10]. See also Corless [44] for a 
survey of the use of Lyapunov redesign in the control of uncertain nonlinear systems. 
The robust stabilization design of Section 14.2.1 is also known as min-max control. 
The nonlinear damping of Section 14.2.2 is based on Krstic, Kanellakopolous, and 
Kokotovic [108, Section 2.5]. The backstepping section is based mainly on the same 
reference [108], with help from Qu [153] and Slotine and Hedrick [179]. The book 
[108] contains a comprehensive treatment of the backstepping design procedure, in­
cluding its application to adaptive control of nonlinear systems. Backstepping is 
a recursive method that helps reduce the complexity of nonlinear systems. Other 
recursive methods include forwarding and interlacing [153], [172] and composite con­
trol of singularly perturbed systems [105]. The material on passivity-based control 
follows Sepulchre, Jankovic, and Kokotovic [172] and van der Schaft [199]. Exten­
sive application of the method to physical systems can be found in [120] and [146]. 
The section on high-gain observers is based on Esfandiari and Khalil [56] and Atassi 
and Khalil [16]. 

Other references, which were consulted occasionally during the preparation of 
this text, are included in the bibliography. 
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the induced p-norm of a matrix A (648) 
maximum 
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f-l(-) 
f' (.) 

D+ f(-) 
vf 
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ax 
y 
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[f,g] 
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diag[al' ... , an] 
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AT (xT ) 
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P '2. 0 

Re[z] or Re z 
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Z* 

sat(-) 
sgn(- ) 

0(·) 
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6, 

o 
[xx] 

the composition of two functions (650) 
the inverse of a function f (650) 
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the first derivative of a real-valued function f (650) 
the upper right-hand derivative (659) 
the gradient vector (650) 
the Jacobian matrix (651) 
the first derivative of y with respect to time 
the second derivative of y with respect to time 
the ith derivative of y with respect to time 
the Lie derivative of h with respect to 
the vector field f (510) 
the Lie bracket of the vector fields f and 9 (523) 
[f, ad;-lg] (523) 
a diagonal matrix with diagonal 
elements al to an 
a block diagonal matrix with diagonal 
blocks Al to An 
the transpose of a matrix A ( a vector x) 
the maximum (minimum) eigenvalue of 
a symmetric matrix P 
a positive definite matrix P (117) 
a positive semidefinite matrix P (117) 
the real part of a complex variable z 
the imaginary part of a complex variable z 
the conjugate of a complex variable z 
the conjugate of a complex matrix Z 
the saturation function (19) 
the signum function (19) 
order of magnitude notation (383) 
designation of the end of theorems, lemmas 
and corollaries 
designation of the end of examples 
designation of the end of proofs 
see reference number xx in the bibliography 



Accumulation point, 649 
Adaptive control, 16, 130, 327, 441 
Asymptotic stability 

global 
definition, 123 
theorems, 124, 129, 134 

global uniform 
definition, 149 
theorems, 152, 156 

of equilibrium point 
definition, 112, 149 
theorems, 114, 128, 139, 307, 

452 
of invariant set, 332 
region of, 122 
uniform 

definition, 149 
theorems, 152, 325 

Automotive suspension, 429 
Autonomous system, 2 
A verage system, 404 
Averaging method, 59,402 

application to identification, 422 
application to weakly nonlinear 

oscillators, 411 
general, 415 

Backlash, 22 
Backstepping, 589 
Banach space, 654 
Barbalat's lemma, 323 
Barbashin-Krasovskii theorems, 124, 

128 
Basin, 122 
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Behavior 
global, 3 
local, 3 
multiple modes of, 4 
qualitative, 36 
quantitative, 36 

Bendixson criterion, 67 
Bifurcation, 4, 69 

global, 75 
homoclinic, 76 
Hopf,73 
local, 75 
pitchfork, 72 
saddle-connection, 76 
saddle-node, 70 
transcritical, 70 
zero-eigenvalue, 70 

Biochemical reactor, 33, 85, 86 
Bistable circuit, 48 
Boundary layer (in sliding mode), 559, 

567 
Boundary-layer interval, 433 
Boundary-layer system (model), 433 
Bounded input-bounded output sta-

bility, 198 
Boundedness 

definition, 169 
theorem, 172 

Cascade system, 179 
Cauchy sequence, 654 
Causal mapping, 197 
Center, 40 
Center manifold theorem, 303, 305 
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Chaos, 4 
Chattering, 554, 583 
Chetaev's theorem, 124 
Circle criterion, 265, 270 

multi variable, 265 
Class JC function, 144 
Class JC£ function, 144 
Comparison method, 350 
Comparison principle (lemma), 102 
Complete integrability, 710 
Conservative system, 82 
Continuity of solutions, 95 

on the infinite interval, 355 
Contraction mapping theorem, 655 
Convergence, 648, 654 
Converse theorems 

definition, 162 
theorems, 136, 158, 162, 167, 368 

Corollary, see Corollary Index, 750 
Coulomb friction, 9, 81 
Cruise control, 79 

DC motor, 30 
armature-controlled, 31, 425 

. field-controlled, 31, 464, 502, 511, 
519, 528, 550 

Decrescent function, 154 
Derivative, 650 

upper right-hand, 102, 659 
Derivative approximator, 495, 618 
Describing function (definition), 283 
Describing function method, 280 

justification of, 288 
Diffeomorphism, 508 

global, 508 
Differential, 710 
Differentiability of solutions, 99 
Discrete-time system, 193 
Dissipative system, 262 
Distribution, 524 

involutive, 524 
Domain, 649 
Domain of attraction, 122 

Duffing's equation, 10, 172, 422 
Dynamic multiplier, 255 

e:-coupling, 389 

743 

Eigenvalue (slow, fast), 38, 435, 462 
Eigenvector (slow, fast), 38 
Equilibrium points, 3 

continuum of, 3 
hyperbolic, 45 
isolated, 3 

multiple, 3, 46 
types of, 42, 52, 54 

Equilibrium subspace, 43 
Equivalent control, 565 
Equivalent gain, 283 
Equivalent linearization, 283 
Euclidean space, 647 
Exact linearization, 505 
Existence and uniqueness, 88 

global theorems, 93, 94 
local theorem, 88 
maximal interval of, 93 

Exponential stability 
definition, 150 
theorems, 154, 165, 325,341,352, 

367,378,400,406,417,456, 
465 

Fast manifold, 445 
Fast mode, 435 
Feedback control 

backstepping, 589 
dynamic, 470 
gain scheduling, 485 
integral control, 379,478,481,490, 

575, 623 
Lyapunov redesign, 579 
min-max, 723 
observer-based, 472, 477, 611 
output, 469 
passivity-based, 604 
regulation, 474 
sliding mode, 551 
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stabilization, see stabilization 
state, 469 
static, 470 
tracking, 474, 540, 572 

Feedback linearizable system, 505 
characterization, 525 
definition, 508 

Feedback passivation, 607 
Feed back system 

analysis of, 217, 245 
frequency domain, 263 

high-gain, 426, 460, 569, 586, 600 
well-defined, 217, 246 

Finite escape time, 3, 93 
Fixed point of a mapping, 653 
Floquet theory, 189 
Friction, 9 

Coulomb, 9, 81 
negative, 27 
static, 9 
viscous, 9 

Frobenius theorem, 710 
Full-state linearization, 521 
Functions 

composition of, 650 
continuous, 649 

piecewise, 650 
uniformly, 649 

difi'erentiable, 650 
inverse of, 650 
one-to-one, 650 

Gain scheduling, 485 
Gradient system, 185 
Gradient vector, 650 
Gronwall-Bellman inequality (lemma), 

651 

Hoo control, 209, 475 
Hoo norm, 210 
Hamilton-Jacobi-Bellman equation, 186 
Hamilton-Jacobi inequality, 212 
Hardening spring, 9 

Harmonic balance 
equation, 282 
method of, 280 
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High-gain feedback, 426, 460,569,586, 
600 

High-gain observer, 495, 610 
reduced-order, 618 

Hopfield model, 14, 80 
Hurwitz 

matrix, 135 
transfer function, 238 

Hydraulic system, 32, 33, 485 
HysteresiQ, 20, 49 

Identification, 422 
Implicit function theorem, 651 
Index method, 68 
Induction motor, 638 
Inequality 

Cauchy-Schwartz, 377 
Holder's, 90, 200 
triangle, 647 
Young's, 466 

Infimum, 648 
Inner product, 647 
Input-feedforward passive, 232, 236 
Input-output linearization, 509 
Input-output stability, 195 
Input-state linearization, 508 
Input strictly passive, 232, 236 
Input-to-state stability, 

definition, 175 
local, 192 
theorem, 176 

Instability of equilibrium point 
definition, 112 
theorems, 125, 139, 183 

Integral control, 379, 478, 481, 490, 
575, 623 

robustness of, 481 
Integrator backstepping, 589 
Interconnected systems, 179, 358 
Internal model principle, 474 
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Invariance-like theorems, 323, 325 
Invariance principle, 126 
Invariant set, 127 

positively, 127 
Inverted pendulum, 28, 503, 545 
ISS, 176 

Jacobian matrix, 52, 651 
Josephson junction, 26 
Jump phenomena, 58 

Kalman-Yakubovich-Popov lemma, 240 
Krasovskii's method, 183 

£ stability 
connection with passivity, 241 
definition, 197 
finite-gain, 197 
of state models, 201 
small-signal, 201 
theorems, 202, 206, 208 

£2 gain, 209 
£p space, 196 
LaSalle's theorem, 128 
Lemma, See Lemma Index, 750 
Level surface, 116 
Lie bracket, 523 
Lie derivative, 510 
Lienard's equation, 13, 184 
Limit cycles, 4, 54 
Limit set, 127 
Linear growth condition, 532 
Linear system 

time-invariant, 133 
time-varying, 156, 189, 326, 354, 

372, 407, 418 
Linear vector space, 653 

normed, 653 
Linearization, 51, 139, 161, 165, 194, 

475 
equivalent, 283 
exact, 505 

Lipschitz 
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condition, 87, 88, 89, 93, 94, 96 
globally, 89 
locally, 89 

Loop transformation, 255 
Lossless system, 232, 236 
Lure's problem, 264 
Lyapunovequation, 136, 185, 370, 372 
Lyapunov function, 116 

composite, 359, 451 
energy, 113 
energy-like, 129 
existence of, see Converse theo-

rems 
Lure-type, 276 
quadratic, 117 
quadratic-type, 345 
searching for 

interconnected systems, 358 
Krasovskii's method, 183 
linearization, 142 
Lyapunov equation, 136 
singularly perturbed systems, 

449, 465 
variable gradient method,. 120 

Lyapunov redesign, 579 
Lyapunov stability, 111 

autonomous systems, 112 
connection with input-output sta­

bility, 202 
connection with passivity, 241 
nonautonomous systems, 147 

Lyapunov surface, 116 
Lyapunov's first (second) instability 

theorem, 183 
Lyapunov's indirect method, 139, 161 
Lyapunov's stability theorem, 114 

M-matrix, 360 
Magnetic levitation, see magnetic sus­

pension 
Magnetic suspension system, 31, 501, 

549, 635 
Manifold, 304 
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center, 305 
approximation of, 309 

fast, 445 
invariant, 304 
sliding, 553 
slow, 444 

approximation of, 444 
Mass--spring system, 8, 27, 81, 184 
Massera's lemma, 665 
Matching condition, 538, 551 
Mathieu's equation, 420 
Mean value theorem, 651 
Memoryless function, 18 
Min-max control, 723 
Minimum phase systems 

linear, 515 
nonlinear, 517 

Negative definite function, 117, 154 
Negative semidefinite function, 117 
Neighborhood, 649 
Neural network, 14, 80, 131, 362 
Nonautonomous system, 3 
Nonlinear damping, 539, 588 
Nonlinear phenomena, essentially, 3 
Nonlinearity 

backlash, 22 
dead-zone, 20 
hysteresis, 20 
memoryless, 18 
piecewise-linear, 283 
quantization, 20 
saturation, 19 
sector, 232 
sigmoid, 15 
signum, 19 
static, 18 
zero-memory, 18 

196, 647, 653 
induced matrix, 648 
vector, 647, 653 

Normal form, 517 
speciaL 547, 596 

INDEX 

Normed linear space, 653 

Observer-based controller, 472, 477, 
611 

Orbit, 35 
periodic (closed), 55 

Oscillation, 54 
almost-periodic, 4 
harmonic, 4 
relaxation, 58 
subharmonic, 4 

Oscillator 
chemiGal, 85 
harmonic, 55, 62 
negative resistance, 11, 56, 63, 79 
Van der Pol, 13, 57, 413, 445, 626 
Wien-bridge, 80 

Output equation, 2 
Output-feedback passive, 232, 236 
Output strictly passive, 232, 236 

Parasitic parameters, 424 
Parseval's theorem, 210 
Passive system, 230 
Passivity, 227, 236 
Passivity-based control, 604 
Passivity theorems, 245 
Peaking phenomenon, 534, 613 
Pendulum equation, 5, 27, 37, 49, 53, 

113, 118, 126, 143, 188, 409, 
476, 482, 505, 536, 542, 556, 
586, 627, 637 

inverted, 28, 503, 545 
Periodic orbit, 55 

stability of, 331 
Periodic solution (nontrivial), 55 
Persistence of excitation, 329 
Persistent disturbance, 707 
Perturbation 

nonvanishing, 346 
periodic, 397 
structured, 344 
unstructured, 344 
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vanishing, 340 
Perturbation method, 382 

justification of, 388 
on the infinite interval, 393 

Phase-locked loop, 26, 100 
Phase plane, 35 
Phase portrait, 36, 59 
Piecewise linear analysis, 11 
Poincare-Bendixson theorem, 61 
Poincare index, 68 
Poincare map, 398 
Popov criterion, 275, 298 

multivariable, 276 
Popov plot, 278 
Positive definite function, 117, 154 
Positive limit point (set), 127 
Positive real lemma, 240 
Positive real transfer function, 237 

strictly, 238 
Positive semidefinite function, 117 
Prey-predatory system, 82 
Proper map, 508 

Quasi-steady-state model, 424 

Radially unbounded function, 123, 154 
Raleigh's equation, 287, 421 
Reaching phase, 553 
Reduced system (model), 306,424 
Reduction principle, 307 
Region, 649 
Region of attraction (asymptotic sta­

bility), 122, 312, 335 
estimate of, 316 

Regular form, 564 
Regulation, 474 

see integral control 
Relative degree 

linear systems, 238, 512 
nonlinear systems, 510 

Riccati equation, 185, 261, 373 
RLC circuit, 188, 233, 391, 427, 440, 

460 
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Robot manipulator, 24, 184, 260, 527, 
606, 640 

Robustness, 34, 219, 347, 441, 459, 
535, 551, 566, 580, 598 

Rotating rigid body (spacecraft), 181, 
260, 608 

Saddle, 40, 52, 60 
Saturation function, 19 
Scheduling variables, 485 
Second-order system, 35, 411 
Sector condition (nonlinearity), 232 
Sensitivity, 99 
Separation principle, 611 
Separatrix, 47 
Set, 649 

boundary point of, 649 
closed, 649, 654 
closure of, 649 
compact, 649 
connected, 649 

simply, 67 
interior of, 649 
open, 649 

Sigmoid function, 15 
Signum function, 19 
Singular perturbation method, 59,423 
Singularly perturbed systems, 45 

linear, 462, 463 
multiparameter, 466 
stability analysis of, 449 
standard model, 424 

Sliding mode control, 551 
continuous, 558, 566 

Sliding manifold, 553 
Sliding phase, 553 
Slow manifold, 444 
Slow mode, 435 
Slow model, 424 
Slowly varying system, 365 
Small-gain theorem, 217 
Softening spring, 9 
Spectral factorization, 681 



748 

Stability 
absolute, 264 

with a finite domain, 265 
asymptotic, 112, 149 
exponential, 150, 154 
input-output, 195 
input-to-state, 175 
L,197 
Lyapunov, 111 
matrix, 135 
of discrete-time system, 193 
of equilibrium point 

definition, 112, 149 
theorems, 114, 134, 151 

of invariant set, 331 
of linear system, 133, 156 
of periodic orbit, 331 
of periodic solution, 329, 333 
of perturbed system, 339 
preserving map, 140 
total, 721 
uniform, 149 

Stabilization, 470 
global, 473, 532 
local, 473 
regional, 473 
robust, 551 
semiglobal, 473 
via backstepping, 589 
via exact linearization, 530 
via high-gain feedback, 569, 586, 

600 
via linearization, 475 
via Lyapunov redesign, 579 
via output feedback, 610,619 
via passivity-based control, 604 
via sliding mode control, 563 

Stable 
equilibrium point, 112 
focus, 40, 41, 52 
limit cycle, 58 
node, 38, 41, 52, 54 
structurally, 45, 55 

State equation, 2 
unforced, 2 

State (-space) model, 2 
State plane, 35 
State strictly passive, 235 
Storage function, 236 
Stribeck effect, 10 
Strict feedback form, 595 
Strictly passive, 236 
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Successive approximation, 653, 655 
Supremum, 648 
Synchronous generator, 25, 544 

Taylor series, 384 
Theorem, see Theorem Index, 750 
Tikhonov's theorem, 434 

on the infinite interval, 439 
Time-scale-structure, multiple, 

see averaging and singular per-
turbation methods 

TORA system, 29,43 
Tracking, 474, 540, 572 
Trajectory, 35 

closed, 55 
Translational oscillator with rotating 

actuator, 29, 43 
Tunnel diode circuit, 6, 46, 52, 73, 80 

Ultimate boundedness 
definition, 169 
theorem, 172 

Underwater vehicle, 626 
Unmodeled fast dynamics, 219, 441, 

459, 556 
Unstable 

equilibrium point, 112, 149 
focus, 40, 52 
limit cycle, 58 
node 38, 41, 52, 54 

Van del' Pol equation, 13, 57, 387, 
390, 413, 445, 511, 518, 626 

Variable gradient method, 120 
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Variable structure control, see 
sliding mode control 

Vector field, 35, 509 
Vector field diagram, 36 
Vector space, 653 

Zero dynamics, 517 Zero-
state observable, 243 
Zubov's theorem, 335 
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Corollary ............. 'UI.'"-', .
.......................................................................................... 

2.1 (68) 
4.1 (128) 4.2 (129) 4.3 (166) 

5.3 (208) 5.4 (214) 8.1 (308) 8.2 (308) 

2.1 (61) 2.2 (67) 2.3 (68) 3.1 (89) 
3.4 (102) 4.1 (127) 4.2 (145) 4.3 (145) 
4.6 (176) 4.7 (180) 5.1 (215) 5.2 (215) 
6.3 (240) 6.4 (241) 6.5 (242) 6.6 (242) 
7.1 (292) 8.1 (314) 8.2 (323) 9.1 (341) 
9.4 (352) 9.5 (353) 9.6 (355) 9.7 (360) 
10.1 (398) 10.2 (399) 10.3 (400) 13.1 (531) 
13.4 (537) 14.1 (589) 14.2 (592) 14.3 (600) 

Theorem 

3.1 (88) 3.2 (93) 3.3 (94) 3.4 (96) 
4.2 (124) 4.3 (125) 4.4 (128) 4.5 (134) 
4.8 (151) 4.9 (152) 4.10 (154) 4.11 (156) 
4.14 (162) 4.15 (165) 4.16 (167) 4.17 (167) 
5.1 (202) 5.2 (206) 5.3 (208) 5.4 (210) 
6.1 (247) 6.2 (248) 6.3 (250) 6.4 (253) 
7.2 (270) 7.3 (276) 7.4 (294) 8.1 (305) 
8.4 (323) 8.5 (325) 9.1 (356) 9.2 (361) 
10.2 (393) 10.3 (401) 10.4 (406) 10.5 (417) 
11.3 (452) 11.4 (456) 12.1 (494) 12.2 (496) 
14.1 (568) 14.2 (568) 14.3 (584) 14.4 (604) 

5.1 (205) 
9.1 (352) 

3.2 (90) 
, 4.4 (145) 

6.1 (238) 
6.7 (243) 
9.2 (347) 
9.8 (368) 
13.2 (532) 

3.5 (97) 
4.6 (136) 
4.12 (158) 
4.18 (172) 
5.5 (211) 
6.5 (253) 
8.2 (307) 
9.3 (367) 
11.1 (434) 
13.1 (516) 
14.5 (610) 

INDEX 

5.2 (205) 
14.1 (585) 

3.3 (91) 
4.5 (150) 
6.2 (240) 
6.8 (247) 
9.3 (348) 
9.9 (369) 
13.3 (535) 

4.1 (114) 
4.7 (139) 
4.13 (161) 
4.19 (176) 
5.6 (218) 
7.1 (265) 
8.3 (309) 
10.1 (388) 
11.2 (439) 
13.2 (525) 
14.6 (622) 

means Corollary 2.1 appears on page 68. The Lemma and Theorem Indexes are 
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