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1 Introduction to torque-controlled drives 

1 1 .I General introduction 

In the past, d.c. motors were used extensively in areas where variable-speed 
operation was required, since their flux and torque could be controlled easily by 
the field and armature current. In particular, the separately excited d.c. motor has 
been used mainly for applications where there was a requirement of fast response 
and four-quadrant operation with high performance near zero speed. However, 
d.c. motors have certain disadvantages, which are due to the existence of the
commutator and the brushes. That is, they require periodic maintenance; they 
cannot be used in explosive or corrosive environments and they have limited com-
mutator capability under high-speed, high-voltage operational conditions. These 
problems can be overcome by the application of alternating-current motors, which
can have simple and rugged structure, high maintainability and economy; they 
are also robust and immune to heavy overloading. Their small dimension com-
pared with d.c. motors allows a.c. motors to be designed with substantially higher 
output ratings for low weight and low rotating mass. 

Variable-speed a.c. drives have been used in the past to perform relatively 
undemanding roles in applications which preclude the use of d.c. motors, either 
because of the working environment or commutator limits. Because of the high
cost of efficient, fast switching frequency static inverters, the lower cost of a.c.
motors has also been a decisive economic factor in multi-motor syslems. However, 
as a result of the progress in the field of power electronics, the continuing trend 
is towards cheaper and more effective power converters, and single motor a.c.
drives compete favourably on a purely economic basis with the d.c. drives. 

Among the various a.c. drive systems, those which contain the cage induction 
motor have a particular cost advantage. The cage motor is simple and rugged and 
is one of the cheapest machines available at all power ratings. Owing to their 
excellent control capabilities, variable speed drives incorporating a.c. motors and 
employing modem static converters and torque conlrol can well compete with 
high-performance four-quadrant d.c. drives. 

Vector control techniques incorporating fast microprocessors and DSPs have 
made possible the application of induclion-motor and synchronous-motor drives 
for high-performance applications where traditionally only d.c. drives were 
applied. In the past such control techniques would have not been possible because 
of the complex hardware and software required to solve the complex control 
problem. As for d.c. machines, torque control in a.c. machines is achieved by 
controlling the motor currents. However, in contrast to a d.c. machine, in an ax.
machine, both the phase angle and the modulus of the current has to be 
controlled, or in otber words, the current vector has to be controlled. This is the 
reason for the terminology 'vector control'. Furthermore, in d.c. machines, the 
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orientation of the field flux and armature m.m.f. is fixed by the commutator and 
the brushes, while in a.c. machines the field flux and the spatial angle of tlie 
armature m.m.f. require external control. In the absence of this control, the 
spatial angles between the various fields in a.c. macliines vary with the load 
and yield unwanted oscillating dynamic response. With vector control of a.c. 
machines, the torque- and flux-producing current components are decoupled and 
the transient response characteristics are similar to those of a separately excited 
d.c. machine, and the system will adapt to any load disturbances andlor reference 
value variatio~is as fast as a d.c. machine. It is the primary aim of the present 
book to give a unified and detailed treatment of the various forms of instant- 
aneous torque-controlled drives. Vector-controlled drives are one particular type 
of torque-controlled drive. The other type of high-performance torque-controlled 
drive is the so-called direct-torque-controlled drive. In this drive, direct torque 
control is achieved by direct and independent control of the flux linkages and 
electromagnetic torque through the selection of optimal inverter switching modes 
which give fast torque response, low inverter switching frequency, and low 
harmonic losses. 

It is expected that with tlie rapid developments in the field of microelectronics, 
torque control of various types of a.c. machines will become a commonly used 
technique when, even though high dynamic performance is not required, servo- 
like high perfomlance plays a secondary role to reliability and energy (efliciency) 
savings. It is possible to contribute to tlie energy savings by the application of 
intelligent control of tlie flux- and torque-producing components of the stator 
currents. 

In tlie case of d.c. drives, tlie power circuits are relatively uniform and in most 
cases contain a line-commutated thyristor converter or a transistorized chopper 
for low power applications. However, for a s .  drives, there is much greater variety, 
due to the different types of converters (voltage source, current source, natural 
commutation, forced commutation, d.c. link, cycloconverter) which can be com- 
bined with various types of a.c. macliines. 

Following the early works of Blaschke and Hasse, and largely due to tlie 
pioneering work of Professor Leonhard, vector control of a.c. machines has 
become a powerful and frequently adopted technique worldwide. In recent years, 
numerous important contributions have been made in this field by contributors 
from many countries, including Canada, Germany, Italy, Japan, the UK, and the 
USA. Many industrial companies have marketed various forms of induction- 
motor and synchronous-motor drives using vector control. At present direct- 
torque-controlled drives are receiving great attention worldwide, although they 
were first introduced by German and Japanese researchers more than 10 years 
ago. Presently only one large manufacturer is marketing one form of direct- 
torque-controlled induction-motor drive. 

In tlie present book the very wide field of torque control of smooth-air-gap and 
salient-pole a.c. macliines is discussed. Four types of vector control are considered: 
rotor-oriented control, rotor-flux-oriented control, stator-flux-oriented control, 
and magnetizing-flux-oriented control. Great emphasis is laid on presenting a 

unified and detailed physical and mathematical treatment which relies on space- 
phasor theory. The book contains a step-by-step, physical and matliematical 
development of space-phasor theory and its applications to the various forms 
of vector control of a s .  machines. The theory developed also covers tlie opera- 
tion of smooth-air-gap and salient-pole machines under non-linear magnetic 

The book contains many novel features. The details of a very large number of 
'sensorless' (speed andlor position sensorless) drive schemes for different types of 
permanent-magnet synchronous motors, synclironons reluctance motors, and 
induction motors are presented for the first time in a textbook. Furthermore, the 
mathematical and physical details of numerous direct torque control (DTC) 
schemes of synchronous motors and induction motors are also discussed. For this 
purpose four types of DTC schemes For a VSI-fed permanent-magnet synchronous 
motor are presented. The book also discusses two types of DTC schemes of a VSI- 
fed synchronous reluctance motor and also the DTC of a VSI-fed and a CSI-fed 
electrically excited synchronous motor. In addition, the DTC of a VSI-fed 
induction motor is also discussed and predictive and non-predictive schemes are 
also considered. However, the DTC scheme of a CSI-fed induction motor is also 
presented. Due to the increasing importance of switched reluctance motors 
(SRM), tlie fundamentals, main techniques of position-sensorless implementa- 
tions, and the torque control of SRMs are also discussed. The hook also covers 
some drive applications using artificial intelligence (fuzzy logic, artificial neural 
networks, fuzzy-neural networks). In addition, artificial-intelligence-based steady- 
state and transient analysis of electrical machines is also presented. Finally, 
self-commissioning of induction macliines is discussed. 

This book is intended to cover the needs of students, academics, and industrial 
users who require a deep understanding of the various aspects of torque control. 

The book contains almost 220 figures and 530 references on the above topics. 
ie author has attempted to give a most up-to-date list of references published 

efore December 1996, when the complete manuscript was released for printing. 

Basic torque control schemes; sensorless drives 

iere are basically two types of instantaneous electromagnetic torque-controlled 
drives (briefly, torque-controlled drives) used for high-performance applica- 

s: vector- and direct-torque-controlled (DTC) drives. Vector-controlled drives 
ere introduced more than 20 years ago in Gemany by Blaschke, Hasse, and 

nhard. They have achieved a high degree of maturity and have become 
easingly popular in a wide range of applications. They have established a sub- 

antial and continually increasing worldwide market. Direct-torque-controlled 
es were introduced in Japan by Takahashi and also in Germany by Depenbrock 

re than 10 years ago. However, so far only one form of a direct-torque-controlled 
nction-motor drive has been marketed by an industrial company, but it is 

xpected that other manufacturers will soon follow. 
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In this section a brief description is given of the fundamentals of vector- 
and direct-torque-controlled drives. This will help the reader to have a good 
understanding of these drives and also to recognize the main difTerences between 
these two high-performance drive schemes. The required knowledge of space- 
vector theory (which is also referred to as space-phasor theory in the literature) 
will be kept to a minimum, but details of space-vector theory are described in 
Chapter 2. However, readers familiar with this theory can completely skip 
Chapter 2. Details of all the vector drives and direct-torque-controlled drives 
described in this section are given later in the hook. 

1.2.1 FUNDAMENTALS O F  VECTOR DRIVES 

1.2.1.1 D.C. machine control 

Due to the stationary orthogonal field axes, the control structure of d.c. machines 
is relatively simple, but their mechanical construction is complicated. In a 
separately excited d.c. machine, the instantaneous electromagnetic torque, I,, is 
proportional to the product of the field current, i, (flux-producing current), and 
the armature current, in (torque-producing current), 

In eqn (1.2-11, c and c, are constants and I), is the field flux. The field flux can be 
established either by a stationary d.c. excited field winding, or by permanent - - . 
magnets. Torque control can be achieved by varying the armature current, and 
quick torque response is obtained if the armature current is changed quickly and 
the field current (field flux) is constant. This principle can also be used for the 
instantaneous torque control of ax.  machines (both induction and synchronous, 
the latter can be of the electrically excited, reluctance, or the permanent-magnet 
excited type), as discussed below. 

Conventional d.c. motor drives continue to take a large part of the variable- 
speed drive market. However, it is expected that this share will slowly decline. 
Similarly to a.c. drives, efTorts are being made to reduce their costs and to increase 
their reliability and thus new and improved d.c. drives are being introduced by 
various manufacturers. 

1.2.1.2 Induction machine control 

Squirrel-cage induction machines are simple and rugged and are considered to be 
the 'workhorses' of industry. At  present, induction motor drives dominate the 
world market. However, the control structure of an induction motor is complic- 
ated since the stator field is revolving, and further complications arise due to the 
fact that the rotor currents or rotor flux of a squirrel-cage induction motor cannot 
be directly monitored. 

The mechanism of torque production in an a.c. machine and in a d.c. machine 
is similar. Unfortunately this similarity was not emphasized before the 1970s, and 

this is one of the reasons why the technique of vector control did not emerge 
earlier. The formulae given in many well-known textbooks on machine theory 
(which do  not discuss space-vector theory) have also implied that, for the 
monitoring of the instantaneous electromagnetic torque of an induction machine, 
it is also necessary to monitor the rotor currents and tlie rotor position. Even in 
the 1980s some publications seemed to strengthen this false conception, which 
only arose because tlie complicated formulae derived for the expression of the 
instantaneous electromagnetic lorque have not been simplified. However, by using 
fundamental physical laws andlor space-vector theory, it is easy to show that, 
similarly to the expression of the electromagnetic torque of a separately excited 
d.c. machine, the instantaneous electromagnetic torque of an induction motor can 
he expressed as the product of a flux-producing current and a torque-producing 
current, if a special, flux-orienled reference frame is used, i.e. if flux-oriented 
control is employed. In this case, tlie stator current components (which are 
expressed in tlie stationary reference frame) are transformed into a new rotat- 
ing reference rrame, which rotates together with a selected flux-linkage space 
vector. There are in general three possibilities for the selection of the flux-linkage 
vector, so thal the chosen vector can be either the stator-flux-linkage vector, rotor- 
flux-linkage vector or magnetizing-flux-linkage vector. Hence the terminology: 
stator-flux-, rotor-flux-, and magnetizing-flux-oriented control. In these three 
cases the instantaneous electromagnetic torque can be expressed as follows: 

- 
t c = ~ ~ s l ~ ~ s ~ i ~ , ,  for stator-flux-oriented control (1.2-2) 

i - 
4 t = c l , ~ , i ,  for rotor-flux-oriented control (1.2-3) 
1 

- 
t 1 , , , ~ i  for magnetizing-flux-oriented control. (1.2-4) 

These expressions are similar to eqn - (1.2-I), - and for linear magnetic conditions 
c,,, c,,, c , ,  are constants, 11T~1, ~I/IJ, and 11b,1 are the modulus of the stator-, 
rotor-, and magnetizing-flux-linltage space vectors, respectively. Furthermore, tbe 
torque-producing stator currents in the stator-, rotor-, and magnetizing-flux- 
oriented reference frame are denoted by i:,,, i:,, and i;, respectively (the superscript 
indicates the special reference frame used). It should be noted that in the pre- 
sent book, the real and imaginary axes of a rotating reference frame fixed to a 
flux-linkage space vector are denoted by r and JJ, respectively. The torque- 
~roducine stator currents in eqns (1.2-2)-(1.2-4) take the role of the armature - 
current in eqn (1.2-1). The application of eqn (1.2-3) will be shown in the drive 
scheme of Fig. l.l(a) belour. Equations (1.2-2)-(1.2-4) can he derived from a single 
equation, according to which the electromagnetic torque for an induction machine 
can be expressed as the cross vectorial product of the stator flux linkage and 
current space vectors (in every reference frame). The derivation is not given 
here, but tlie details are shown in Chapter 2. It follows from eqn (1.2-2) that when 
the stator-flus-linkage modulus is constant (I~El=const.), and the torque- 
producing stator current is changed quickly, quick torque response is obtained. 
Similar considerations hold for eqns (1.2-3) and (1.2-4). This physical picture 
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forms the basis of vector-controlled drives. It should be noted that for simplicity, 
later in the boolc, the superscripts in the notation of the torque-producing stator 
currents will be omitted, but it will always be made clear in which reference frame 
the stator currents are established. Furthermore, it is important to note that the 
t,=cJtFlis,. type of expression for tlie instantaneous electromagnetic torque also 
holds for smooth-air-gap synchronous motors, as discussed below, and this 
equation is utilized in tlie vector control implementations of smooth-air-gap 
synclironous motors. 

Since the expression for the electromagnetic torque contains tlie transformed 
stator currents, it is obvious that in a vector-controlled drive, tlie stator currents 
must be transformed into the required special reference frame (e.g. for a stator- 
flux-oriented controlled drive, the stator current components in the stationary 
reference frame must be transformed into the stator current components in the 
stator-flux-oriented reference frame). It is a common feature of all vector- 
controlled drives that tlie modulus and phase angle of the a.c. excitation are 
controlled, and tliis is the reason wliy this type of control is called vector control. 
However, since the reference frame is aligned with tlie selected flux-linkage space 
vector (e.g. stator-flux-linkage space vector), the transformation contains the 
angle of the Rux-linkage space vector (e.g. stator flux angle, witli respect to the 
real axis of the stationary reference frame). Thus, the implementation requires 
tlie flux angle and also the flux-linkage modulus, and a major task for an 
implementation is to have an accurate flux-linkage estimation. As shown below in 
Section 1.2.2, this is also a major task in a drive employing direct torque control. 

When the selected Hux-linkage is the stator flus-linkage, it can easily be obtained 
by using terminal voltages and currents, since in the stationary reference frame, 
tlie stator Hux-linkage is the integral of the terminal voltage minus the ohmic 
stator loss, i&=S(fi,-~,i,)dt (where I&, 17,, and i, are the space vectors of the 
stator Hux-linkage, stator voltage, and stator current respectively and they are 
expressed in the stationary reference frame). However, at low frequencies some 
problems arise when tliis technique is applied, since tlie stator voltages become 
very small and the ohmic voltage drops become dominant, requiring very accurate 
knowledge of the stator resistance and very accurate integration. The stator 
resistance can vary due to temperature changes; this elfect can also be taken into 
consideration by using a thermal model of tlie machine. Drifts and otisets can 
greatly influence the precision of integration. The overall accuracy of the estim- 
ated flux-linkage vector will also depend on the accuracy of the monitored 
voltages and currents. At low frequencies more sophisticated techniques must be 
used to obtain the stator flux-linkages. The monitoring of tlie stator voltages can 
be eliminated in a voltage-source inverter-fed machine, since tliey can be recon- 
structed by using the monitored value of the d.c. link voltage and also tlie 
switching states of the switching devices (of the inverter). Tlie components of the 
stator flux-linkage space vector can also be used to obtain the rotor speed signal 
in a speed sensorless drive, i.e. by utilizing the speed of the stator flux-linkage 
space vector (which is equal to the rate of change of the angle of the stator 
flux-linkage space vector). 

When the selected flux-linkage space vector is the rotor Hux-linkage vector (IR), 
it is also possible to obtain it from terminal quantities by h s t  obtaining the stator 
flux-linkage vector - (Fs), and then by applying tlie appropriate modifications, 
@,=(L,IL,,,)($,-L:is), where L,, L,, and L: are the rotor, magnetizing, and 
stator transient inductances respectively and i, is the space vector of tlie stator 
currents expressed in tlie stationary reference frame. Thus an accurate knowledge 
of the machine inductances is required and tliis is a difficult problem, since tliey 
can vary witli the saturation level, and tlie conventional tests (no-load and 
blocked rotor tests) do not give accurate values for an induction macliine with 
closed rotor slots. Furthemiore, at low frequencies the same problems arise as 
with the stator flux-linkage estimation, and to avoid these, various rotor flux 
models can be used. Some of these models also use tlie rotor speed (or rotor 
position), which can be monitored, but in 'sensorless' applications, the speed or 
position is not directly monitored, but is estimated by using advanced control 
(observers, intelligent systems, etc.) or other techniques. 

When the selected flux-linltage is the magnetizing flux-linkage space vector, in 
principle it is possible to obtain it by using Hall sensors or search coils, and such 
scliemes were used in the first type of vector-controlled drives. However, Hall 
sensors increase the cost and size of the motor. They are also temperature- 
sensitive and limit tlie operation of the motor (i.e. below 75'C). Schemes using 
Hall sensors and search coils have been outdated by schemes in wl~icli the 
magnetizing flux-linkage vector is obtained by using monitored values of the 
terminal voltages and currents. In principle, the magnetizing flux-linkage vector 
( I L )  can be obtained similarly to the stator flux-linkage vector from terminal 
quantities, since it is equal to the stator flux-linkage vector minus the stator 
leakage Hux vector, the latter being equal to tlie product of the stator leakage 
inductance and the stator current vector ( I ~ = I ~ - L , , ~ , ) .  It can also be obtained 
by using other types of machine models, which may also contain tlie rotor speed 
r rotor position, in a non-sensorless implementation. Furthermore, it can be 

obtained by using special sensorless techniques. Details of various sensorless drive 
'mplementations are given in this boolc. 

There are basically two dilferent types of vector control techniques: direct and 
direct techniques. The direct implementation relies on tlie direct measurement 

r estimation of the rotor-, stator-, or magnetizing-Hux-linkage vector amplitude 
nd position. The indirect method uses a machine model, e.g. for rotor-flux- 
riented control, it utilizes the inherent slip relation. In contrast to direct metliods, 
e indirect methods are liiglily dependent on macliine parameters. Traditional 

irect vector control scliemes use searcli coils, tapped stator windings, or Hall- 
lfect sensors for Hux sensing. This introduces limitations due to machine struc- 
ural and thermal requirements. Many applications use indirect scliemes, since 
hese have relatively simpler hardware and better overall performance at low 

frequencies, but since these contain various macliine parameters, whicli may vary 
vith temperature, saturation level, and frequency, various parameter adaptation 

es have been developed. These include self-tuning controller applications, 
Reference Adaptive System (MRAS) applications, applications of 
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observers, applications of intelligent controllers (fuzzy, neuro, fuzzy-neuro con- 
trollers), etc. To obtain a solution, in the development of the theory it is 
sometimes assumed that the mechanical time-constant is much greater than the 
electrical time-constants, hut this becomes an invalid assumption if the machine 
inertia is low. If incorrect modulus and angle of the flux-linkage space vector are 
used in a vector control scheme, then flux and torque decoupling is lost and the 
transient and steady-state responses are degraded. Low frequency response, speed 
oscillations, and loss of input-output torque linearity are major consequences of 
detuned operation, together with decreased drive eficiency. 

To illustrate a vector-controlled drive, Fig. l.l(a) shows the schematic drive 
scheme of an induction motor with impressed stator currents employing direct 

Fig. 1.1. Dirccl rotor-flux-oriented control or induclion motor with impressed stator currcnb. 
(a) Drive scheme; (b) vector dingnm. 
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rotor-flux-oriented control. In the drive scheme of Fig. I.l(a) the expression for 
the electromagnetic torque given by eqn (1.2-3) has been used, hut as men- 
tioned - above, the notation has been simplified, thus c=c,,, i,,,=i:, and hence 
t,=c,,/~//,li,,.. Furthermore, the modulus of the rotor flux-linkage space vector can 
he expressed as l$r[=~mlim,l, where L, is the magnetizing inductance of the 
induction machine and lim,l is the modulus of the rotor magnetizing-current space 
vector shown in Fig. l.l(b). The flux- and torque-producing stator current refer- 
ences (i,,,,,,iS,,,,) are obtained on the outputs of tlie flux and torque controllers 
respectively, and are then transformed to tlie stator currents in the stationary 
reference frame (i,D,,r,i,Q,,,), where all the current components are also shown in 
Fig. I.l(b). For this purpose is,,r=i,D,,,+ji,Q,,,=(i 5x,c r+jif,J.J.,) exp(jp,) is used, 
where p, is the position of the rotor flux-linkage space vector (with respect to 
the real axis of the stationary reference frame). For illustration purposes 
Fig. I.l(h) shows all the stator current components and also the angle p,. In the 
drive scheme of Fig. l.l(a), the torque-producing stator current (i,,) and the 
modulus of the rotor magnetizing current are obtained on the output of a rotor 
flux-linkage model. In the simple case shown, the rotor flux-linkage model uses 
the monitored rotor speed and also the monitored stator currents as inputs. Such 
a model can be obtained by considering the rotor space-vector voltage equation 
of the induction motor (see Section 4.1.1.4). This yields the modulus and angle of 
the rotor flux-linkage space vector (hence the name flux model), hut since the 
rotor flux modulus is the product of L, and ii,,l, tlius li,,l can also be obtained. 
Furthermore, since the position of the rotor flux-linkage space vector (p,) is also 
determined in the flux model, and since the stator currents are also inputs to tlie 
flux model (in practice only two stator currents are required), tlie torque- 
producing stator current i,,, can also be obtained. For this purpose the relationship 
between the stator current space vector expressed in the rotor-flux-oriented 
reference frame (Ti) and the stator current space vector expressed in the stationary 

ference frame (is) is considered; tlius i:=i,,+ji,,,=i,exp(-jp,), where is 
the space vector of the stator currents in the stationary reference frame 
(2/3)(i,,+ai,,+a2i,,). In Fig. l.l(a), FG is a function generator, from the 

t of which the modulus of the rotor magnetizing-current reference (lim,,,,l) 
ained, and its input is the monitored speed. This can be used for feld- 

cening purposes. When the conventional field-weakening technique is used, 
below base speed li,,,,,.,l is constant, and above base speed it is reduced, i.e. 

inversely proportional to the rotor speed (see Section 6.1.4.1). However, when 
on-conventional field-weakening technique is used, then FG is implemented in 
iflerent way (see Section 6.1.4.2). In Fig. I.l(a) the electromagnetic torque 
rence is obtained from the output of the speed controller. This can he a 

ntional PI controller, a fuzzy logic controller, etc. It can be seen that the 
sclieme shown in Fig. I.l(a) also contains two current controllers and i,,, is 

tained (in the flux model) by utilizing tlie transformation exp(-jp,), but the 
nsformation exp(jp,) is also used (to obtain i,Dr.,,i,Q,.r) However, it will be 
wn below in Section 1.2.2 that the current controllers and these trausforma- 
s are eliminated when direct torque control is used. 
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Big. 1.2. lndircct rotor-flux-oriented control of induction motor with imprsssed slator currents. 
(a) Drive scheme; (b) vcctor diagram. 

Figure 1.2 shows the schematic drive scheme of an induction motor with 
impressed stator currents employing indirect rotor-flux-oriented control. In 
Fig. 1.2(a) the torque- and flux-producing stator current references (is,,.,, i,,,,,,) 
and also the angular slip frequency reference (o,,,,,) are generated from the 
reference electromagnetic torque (t,,.,) and reference rotor magnetizing-current 
modulus (li,,,,,,,l). The rotor position (0,) is monitored, and it is added to the 
reference value of the slip angle (O,,,,,), to yield the position of the rotor 
magnetizing-current space vector (or rotor flux-linkage space vector). These 
angles are also shown in Fig. 1.2(b). The transformation of i,,,,, and i,,,,,, into 
the three-phase stator reference currents is similar to that shown in the direct 
scheme above (see Fig. l.l(a)). The expressions used for the estimation or i,,,,, 
and us,,,, follow from the rotor voltage equation of tlie induction machine. The 
details are shown in Section 4.1.2; these expressions are u ,,,,, = i  ,,,,,, l(T,i,, r,,,) and 
i,,,,,=(l+T,p)li,,,,,I [see eqns (4.1-131) and (4.1-135)] where T, is the rotor 
time-constant and p=dldf. 
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1.2.1.3 Permanent-magnet synchronous machine and 
synchronous reluctance machine control 

Inverter-fed synchronous motors are widely used in high-performance variable- 
speed drive systems. If the synchronous machine is supplied by a current- 
controlled voltage-source PWM inverter, then the stator currents are decided by 
the reference speed or reference electromagnetic torque and the inverter drives the 
synchronous motor so that the instantaneous stator currents follow their reference 
values. For high-performance drives it is possible Lo use various rotor configura- 
tions: rotors with permanent magnets, reluctance type, and electrically excited 
rotors. 

There are basically three types of permanent-magnet synchronous machine (tlie 
permanent magnets are on the rotor). In the permanent-magnet syncl~onous 
machine with surface-mounted magnets, the (polar) magnets are located on the 
surface of the rotor and the machine behaves like a smooth-air-gap machine (the 
direct- and quadrature-axis synchronous inductances are equal, L,,=L,,) and 
there is only magnet torque produced. In the permanent-magnet synchronous 
macliiue with inset magnets, the (subpolar) magnets are inset into the rotor 
(directly under the rotor surface), and this is a salient-pole machine, (L,,f L,,) 
and both magnet torque and reluctance torque are produced. In the permanent- 
magnet synchronous machine with buried magnets (interior magnets), the mag- 
nets are buried in the rotor, (L,,#L,,) and again both magnet and reluctance 
torques are produced. There are basically three types of permanent magnet 
machines with buried magnets, depending on bow the magnets are buried into 
the rotor: the magnets can be radially placed, axially placed, or they can be 
inclined. 

A synchronous machine with reluctance rotor (SYRM) can have various rotor 
configurations. In earlier constructions, rotor saliency was achieved by removing 
certain teeth from the rotor of a conventional squirrel cage. Such synchronous 
reluctance machines with low output power have been used for a long time 
and their inferior performance combined with their relatively high price have 
resulted in a limited use. However, as a result of recent developments, more 
reliable and robust new constructions exist; these have basically three types of 
rotors: segmential, flux barrier, and axially laminated rotors. In the SYRM with 
segmental rotor, saliency ralios (L,,IL,,) of 6-7 have been obtained. If the 
number of rotor segments is very large, then a distributed anisotropic structure is 
obtained, which is similar to the various axially laminated structures used in the 
past. By using multiple segmental structures, the saliency ratio can be increased. 
In the SYRM with axially laminated rotor, the rotor is made of conventional 
axial laminations bent into U or V shapes and stacked in the radial direction. 
With this structure it is possible to produce vesy high saliency ratios, and saliency 
ratios of 9-12 have been obtained. This also leads to fast torque responses. 
A synchronous reluctance machine is a salient-pole machine which produces 
reluctance torque. 
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In tlie past, ferrite and cobalt-samarium magnets have been used in permanent- 
magnet machines. However, recently, magnetic materials with higher energy 
density (e.g. 35 J c m - 9  and coercitivity have become available (e.g. neodymium- 
iron-boron magnets). This bas opened up new possibilities for a larger-scale 
application of permanent-magnet synchronous machines with high torque density, 
low lossltorque, high power factor, fast torque and speed response. However, the 
high price, operating temperature limitations, and danger of demagnetization of 
these permanent magnets can be restrictive for many applications. It would 
appear that the limitations imposed by the high cost might be overcome in tlie 
near future, since tliere are some countries where tliere is a large reservoir or these 
magnets, and their cost may be reduced. 

In a permanent-magnet synchronous motor witli surface-mounted magnets, 
torque control can be achieved very simply, since the instantaneous electro- 
magnetic torque can be expressed similarly to that of tlie d.c. machine given by 
eqn (1.2-1): 

- . . . .. . 
where c, is a constant, ~b, is the magnet flux (rotor flux in the rotor reference 
frame), and is, is the torque-producing stator curreot component (quadrature-axis 
stator current in the rotor reference frame). Both I//, and is, are shown in 
Fig. 1.3(b) below. Equation (1.2-5) can be obtained in many ways. However, 
according to simple physical considerations, the electromagnetic torque must be 
maximum when the torque angle (8) is 90 ", and the torque varies witli the sine 
of the torque angle, wbicli is the angle between the space vector of the stator 
currents and the magnet flux (it is also shown in Fig. 1.3(b)). It follows from 
Fig. 1.3(b) that tlie quadrature-axis stator current is Ii , j  sinS. The torque expres- 
sion is also similar to those shown in eqns (1.2-2)-(1.2-4) for the induction motor, 
and this is an expected physical feature. It can also be seen that the electromag- 
netic torque can be controlled by controlling tlie stator currents. The torque 
expression also follows directly from the fact that for all singly salient electrical 
machines the instantaneous electromagnetic torque can be considered to be the 
cross vectorial product of the stator flux-linkage space vector and stator current 
space vector: 
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However, in contrast to the vector control scheme of the induction motor, the 
vector control scheme of the permanent-magnet induction motor is simpler. This 
follows from the fact that the magnet flux is Iixed to the direct axis of the rotor 
reference frame and the space angle between the magnet flux and the direct axis of 
the stator reference frame is equal to the rotor angle, O,, which can be monitored 
by using a position sensor. In contrast to this, in the induction motor, e.g. if 
rotor-flux-oriented control is performed, it is also necessary to know the position of 
the rotor flux-linkage space vector with respect to the direct axis of the stator 
reference frame, and in general this angle is not equal to tlie rotor angle and its 
determination requires the use of a flux model. The vector control scheme for the 
permanent-magnet synchronous motor is simple, and the quadrature-axis stator 
current (in the rotor reference frame) can be obtained simply by considering that 
when the stator current vector is expressed in the rotor reference frame, the 
following transformation holds: i:=<exp(-j0,). In this expression the rect- 
angular form of the stator current vector in the rotor reference frame is i:=i,,+jiSl,. 
and the stator current vector in the stator (stationary) reference frame IS 

is=i,D+ji,Q=I<l exp(ju,), where, as shown in Fig. 1.3(b) u, is the angle of the stator 
current vector (with respect to the direct axis of tlie stationary reference frame). 
'Illus finally i:=i,,+ji,, = Ii,l exp[j(u,- O,)] is obtained, yielding 

I i,, = IiJ sin(u,-0,) = Ii,l sin(@ (1.2-7) 

2 in agreement with the discussion above, and hence the electromagnet~c torque can 
I be expressed as 

It follows that if the stator current modulus and angle are known (e.g. by using 
a rectangular-to-polar conversion or the measured direct- and quadrature-axis 
stator current components is,, is,) and the rotor angle (0,) is measured (by a 
suitable position sensor), then the quadrature-axis stator current can be simply 
determined according to eqn (1.2-7). As stated above, eqn (1.2-8) is physically 
expected, since it shows that the electromagnetic torque varies with the sine of the 
torque angle (torque angle a=%-0,). It also follows that maximum torque per 
stator current is obtained when the torque angle is 90". 

Equation (1.2-8) forms the basis of rotor-oriented vector control schemes, which 
use a position sensor. Figure 1.3(a) shows a possible implementation of a vector- 
controlled (rotor-oriented-controlled) permanent-magnet synchronous machine 

- with surface-mounted magnets, where the machine is supplied by a current- 
t.=c,(~//: x T:) =cF(Lai:+ lbF) x T:=c,$~ x i : = ~ $ ~ i ~ ~ ,  (1.2-6) , controlled PWM inverter. 

where I& and i: are the space vectors of the stator flux linkage and stator current In Fig. 1.3(a) the electromagnetic torque reference (t,,.,) is proportional to i,,,,,, 

space vectors respectively in the rotor reference frame, and L, is tlie stator since t,,,,=cb'/,i ,,,,,. Below base speed, i,,,,,=O, since in this case the torque angle 

inductance. It can be seen that the electromagnetic torque is proportional to the is 90" and maximum torquelampere is obtained. However, above base speed, 

magnet flux (rotor flux) and tlie quadrature-axis stator current (torque-producing in the field-weakening range, where the inverter voltage limit is reached, a negative 

stator current). If the magnet flux is constant, and tlie quadrature-axis current is value of i,,,,, is used and in this case the torque angle is larger than 90". Since 

changed rapidly (e.g. by a current-controlled PWM inverter), a quick torque the stator current modulus IT,I cannot exceed its maximum value (i,,,,) thus 

response is obtained. IiJ= J(i:d+i:q) <is,,,, so the quadrature-axis stator current is, may have to be 
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Fig. 1.3. Rotor-oricntcd control or a pcrmancnt-magnet synchronous motor with surface-mounted 
magncts supplied by a currcnt-controlled PWM inverter. (a) Drive schemc; (b) vector diagram. 

reduced, thus t,,,, may also have to he limited. The stator current components in 
the stationary reference frame (i,,,,r,i,Q,.r) are obtained by using the transforma- 
tion exp(j0,), and this is followed by the application of the two-phase-to-three- 
phase transformation. It should be noted that tliis scheme is similar to that shown 
in Fig. l.Z(a). However, for the permanent-magnet synchronous motor, in 
Fig. 1.3(a) the rotor position (0,) is used (rotor-oriented control) instead of the 
position (p , )  of tlie rotor flux-linkage space vector (rotor-flux-oriented control) 
and the angular slip frequency reference is zero. Furthermore, below base speed 
is,,,,= 0. 

It is also possible to have a speed-sensorless implementation, where the rotor 
speed is obtained by utilizing the speed of the stator flux-linkage space vector (rate 
of change of the angle of the stator flux-linkage space vector). Although such a 
drive can he used in a wide speed range, it will not give full controlled-torque 
operation down to zero speed. It is expected that permanent-magnet machines will 
be used more widely when the price of magnet materials is reduced. 
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One main dilference between the vector control of a synchronous macliine and 
the vector control of an induction machine is their cross-magnetizing behaviour. 
In an electrically excited synchronous machine, the stator currents produce a rotor 
flux which is in space-quadrature to the flux produced by the field winding. Thus, 
similarly to the cross-magnetizing armature reaction of a d.c. machine, a reduc- 
tion of the field flux can be caused at high values of torque. In a synchronous 
machine with surface-mounted magnets, this demagnetization effect is normally 
small, due to the large air-gap associated with the magnets, hut at high currents 
it can cause magnet demagnetization. This effect must he considered when design- 
ing the motor. However, in an induction machine subjected to vector control (e.g. 
rotor-flux-oriented control), the quadrature-axis rotor flux linkage (in tlie rotor- 
flux-oriented reference frame) is zero. Thus there is no demagnetization effect 
caused by tlie torque-producing stator current. 

It should be noted that the i,,=O control method has been a popular technique 
for a long time and has been used to avoid the demagnetization of the magnet 
material. The demagnetization of tlie permanent magnet is non-reversible when a 
large d-axis current is applied. However, recent developments in pemanent- 
magnet technology have resulted in magnet materials with large coercitivity (e.g. 
NdFeB). In permanent-magnet synchronous motors using these materials, a 
direct-axis stator current can he applied without the danger of demagnetizing the 
magnets. In general, in a permanenl-magnet synchronous motor, where the direct- 
and quadrature-axis stator inductances (L,,, L,,) are not equal, e.g. for a machine 
with interior magnets, independent control of is, (flux-producing current) and, i,, 
(torque-producing current) is possible by considering that the direct-axis stator 
flux linkage is $ , , = R ~ ( R ) = I / ~ , + L ~ ~ ~ ~ ,  [see also the definition used in eqn (1.2-6)] 
and the electromagnetic torque is c[$,i,,+(L,,-L,,)i,,i,,]. This last equation 
follows from the fact that l,=c~K x i:, where $;=I/I.~+~I~,,, and tlie direct-axis 
stator Rux-linkage, I~,,=I~,+L,,~,,  and the quadrature-axis stator-flux linkage 
component is ik,,= L,,i,,. 

Due to their low cost, simplicity of control, absence of rotor losses, and field- 
weakening capability, research elTorts have recently been increased towards 
various industrial and automotive applications of synchronous reluctance motors, 
although at present no large manufacturer produces this type of drive. This 
increased interest is the main reason for incorporating new material in the present 
book on the torque control of this drive. These types of motors were developed in 
the UK by Professor Lawrenson more than 30 years ago and by Honsinger in the 
USA (Professor Lawrenson is also the main developer of switched reluctance 
motors). The synchronous reluctance motor (SYRM) is a greatly robust singly- 
salient machine (similarly to the stator of an induction machine, the stator bore 
is smooth but slotted and there is a symmetrical three-phase stator winding 
carrying balanced three-phase currents; however, there is a salient-pole rotor). 
In a high-performance synchronous reluctance motor the rotor is axially 



laminated: this results in high saliency ratios (high L,,IL,,, where L,, and L,, are 
the direct- and quadrature-axis synchronous inductances respectively). T l ~ e  high 
saliency ratio results in lug11 power density, increased torque, high power factor, 
and increased efficiency. Reluctance torque is created by the alignment of the 
minimum reluctance path of the rotor with the rotating magnetizing m.m.f. which 
is produced by the stator currents (there are no rotor currents in a cageless design). 

The electromagnetic torque of a synchronous reluctance motor can also be 
expressed similarly to that or the induction motor or the permanent-magnet 
synchronous motor. By considering that the electromagnetic torque is developed 
by the interaction of the stator flux-linkage space vector and stator current space 
vector, and this relationship is valid in all reference frames, thus f ,=(3/2)~1E x il, 
where P is the number of pole-pairs and the stator flux-linkage and current space 
vectors in the rotor reference frame are &= lk,, +ji/lSq and i:=i,, +ji,, respect- 
ively. The subscripts d and q denote the direct- and quadrature-axis quantities 
respectively in the rotor (synchronous) reference frame. Due to the absence of 
rotor currents, the stator flux linkages are established by the stator currents, thus 
~k~,=L~,i~,,. and ibrq=Lrqirqr where L,, and L,, are the direct- and quadrature- 
nxis synchronous inductances respectively. It follows that 

It is important to note that in eqn (1.2-9) the stator current components (i,,,i,,) 
are expressed in the rotor reference frame, and can be obtained Fron~ the stator 
currents in the stationary reference (I,,, iSQ) frame by considering that 

where 0 ,  is the rotor angle. This is why in general the rotor position is required 
(e.g. in a control scheme using rotor-oriented control) for the transformation of 
the measured stator currents (i,,,i,,). Figure 1.4(b) shows tlie stator current 
vector, the stator flux-linkage vector, and also the various reference frames. 

Equation (1.2-9) together with eqn (1.2-10) can be used for the implementation 
of the rotor-oriented control of the synchronous reluctance motor. However, 
eqn (1.2-9) can also be put into the following form, if i$,,=L,,i,, is utilized: 

where c=(3/2)P(l -L,,IL,,) and it should be noted that in general it is saturation 
dependent. Equation (1.2-11) resembles the torque expression of a separately 
excited d.c. motor, that of a vector-controlled induction motor and also that of a 
permanent-magnet synchronous motor with surface magnets; see eqns (1.2-I), 
(1.2-2), (1.2-3), and (1.2-5). In a vector-controlled synchronous reluctance motor 
drive, where the motor is supplied by a current-controlled PWM inverter, and 
where rotor-oriented control is performed, independent control of the torque and 
flux (torque-producing stator current and flux-producing stator current) can be 
achieved as sborvn in Fig. 1.4(a). 

The gating signals of the six switching devices of the inverter are obtained on 
the output of hysteresis current controllers. On the inputs of these the difference 
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Fig. 1.4. Rotor-oricntcd control of synchronous reluclance motor supplied by a current-controlled 
PWM inverter. (a) Drive scheme; (b) vector diaeram. 

between the actual (measured) and reference stator line currents are present. The 
three-phase stator current references are obtained from their two-axis components 
(i,,,i,Q) by the application of the two-phase-to-three-phase (2+3) transforma- 
tion, and these are obvained from the reference values of i,,, i,, by the application 
of the exp(j0,) transformation. These reference values are obtained in the 
appropriate estimation block from the reference value of the torque (t,,.,) and the 
monitored rotor speed (a,). This estimation block can be implemented in various 
ways, according to the required control strategy. In general there are three 
different constant-angle control strategies: fastest torque control, maximum 
torquelampere control, and maximum power factor control. It will be proved in 
Section 3.2.2.1 that, for example, the rastest torque response can he obtained by 
a controller where y =tan-'(L,,IL,,), where 71 is the angle of the stator current 
space vector with respect to the real axis of tlie rotor reference frame (d-axis), as 
shown in Fig. 1.4(b). It should he noted that the rotor-oriented control scheme of 
the synchronous reluctance machine shown in Fig. 1.4(a) is very similar to the 
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rotor-oriented control scheme of the permanent-magnet synchronous machine 
shown in Fig. 1.3(a). 

1.2.1.4 Switched reluctance machine control 

A switclied reluctance motor (SRM) is a singly-excited doubly-salient d.c. motor. 
In contrast to a variable reluctance stepper motor, the SRM produces continuous 
motion. The concentrated stator windings on diametrically opposite poles (teeth) 
are connected in series to form a stator phase. The rotor is of the reluctance type 
and is made of steel laminations. 

In the SRM, the electromagnetic torque is developed by the tendency of the 
magnetic circuit to adopt a position with minimum reluctance of the magnetic 
paths and is independent of the direction of tlie current flow. Thus the stator 
currents are unidirectional currents and one stator phase conducts at a time. In a 
variable-speed SRM drive a sequence of current pulses is applied to each stator 
phase by using the appropriate power converter. Due to the unidirectional stator 
currents the topology of tlie power converter is simple. The operation of tlie SRM 
is also simple: a pair of stator poles is excited and a pair of rotor poles aligns itselr 
to these. When a stator pole-pair is energized, the corresponding rotor pole-pair is 
attracted toward the energized stator pole-pair to minimize the reluctance of tlie 
magnetic path. T l~us  by energizing the consecutive stator phases in succession, it 

.,is possible to develop constant torque in either direction of rotation. In a 
conventional SRM drive, a position sensor is used to switch the stator currents at 
the a&xopriate instants, but in more recent implementations, the position sensor 
is eliminated by estimating the rotor position. In contrast to other types of a.c. 
and d.c. motors, the SRM cannot run directly from a,;. or d.c. (the flux is not 
constant), but the flux must be established from zero at every step and the 
converter must supply unipolar current pulses, which are timed accurately by 
using information on the rotor position. In the SRM the direction of rotation is 
controlled by the stator phase excitation sequence, e.g. the sequence sA, sB, sC, 
sA ... gives clockwise rotation while sA, sC, sB, sA ... yields counter-clockwise 
rotation. The speed of the SRM drive can be changed by varying tlie stator 
frequency. If tlie fundamental switching frequency is f, then f =o,N,, where w, 
is the angular rotor speed and N, is the number of rotor poles. The non-uniform 
torque production causes torque ripples (and noise). 

In an idealized SRM where saturation and fringing effects are neglected, for 
constant phase current, in the non-aligned rotor positions the electromagnetic 
torque is constant (since i,=constant and dL,ldO, is linear, thus t,=(l12)i~dL51 
dB,= constant, and, for example, for motoring operation this constant is positive). 
However, in a real machine, due to saturation effects and field fringing, the 
electromagnetic torque produced for a constant phase current is a non-linear 
function or saturation. Thus to produce constant torque, profiled stator currents 
are required. The required current profile is a non-linear function of the rotor 
position and also of the electromagnetic torque. It should be noted that the 
general expression for the electromagnetic torque in an SRM is t,=r,,+t,,+t,,,, 
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where the three torque components are the electromagnetic torque components 
produced by each stator phase respectively. For example, the electromagnetic 
torque produced by stator phase sA can be expressed as 

where W, is the coenergy, which is the area under the corresponding magnetiza- 
tion curve. It follows from eqn (1.2-12) that in general it is not possible to express 
the electromagnetic torque as a product of the flux- and torque-producing stator 
current components, as in various types of vector-controlled a.c. drives. When the 
effects of magnetic saturation are neglected, W,=(112)L,Ai~A, and tlie expression 
for the torque becomes 

1 ., dL,, 
/,$A =zj  ].FA -> - dB, 

where L,, is the stator self-inductance. It follows that the electromapetic torque 
is zero when the stator inductance is maximum. This corresponds to the aligned 
position. However, when the rotor is in a non-aligned position, the electromag- 
netic torque is not zero. Since the torque is not zero in the unaligned positions, 
this torque causes the rotor to align with stator phase sA in agreement with the 
above discussion. The direction of the torque is always towards the nearest 
aligned position. Thus positive torque can only be produced if the rotor is between 
misaligned and aligned positions in the forward direction. It follows that to obtain 
positive (motoring) torque, the stator phase current has to be switched on during 
the rising inductance region of L,,. To obtain negative (braking) torque, it has to 
be switched on during tlie decreasing part of the corresponding stator inductance 
region. However, it should be noted that to obtain maximal motoring torque, the 
current in a stator phase should be switched on during the constant inductance 
region so it can build up before the region of increasing inductance starts. In a 
conventional SRM drive, tlie detection of these regions is made by using a pos- 
ition sensor. In a 'sensorless' drive the position information is obtained witliout 
using a position sensor (e.g. by using an observer). 

When designing stator-current-rererence waveforms for constant torque opera- 
tion, one of tlie main difficulties is to maintain constant torque over a wide 
speed-range by considering in addition the variation in tlie d.c. link voltage. This 
is due to the fact that the non-linear machitie characteristics make it difficult to 
take into account the rate of change of the flux linkage which is required for a 
given current reference. The maximum rate of change of the stator current is a 
noo-linear function of tlie stator current and rotor position. Calculatiou of the 
phase current references For constant torque, which the current controllers are 
able to track, is made difficult by the non-linear variation of the current slew rate. 
However, if instead of current controllers, flux-linkage controllers are used, then 
tlie maximum rate of change of the stator flux linkage with respect to rotor 
position can be simply determined from the maximum available supply voltage 
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Rectifier f l  

Fig. 1.5. Torque-controlled SRM drive. (a) SRM drive with a currcnt controller; (bi SRM drive 
a flux contrallcr. 

later in the cycle, as the time taken to reach a new stator flux-linkage value can 
be simply determined. 

Thus the two main schemes for instanta~ieous torque-controlled switched 
reluctance motors will now be presented. The first solution uses profiled stator 
currents, and thus the drive contains a current controller, but the second solution 
uses profiled stator flux-linkages, and the drive scheme contains a stator flux- 
linkage controller. It is shown that tlie second scheme is simpler to implement. 
Figure 1.5 shows the schematics of tlie two torque-controlled SRM drive systems. 
Figure 1.5(a) shows tlie drive sclieme wliere a current controller is used, and 
Fig. 1.5(b) corresponds to the drive with a flux controller. 

In Fig. 1.5Va) the input is the torque reference. This is used together with the 
rotor position (0,) and d.c. link voltage (U,) Tor the determination of the stator 
current references. The d.c. link voltage is obtained on the output o f a  three-phase 
uncontrolled rectifier. The current references are inputs to the current controller 
(e.g. liysteresis controller), wliicli also requires the measured values of tlie stator 
currents. The current controller outputs tlie required switching signals for an 
IGBT converter. 

In Fig. 1.5(b) tlie torque-controlled SRM drive scheme is shown, but instead 
of the current co~itroller there is a flux-linkage controller (a dead-beat controller, 
where tlie desired flux linkage is reached in one sampling time without over- 
sl~oot). Tlie flux-linkage controller also requires the actual stator flux linkages, 
since the actual values are compared wit11 the reference flux-linkage values. The 
actual Aux linkages can he obtained from the stator currents and the rotor 
position, but the information required can be stored in a loolc-up table. By using 
tlie flux linlcage error (AI&,), the d.c. link voltage and also the stator ohmic 
voltage-drop correction (since the stator ohmic drop is neglected in the stator 
flux-reference calculation stage), the inverter switching times can be simply 
determined. 

Tlie torque-controlled SRM can operate in a wide speed-range, where the 
torque is constant (chopping mode) and also where tlie torque is reduced 

with (constant power region). The torque-controlled SRM is an ideal candidate for 
traction purposes or electric vehicles. It is expected that in the future SRMs will 
be more widely used. 

and rotor speed. When such a scheme is used, a required stator flux-linkage 
reference waveform (as a function of tlie rotor position) contains a series of linear 
ramps, each with a gradient not higher than tlie greatest actually achievable for 
a given speed and supply voltage. However, by neglecting the stator ol~mic drop, 
each linear flux ramp can be realized by the application of a constant voltage to 
tlie stator phase. The gradient of each flux ramp determines the maximum speed 
at which it is possible to track tlie constant torque-flux characteristic for a given 
d.c. link voltage. If the constant-torque operation has to be extended to the 
high-speed operation, the stator flux-linkage reference waveform has to be 
planned over the cycle as a whole, and cannot be performed on a point-by-point 
basis. By using linear flux-linkage ramps, it is possible to predict the operation 

.2.7 F U N D A M E N T A L S  O F  DIRECT-TORQUE-CONTROLLED D R I V E S  

n addition to vector control systems, instantaneous torque control yielding fast 
orque response can also be obtained by employing direct torque control. Direct 
orque co~itrol was developed more than a decade ago by Japanese and German 
esearchers (Talcaliashi and Noguchi 1984, 1985; Depenbrock 1985). Drives with 
irect torque control (DTC) are being shown great interest, since ABB has 

tly introduced a direct-torque-controlled induction motor drive, wliicli 
rding to ABB can work even at zero speed. This is a very significant industrial 

ontribution, and it has been stated by ABB that 'direct torque control (DTC) is 
e latest a.c. motor control method developed by ABB' (Tiitinen 1996). It is 
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expected that other manufacturers will also release their DTC drives and further 
developments are underway for speed-sensorless and artificial-intelligence-based 
implementations. 

In a DTC drive, flux linkage and electromagnetic torque are controlled directly 
and independently by the selection of optimum inverter switching modes. The 
selection is made to restrict the flux-linkage and electromagnetic torque errors 
within the respective flux and torque hysteresis bands, to obtain fast torque 
response, low inverter switching frequency and low harmonic losses. The required 
optimal switching-voltage vectors can be selected by using a so-called optimum 
switching-voltage vector look-up table. This can be obtained by simple physical 
considerations involving tlie position of tlie stator flux-linkage space vector, tlie 
available switching vectors, and the required torque and flux linkage. 

Figure 1.6 sliows the schematic of one simple form of DTC induction motor 
drive, which uses the stator flux linkages. Thus it will be referred to as a 
stator-flux-based DTC induction motor drive. However, it should be noted that 
other forms are also possible, which are based on the rotor flux linkages or 
magnetizing flux linkages. 

In Fig. 1.6 tlie induction motor is supplied by a VSI inverter and the stator 
flux-linkage and electromagnetic torque errors are restricted within their respect- 
ive hysteresis bands. For this purpose a two-level flux liysteresis comparator and 
a three-level torque liysteresis comparator are used, respectively. The outputs of 
the flux and torque comparators (dJ/,dt,) are used in the inverter optimal 
switching table, which also uses information on the position (p , )  of the stator 
flux-linkage space vector. It should be noted that it is not the actual flux-linkage 
vector position wliich has to be determined, but only the sector where the flux 
linkage is located. It can be seen that the drive scheme requires stator flux-linkage 
and electromagnetic torque estimators. Similarly as is done in one form of a 
stator-flux-oriented vector control scheme, the stator flux linkages can be esti- 
mated by integrating the terminal voltage reduced by the ohmic losses. However, 
at low frequencies large errors can occur due to tlie variation of the stator 
resistance, integrator drift, and noise. Therefore instead of using open-loop 

Fig. 1.6. Schematic of n stator-flux-based DTC induction motor drive. 
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flux-linkage estimators, other techniques should be used (e.g. a flux observer). 
Observers have reduced sensitivity to parameter variations, but the accuracy of a 
stator flux-linkage observer can he increased by also using on-line parameter 
estimators (e.g. for the estimation of the stator resistance), or a thermal model of 
the macliine the outputs of which can be used for accurate stator resistance 
estimation. However, it is also possible to use a joint state and parameter observer 
which estimates the stator flux linkages, the stator resistance or temperature 
(required to estimate the 'hot' value of the stator resistance), and also the rotor 
speed. It should be noted that for stator flux-linkage estimation it is not necessary 
to monitor the stator voltages since they can be reconstructed by using the 
inverter switching functions and tlie monitored d.c. link voltage together, with a 
model for the voltage drops across the inverter switches. 

It is also possible to have such a DTC scheme which contains a predictive 
switching-voltage vector estimation. For this purpose various predictive schemes 
will be discussed in tlie present book. For example, such a scheme will be discus- 
sed which can be used when there is a transient in tlie reference electromagnetic 
torque (which is the most practical situation), whilst maintaining dead-beat 
control of the stator flux linkage. A simplified predictive scheme will also be 
discussed, which, although it does not yield dead-beat control of the stator flux 
linkage, is computationally non-intensive and the performance degradation is 
minimal. 

The main features of DTC are: direct control of stator flux and electromagnetic 
torque; indirect control of stator currents and voltages; approximately sinusoidal 
stator fluxes and stator currents; reduced torque oscillations; excellent torque 
dynamics; inverter switching frequency depending on flux and torque liysteresis 
bands. The main advantages of DTC are: absence or coordinate transformations 
(which are required in most of the vector-controlled drive implementations); 
absence of separate voltage modulation block (required in vector drives); absence 
of voltage decoupling circuits (required in voltage-source inverter-fed vector 
drives); reduced number of controllers (e.g. only a speed controller is required if 
the drive contains a speed loop); the actual flux-linkage vector position does not 
have to be determined, but only the sector where the flux linkage is located, etc. 
However, in general, the main disadvantages of a conventional DTC can be: 
possible problems during startifig and low-speed operation and during changes 
in torque command; requirement for flux-linkage and electromagnetic torque 
estimators (the same problem exists for vector drives); variable switching 
frequency. 

In the ABB DTC induction motor drive, torque response times typically better 
than 2ms have been claimed by ABB together with high torque-control linearity 
even down to low frequencies including zero speed. It has also been claimed by 
ABB that the new a.c. drive technology rests chiefly on a new motor model which 
enables computation of the motor states to be performed without using a speed 
or position sensor. The motor moder used by ABB is a conventional type of 
mathematical model (using various machine parameters, i.e. the stator resistance, 
mutual inductance, etc.), and not a model based on artificial intelligence 



techniques (which does nut require a co~iventional mathematical model). How- 
ever, it is believed that it is also possible to implement DTC drives whicli utilize 
intelligent control techniques. 

Other types of DTC drives utilize principles similar to those discussed above, 
and in the present book direct-torque-controlled pern~anent-magnet synchronous 
machine drives, direct-torque-controlled synchronous reluctance-motor drives, 
and direct-torque-controlled electrically excited synclironous motor drives are also 
discussed. Both the voltage-source and current-source inverter-fed drives (VSI, 
CSI) are considered. Thus the eleven types of DTC drives discussed in this book 
are as follows: 

1. DTC of induction motor 
(a) DTC of VS1-fed induction motor 

Scheme 1: Drive with non-predictive switching-vector selection 
Scheme 2: Drive with predictive switching-vector selection 

(h) DTC of CSI-fed induction motor 

2.  DTC of synchronous motor 
(a) DTC of VSI-fed permanent-magnel synchronous motor 

Scheme 1: Direct control of the electromagnetic torque and stator flux 
using optimal voltage switching look-up table 

Scheme 2 Direct control of the electromagnetic torque and rl-axis 
stator current using optimal voltage switching look-up table 

Scheme 3: Direct control of the electromagnetic torque and reactive 
torque using optimal voltage switching loot-up table 

Scheme 4: Direct torque control using a predictive algorithm for switch- 
ing voltage vector selection 

(b) DTC of VSI-fed synchronous reluctance induction motor 
Scheme 1: Direct control of the electromagnetic torque and stator flux 
Scheme 2: Direct control of tlie electromagnetic torque and stator 

current 

(c) DTC of VSI-fed electrically excited synchronous motor 
(d) DTC of CSI-fed electrically excited synchronous motor 

It is expected that in the future DTC drives kill have an increased role and 
predictive-algorithm-based DTC schemes will he more widely used. 

In the past few years great efforts have been made to introduce speed- andlor shaft 
position-sensorless torque-controlled (vector- and direct-torque-controlled) drives. 
These drives are usually referred to as 'sensorless' drives, although the terminol- 
ogy 'sensorless' refers to only the speed and shaft sensors: there are still other 
sensors in the drive system (e.g. current sensors), since closed-loop opera- 
tion cannot be performed without them. 

Sensorless vector drives have become the norm for industry and almost every 
large manufacturer (Control Techniques plc, Siemens, Hitachi, Yaskawa, 

Eurotlierm, etc.) has introduced a sensorless induction motor drive. However, it 
is a main feature of almost all or these industrial drives, that they cannot operate 
at very low frequencies without speed or position sensors. Only one large 
manufacturer (ABB) lias developed one form of a direct-torque-controlled induc- 
tion motor drive, which (according to the claims made by the manufacturer) can 
work very close to zero frequency, and no speed or position estimator is used. In 
general, to solve the problems which occur at low frequencies, a number of special 
tecliniques have also been proposed by various investigators, e.g. techniques 
wliicli deliberately introduce asymmetries in tlie machine, or in which extra 
signals are injected into the stator. However, so far these techniques have not been 
accepted by industry, due to their undesirable side effects and other problems. It 
would appear that, in general, industrially acceptable sensorless solutions mustbe 
applicable to off-the-shelf motors, unless tlie drive system is an integrated drive, 
in wliicli the motor, inverter, and controllers are part of a single system provided 
by the same manufacturer. In such a case special techniques are also possible. 

Conventionally the speed of an electrical machine can be measured conveni- 
ently by d.c. tachogenerators, which are nowadays brushless d.c. tachogenerators. 
Rotor position can he measured by using electromagnetic resolvers or digitally by 
using incremental or absolute encoders. Optical encoders are one of the most 
widely-used position sensors. Electromagnetic resolvers are popular for measuring 
the rotor position because of their rugged construction and higher operating 
temperature. Obviously if the rotor position is monitored, tlie speed (wliicli is the 
first derivative of the position) can be estimated directly from the position, hut 
the speed resolution is limited by the resolution of the position transducer and 
also the sampling time. 

To reduce total hardware complexity and costs, to increase the mechanical 
robustness and reliability of tlie drive, and to obtain increased noise immunity, it 
is desirable to eliminate these sensors in vector-controlled and direct-torque- 
controlled drives. Furthermore, an electromechanical sensor increases the system 
inertia, which is undesirable in high-performance drives. It also increases the 
maintenance requirements. In very small motors it is impossible to use elec- 
tromechanical sensors. In a low-power torque-controlled drive the cost of such a 
sensor can he almost equal to the other costs. In drives operating in hostile environ- 
ments, or in high-speed drives, speed sensors cannot be mounted. As real-time 
computation (DSP) costs are continually and radically decreasing, speed and 
position estimation can be performed by using software-based state-estimation 
techniques where stator voltage andlor current measurements are performed. It is 
also possible to use other types of solutions, e.g. the stator phase third harmonic, 
rotor slot harmonics, etc. 

In summary the main objectives of sensorless drive control are: 

reduction of hardware complexity and cost 

increased mechanical robustness and overall ruggedness 

operation in hostile environments . higher reliability 



decreased maintenance requirements 
increased noise immunity 
unaffected machine inertia 

* applicability to off-the-shelf motors. 

The main techniques of sensorless control for induction motor drives are: 

1. Open-loop estimators using monitored stator voltageslcurrents and improved 
schemes; 

2. Estimators using spatial saturation stator-phase third harmonic voltages; 
3. Estimators using saliency (geometrical, saturation) erects; 
4. Model reference adaptive systems (MRAS); 
5. Observers (Kalman, Luenberger); 
6. Estimators using artificial intelligence (neural network, fuzzy-logic-based 

systems, fuzzy-neural networks etc.). 

Tlie details of these techniques will be discussed in Sections 4.5 and 4.6 and 
Chapter 7 for both vector drives and direct-torque-controlled drives. 

The main techniques of sensorless control of permanent-magnet synchronous 
motor drives are: 

I.  Open-loop estimators using monitored stator voltageslcurrents; 
2. Stator-phase third liarmonic voltage-based position estimators; 
3. Back e.1n.f.-based position estimators; 
4. Observer-based (Icalman, Luenberger) position estimators; 
5. Estimators based on inductance variation due to geometrical and saturation 

erects; 
6. Estimators using artificial intelligence (neural network, fuzzy-logic-based 

systems, fuzzy-neural networlts etc.). 

The details of these will be discussed in Sections 3.1.3 and 3.3.2 for both vector- 
co~itrolled and direct-torque-controlled drives. 

The position-sensorless control of synchronous reluctance motors is discussed 
in Sections 3.2.2.2 and 3.3.3 respectively for vector- and direct-torque-control 
applications. The main techniques for sensorless control of synchronous reluct- 
ance motors are: 

1. Estimators using stator voltages and currents, utilizing speed of stator flux- 
linkage space vector. 

2. Estimators using spatial saturation tliird-harmonic voltage component. 

3. Estimators based on inductance variation due to geometrical erects: 
(a) Indirect position estimation using the measured rate of change of the stator 

current (no test-voltage vector used). 
(b) Indirect flux detection by using measured rate of cliange of the stator 

currents and applying test-voltage vectors (on-line reactance measurement 
(INFORM) method); low speed application. 
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(c) Indirect position estimation using tlie rate of change of the measured stator 
current vector by using zero test-voltage vector (stator is short-circuited); 
liigli speed application. 

4. Estimators using observers (e.g. extended Kalman filter). 
5 .  Estimators using artificial intelligence (neural network, fuzzy-logic-based sys- 

tems, fuzzy-neural networks etc.). 

The main techniques for sensorless control of switched reluctance motors are: 

1. Position estimation from the monitored stator currents; 
2. Position estimation using an observer (extended Kalman filter, extended 

Luenberger observer); 
3. Stator-flux- and stator-current-based position estimation; 
4. Artificial-intelligence-based position estimation. 

These techniques are discussed in detail in Chapter 5. 
It is expected that in tlie future further speed- and position-sensorless drives will 

emerge and find wide industrial applications. It is believed that the most 
significant recent industrial contributions to variable-speed drives are due to 
Control Techniques plc, who introduced in 1995 the first universal drive 
(Unidrive) in the world, and also due to ABB who introduced tlie first industrial 
direct-torque-controlled drive (also in 1995). Unidrive is a radically new drive, 
which combines sensorless vector open-loop, closed-loop flux vector and higli- 
performance brushless servo technologies as a single fully enclosed product. 
Figure 1.7 sliows the U~iidrive product family. 

Unidrive is available in five frame sizes from 0.75 kW to 1 MW. It can be directly 
controlled from a control module panel or remotely through a serial communica- 
tions interface. Universal drives offer distinct advantages to tlie user in that the 
control method, parameter listing, and user interface are the same for each method 
of control, eliminating the need for different training programmes. For the 
manufacturer of the drive, a universal drive can lead to significant rationalization of 
the manufacturing process and hence to lower production costs. 

The ABB DTC induction motor drive contains the ACS 600 frequency 
converter (inverter); this is shown in Fig. 1.8. The inverter switcliings directly 
control the motor flux linkages and electromagnetic torque. Tlie ACS 600 
product family suits many applications and operating environments, with a 
large selection of a x .  voltage, power, and enclosure ratings, combined with 
highly flexible communication capabilities. Details of tlie ABB DTC drive are 
given in Section 4.6.2.11. 

It is expected that in the future further sensorless universal and direct-torque- 
controlled drives will emerge. However, it is possible that these will take the fomi 
of integrated drives. At present there exist several integrated drives, but they are 
not universal drives and do not contain direct torque control. Integrated, 
sensorless, universal drives with some type of intelligent control also justify the 
material and unified analysis presented in this book. Together with further devel- 
opments in semiconductor technologies, analogue and digital signal electronics, 



Fig. 1.7. Unidrive (Courtesy of Control Techniques plc, UK). 

advances in soft-comput~ng based intelligent control techniques, and designs 
yielding higher efficiency, these topics offer much further research work and have 
the potential to introduce revolutionary changes in the drtve industry. 
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2 The space-phasor model of a.c. machines 

As discussed in Chapter 1, the principles of the various forms of vector control 
and direct torque control of a.c. machines can be well understood by comparing 
the production of electroniagnetic torque in d.c. and a.c. machines. However, for 
this purpose first the space phasors of various quantities (m.m.f.s, currents, flux 
linkages, etc.) will be introduced by utilizing physical and matliematical consider- 
ations. With the help of these, it is possible to formulate the space-phasor models 
of a.c. machines and to give a detailed explanation of the fundamental principles 
involved in vector-controlled and direct-torque-controlled machines. 

2.1 The space-phasor model of smooth-air-gap machines 

For the purpose of understanding and designing Lorque controlled drives, it is 
necessary to know the dynamic model of the machine subjected to control. The 
machine models which are needed to design control loops are very different to 
those used for designing the machine. Machine designers must have tolerance 
levels (e.g. for power levels) which are less than 19'0, wllilc control designs are only 
rough approximations, where even a 10% error can be considered as acceptable. 
This is because every control scheme must absorb the changes of the plant par- 
ameters, which are due to the changes in the temperature, supply, non-linearity 
etc. and the effects of the load are only approximately considered. However, a 
model of the electrical machine which is adequate for designing the control system 

incorporate all the important dynamic effects occurring during 
transient operation. It should also he valid for any arbitrary time 

e voltages and currents generated by the converter which supplies 

Such a model, valid for any instaiitaneous variation of voltage and current and 
cribing the performance of the machine under both steady-state 

eration, can be obtained by the utilization of space-phasor theory. 
s is very closely related to the two-axis theory of electrical machines, but  the 
plicity and compactness of the space-phasor equations and the very clear 

ysical pictures obtained by its application can yield further advantages. For 
tter understanding, the relationship of the space-phasor equations to the 
o-axis equations will be emphasized throughout the book. 
First the space-phasor quantities (voltages, currents, m.m.f.s, flux densities, flux 

linkages, etc.) will be introduced by using both mathematical and physical 
considerations. For simplicity, a smootli-air-gap a.c. machine is considered with 

-pole, three-phase windings. Figure 2.1 shows the cross-sectional 
machine under consideration; the effects of slotting have been 

cted. I t  is also assumed that the permeability of tlie iron parts is infinite and 
ity is radial in the air-gap. The elfects of iron losses and end-elfects 



Fig. 2.1. Cross-section of an elementary symmetrical thrcc-phasc machine 

are also neglected. In Fig. 2.1 the stator and rotor windings are shown as single, 
multiple-turn Full pitch coils situated on the two sides of the air-gap; these, however, 
represent distributed windings, which at every instant produce sin~lsoidal m.m.f. 
waves centred on the magnetic axes of the respective phases. The phase windings 
are displaced by 120 electrical degrees from each other. In Fig. 2.1 0, is the rotor 
angle, the angle between the magnetic axes of stator winding sA and rotor winding 
ra. In general, the speed of the rotor is w, = dO,ldt, and its positive direction is also 
showli in Fig. 2.1. 

2.1.1 T H E  SPACE PI-IASOR O F  T H E  STATOR M.M.F.5 

A N D  STATOR C U R R E N T S  

If the stator windings are supplied by a system of three-phase currents i,,(t), i,,(t), 
and ;,,(I), which can vary arbitrarily in time, but the neutral point is isolated, 
there can be no zero-sequence stator currents. Then 

where i,,(t) is the instantaneous value of the zero-sequence stator currents. IT it is 
assumed that the stator windings have an equal number of eRective turns 
N,.= N,k,",, where N, and are the number of turns and the winding factor 
respectively of a stator winding, the11 the resultant rn.m.f. distribution f,(H,t) 
produced by the stator is as follows: if 0 is the angle around the periphery with 
rererence to the axis of stator winding sA, which coincides with the real axis of 
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the stator denoted by sD in Fig. 2.1, then 

I,(O, 1 )  = N,.[i,,(t) cos B +  is&) cos (0-2~13) 

+i,,!t) cos (0-4n/3)]. (2.1-2) 

By using complex notation, it is possible to put eqn (2.1-2) into the following form: 

L(0, t) =$ N,, Re{$ [is,@) +ai,,(t) +n2i,,(t) e-'"). (2.1-3) 

In eqn (2.1-3), e-'O is multiplied by the following quantity: 

i3(t) = $ [lisA(t) +aisn(t) + f ~ ~ i ~ , ( t ) ]  = IiJ ei'*, (2.1-4) 

which is the complex space phasor of the three-phase stator currents in the 
complex plane in the stationary reference frame fixed to the stator. Furthermore, 
in eqn (2.1-4) 1, a, and a h r e  spatial operators, ~ = e " " ' ~  and n"ee"'"'% Although 
these spatial operators are formally the same as the time operators in the theory 
of complexors used for the steady-state analysis of sinusoidal voltages and cur- 
rents, it is very important that the two should not be confused. From this point 
of view, it would be justifiable to use a direrent notation for these operators, but 
historically they have been introduced by using the same notation, which is 
therefore used throughout this book. 

In eqn (2.1-4) 141 is the modulus of the stator current space phasor and CL, is its 
phase angle with respect to the real axis of the stationary reference frame fixed to 
the stator. The real axis of the stator is denoted by sD, corresponding to the 
terminology: Direct-axis of the stator. It should be noted that, since in general all 
the currents vary in time, both the modulus and the phase angle vary with time. 
Physically the space phasor of the stator currents determines the instantaneous 
magnitude and spatial displacement of the peak of the sinusoidal stator m.m.f. 
distribution produced by the three stator windings. Thus the space pliasor of the 
stator m.m.f.s is defined as follows: 

x(t) =N,,T,(f) =f;,(f) +xB(O +xC(f), (2.1-5) 

where f;,(t), .f;,(t), and f;,(t) are the space phasors of the iiidividual phase 
m.m.f.s. 

It follows from eqn (2.1-4) that the three-phase space phasor of the stator currents 
can be obtained by the addition of the space phasors corresponding to each phase 
current, i,,=li,,,(t); <,=ai,,(t); iSc=a2i,,(t). In the symmetrical steady state, when 
the currents are sinusoidal and form a three-phase balanced system, 

i,, =I, cos(o, t - dl,); is, = I, cos(o, t - 4,-27113); 

i,,=I,cos(o, t-4,-4n13). 

Thus the space phasor of the stator currents is is=l,eX'"~'-'13' and since I,= 
constant, this corresponds to a circle in the complex plane. Thus the locus of the 
stator current phasor is a circle which the tip of this space phasor runs around, 
in the positive direction in space; the angular speed of this space phasor is 
constant and equal to the synchronous speed. In this case the space phasor of the 
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stator currents is identical to the positive-sequence complexor (complex phasor) 
of the three-phase currents and this is the reason why in this case the time-vector 
diagrams are identical to the space-phasor diagrams. However, in other cases, the 
space phasors and complexors should not be confused. If the currents form an 
asymmetrical system, in the steady state the locus of the stator-current space phasor 
will become an ellipse or a straight line. In the transient state the space-phasor locus 
can have an arbitraty shape. 

It should be noted that it is an important consequence of the assumed 
sinusoidal m.m.f. distribution that the space phasor m.m.f.s of the three phases 
can he added together. Furthermore, it should also be noted that whilst the m.m.f. 
waves are measurable, physically existing real quantities, the m.m.f. space phasors 
are only convenient mathematical abstractions, which of course can he displayed 
(e.g. in real time, on monitors, oscilloscopes, etc.). 

It should be emphasized that it is also possible to introduce the space phasors 
by utilizing two-axis theory; this was the method originally followed by Park. The 
space phasor of the stator currents can he defined as a phasor whose real part is 
equal to the instantaneous value of the direct-axis stator current component, i,,(t), 
and whose imaginary part is equal to the quadrature-axis stator current compo- 
nent, is0(t). Thus, the stator-current space vector in the stationary reference frame 
fixed to the stator can be expressed as 

In the technical literature the notation su and sp is sometimes used instead of the 
notation sD, sQ. 

In symmetrical three-phase machines, the direct- and quadrature-axis stator 
currents i,,, i,, are fictitious, quadrature-phase ('two-phase') current components, 
which are related to the actual, three-phase stator currenls as follows: 

i rD =c[i IA - A '  2 l r ~ - ~ l r ~ l  1 ' (2.1-7) 
and 

where c is a constant. For the so-called classical, non-power-invariant form of the 
phase transformation from three-phase to quadrature-phase components, c=213. 
However, for the power-invariant form c=m. I1 follows from the definition of 
the space phasor of the stator currents (eqn 2.1-4) that, if c=2/3, its real-axis 
component yields 

which agrees with eqn (2.1-7) if the non-power-invariant form of the phase 
transformation is used, and its imaginary-axis component yields 
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which is in agreement with eqn (2.1-8). In a quadrature-phase machine is, and is, 
are actual, not transformed, currents, which flow in the two stator windings sD 
nd sQ which are in space quadrature. 
It should be emphasized that the space phasor does not contain the zero-sequence 

component and thus if there is a zero-sequence component, an additional definition 
must he utilized. In general, similarly to eqn (2.1-11, the instantaneous zero-sequence 
current component of the stator currents is defined as 

i,o =c, [i5A(I) +iSBO) +irc(f)l, (2.1-11) 
where c, is a constant; c, = 113 for the non-power-invariant form, and c, = 1 1 4  
for the power-invariant form. 

If the non-power-invariant form of the transformations is used, it is a useful 
consequence that if there are no zero-sequence components, the projections of 
a space-phasor quantity on the corresponding phase axes directly yield the 

stantaneous values of the phase variables of the same quantity. This is shown 
Fig. 2.2 for the case of the space phasor of the stator currents. 
Mathematically this means that, by utilizing i,,=O, and by using the non- 

ower-invariant forms of the zero-sequence current component and the space 
hasor of the stator currents, the following equations are obtained: 

9. Re(is)=Re[$(isA+ni,B+a-~,c)]=$[i,A-~i,B-4i - ,c ] = i  .A (2.1-121 
Re(n'is)=Re[f(a"i,A+i,B+ai,c)] =is, (2.1-13) 
Re(ni,) =Re[f(ai,,+a'i,,+i,,)] =is,. (2.1-14) 

Fig. 2.2. Projeclions or tile atator-current space phasor. 
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If, however, the zero-sequence current is not zero, the phase-variable stator 
currents are obtained as 

i,,=Re(i,)+i,, (2.1-15) 

is" = Re(a2is) + iSu (2.1-16) 

and it follows that the zero-sequence current components are added to the 
corresponding projections of the space phasor on the corresponding axes. 

2.1.2 T H E  SPACE PHASOR O F  ROTOR M . M . F . s  A N D  ROTOR CURRENTS 

Similar considerations to those for the resultant stator m.m.f. hold for the 
resultant m.m.f. produced by the symmetrical three-phase sinusoidally distributed 
rotor windings but the rotor phase ra is displaced from stator phase sA by an angle 
0, and a is the angle around the periphery (also shown in Fig. 2.1) with respect to 
the axis of rotor winding ra. If it is assumed that the rotor windings have an equal 
number of effective turns N,,=N,li,,, where N, is the number of turns and k,, the 
winding factor of a rotor winding, then similarly to eqn (2.1-2), if there is no 
zero-sequence rotor current, the resultant rotor m.m.f. distributionL(0, t) produced 
by the rotor windings canying currents i,,(t), i,,(t), and i,,(t) is as follows: 

L(O, t) =N,,[i,,(t) cos u+irb(t)cos(CI-2r/3)+ir,(t) cos(cr-4rI3)]. (2.1-18) 

By introducing complex notation, it is possible to express eqn (2.1-18) as follows: 

In eqn (2.1-19) the complex quantity multiplied by e-" is the rotor current space 
pbasor i,, 

- ,  
I,=: [i,,(t)+ai,,(t)+a2i,,(t)] = IiJ e-'"., (2 1-20) 

expressed in the reference frame fixed to the rotor (the real axis of this reference 
frame is denoted by rcr and its imaginary axis by r/3, as shown in Fig. 2.1). The 
speed of this reference frame is w,=dH,ldt, where Or, is the rotor angle (also 
shown in Fig. 2.1). This definition is similar to that of the stator-current space 
phasor expressed in the stationary reference frame (eqn 2.1-4). The rotor-current 
space phasor determines the instantaneous magnitude and angular displacement of 
the peak of the sinusoidally distributed rotor m.m.f. produced by the sinusoidally 
distiibuted rotor windings. 

Thus it is possible to generalize, and it follows that the definitions of the 
soace-ohasor quantities in their 'own' reference frames ('natural' reference frames) 
are similar. Furthermore, it should be noted that it would again be possible 
to introduce the definition of the rotor-current space phasor by the direct ap- 
plication of two-axis theory. Thus let i,, and irD be the instantaneous values of the 
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direct- and quadrature-axis rotor-current components of the three-phase rotor 
currents which, similarly to eqns (2.1-7) and (2.1-8), are related to the instant- 
aneous values of the actual three-pl~ase currents by 

where c=  f for the non-power-invariant, classical form of the transformation. 
Then the definit~on of the space phasor of the rotor currents in the reference frame 
futed to the rotor is as follows 

Thus the real part of i, yields the transformed direct-axis rotor current and the 
imaginary part gives the transformed quadrature-axis rotor current and all the 
currents can vary arbitrarily in time. For a machine with quadrature-phase rotor 
winding, i,, and irIl are non-transformed, actual rotor currents which flow in the 
rotor windings ra and r/3 respectively. 

It follows from eqns (2.1-19) and (2.1-20) that the instantaneous variation of the 
rotor m.m.f. wave, which rotates at speed o,, can be expressed in terms of the 
rotor-current space phasor and the angles 0 and 0, as follows, if it is considered 
that in accordance with Fig. 2.1, a=H-8,: 

the space phasor of the rotor currents expressed in the stationary reference 
ame. Substitution of eqn (2.1-20) into eqn (2.1-25) finally gives 

The fact that i,' is the space phasor of the rotor currents expressed in the 
ationary reference frame can be proved as follows. The relationship between the 
ference frame fixed to the stator (whose direct and quadrature axes are denoted 

D and sQ respectively) and the reference frame fixed to the rotor, which 
es at angular speed a,, is shown in Fig. 2.3. 

t follows from eqn (2.1-20) that the space phasor of rotor currents expressed 
the rotating reference frame is i,=li,lej', where a, is the angle of the current 

pace phasor with respect to the ra-axis, which is stationary with respect to the 
moving rotor. This angle is also shown in Fig. 2.3. Here i; is the space phasor of 
the rotor currents expressed in the reference frame, which, is stationary with 

spect to the stator, and it follows from Fig. 2.3 that i:=Ji,I ej"., where a:=a,+H,, 
lich is in full agreement with eqn (2.1-26). 
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Fig. 2.3. The relationship between the stationary and rolating reference frames. 

2.1.3 T H E  M A G N E T I Z I N G - C U R R E N T  SPACE PHASOR 

Due to the combined effects of stator and rotor excitations, the resultant m.m.f. 
wave is equal to the sum of the stator and rotor m.m.f. distributions, 

and by considering eqns (2.1-3), (2.1-4). and (2.1-24). it follows that 

Thus 

f(U,O,,t)=$ N,.Re[(is+N,,IN,.i~)e~'o] (2.1-29) 

is ohtained. In eqn (2.1-29), the complex current in the brackets multiplied by eEio 
is tlie magnetizing-current space phasor expressed in the stationary reference 
frame (which is fixed to the stator) and therefore it is defined as 

This is tlie sum of the stator-current space phasor and the rotor-current space 
phasor expressed in the stationary reference frame fixed to the stator. However, 
if the rotor-current space phasor is referred to tlie stator, the reference factor is 
N,,IN,,=(N,k,,)l(N,Icw,). When i: is divided by this factor, then (N,,i,)/N,, is 
ohtained, which is the rotor-current space phasor referred to the stator and 
expressed in the stationary reference frame. By a special selection of the turns 
ratio, e.g. if the reference factor is equal to tlie ratio of the magnetizing inductance 
and the rotor self inductance, eqn (2.1-30) yields the so-called rotor magnetizing- 
current space pliasor expressed in the stationary reference frame, i,, (for more 
detailed discussion see Section 4.1.1). The rotor magnetizing-current space phasor 
is extensively utilized when the so-called rotor-flux-oriented control of a.c. 
machines is employed (e.g. see Sections 1.2, 2.1.8 and 4.1). 

2.1.4 F L U X - L I N K A G E  SPACE PHASORS 

In this section the space phasors of the stator and rotor flux linkages will he 
ohtained in various reference frames. 

2.1.4.1 The stator flux-linkage space phasor in the stationary 
reference frame 

Similarly to tlie definitions of tlie stator-current and rotor-current space phasors, 
i t  is possible to define the space pliasor of the stator flux linkages I& in terns of 
the instantaneous values of the flux linkages of the three stator windings. Thus in 
the stationary reference frame fixed to tlie stator, tlie total flux-linkage space 
phasor can he expressed as follows 

I?~= ?(~b~~+a~l/ .~+o'$, , ) .  (2.1-31) 

where the insta~itaneous values of the phase-variable flux-linkage components are 

+ ~srcos(0,+2n/3)i,,+ A~5,cos(0,+4n/3)i,, (2.1-32) 

1~.~=L,i,,+~~i,~+M~i,,+@,cos(0,+4n/3)i,, 

+ ~ ~ , c o s ~ , i , , +  A ? ~ , c o ~ ( o , + ~ ~ / ~ ) ~ , ,  (2.1-33) 

~bsc=~si~c+~sis,,+~~i~A+A?~rcos(Or+2n/3)ir,i 

+ ATs, cos(0, + 4n/3)ir, + as, cos 0,i,, . (2.1-34) 

In these equations Es is the self-inductance of a stator phase winding, Ms is the 
utual inductance between the stator windings, and Ms, is the maximal value of 

stator-rotor mutual inductance. It can be seen that the phase-variable flux 
ages contain six flux-linkage terms, a self-flux-linkage component produced by 
stator currents in the stator winding under consideration, two mutual stator 

x-linkage components due to the other two stator currents and three stator- 
or mutual flux-linkage components, which are due to the three rotor currents. 

Substitution of eqns (2.1-321, (2.1-33), and (2.1-34) into eqn (2.1-31) yields the 
following space-phasor equation for the stator flux linkages if eqns (2.1-4), 
(2.1-20), and (2.1-25) are also considered: 

here L,=i;-Ax is the total three-phase stator inductance and L, is the 
o-called three-phase magnetizing inductance, L,=($)Ms,. 

The stator flux-linkage space phasor describes the modulus and phase angle of 
he peak of the sinusoidal stator flux distribution in the air-gap. In eqn (2.1-35) 
lere are two flux-linkage space phasor components. The first component, which 
equal to Lsis, is the self-flux-linkage space phasor of tlie stator phases, which 
caused by the stator currents. The second component, L,,i:, is a mutual 



flux-linkage space phasor, which is due to the rotor currents and is expressed in 
the stationary reference frame. It is important to note that eqn (2.1-35) is general, 
and holds even under non-linear magnetic conditions. Thus it is also valid when 
the leakage or main flux paths are saturated. In this case L, and L, are not 
constant, hut also depend on the currents of the machine. This will he discussed 
in detail in Chapter 6. 

It is possible to give the definition of the stator flux linkages in terms of the 
direct- and quadrature-axis flux-linkage components ~b,, and JISQ: 

where it follows by considering eqn (2.1-35) that the direct-axis stator flux-linkage 
component is defined as 

I ~ ~ D = L A I J +  L m i r ~  (2.1-37) 

and the quadrature-axis stator flux-linkage component is given by 

The relationship between the instantaneous values of the direct- and quadrature- 
axis flux-linkage components $,, and 1/isQ and the instantaneous values of the 
three-phase stator flux-linkage components I/I~,, and 1bsc is similar to the 
relationship between the two-axis currents and the three-phase currents described 
by eqns (2.1-9) and (2.1-10). 

In the equations above, i,,, is, and i,,, i,, are the instantaneous values of the 
direct- and quadrature-axis stator and rotor currents respectively, and it is 
important to note that all four currents are defined in the stationary reference 
frame fixed to the stator and they can vary arbitrarily in time. The rotor currents 
i,, and i,, are related to the rotor currents i,, and i,B by eqn (2.1-25), and the latter 
current components, defined by eqns (2.1-21) and (2.1-22), are the two-axis com- 
ponents of the rotor currents in the reference frame fixed to the rotor. Thus it 
follows from eqn (2.1-25) that 

and this yields the following transformational relationship between the d, q and 
a, /I components of the rotor currents, if for convenience the matrix form is used, 
as is usually the case in the generalized theory of electrical machines: 

(2.1-40) 
sin 8, cos 8, 

In equ (2.1-40) the inverse of the so-called commutator transformation matrix 
(C2) appears. It is also an advantage of the application of the space phasors that, 
in contrast to the matrix forms used in generalized machine theory, where the 
various machine models corresponding to different reference frames are obtained 
by the application of matrix transformations, here complex transformations- 
e.g. e'" in eqn (2.1-39)-are used, which result in more compact, more easily 

anipulahle equations. Furthermore, by expressing the space phasor of a given 
antity in various reference frames, all the matrix transformations of generalized 
chine theory can be obtained [Vas 19921. 

2.1.4.2 The rotor flux-linkage space phasor in the rotating reference frame 
fixed to the rotor 

The space phasor of the rotor flux linkages expressed in its own (natural) reference 
frame, i.e. in the reference frame fixed to the rotor, and rotating at speed w,, is 
defined as follows 

lJr= $ [l/ira(t) + a$,b([) +~ l ' $~~( t ) l ,  (2.1-41) 

iere ~b,.(t). lbrb(t), and ~b,,(t) are the instantaneous values of the rotor flux 
kages in the rotor phases ra. rb, and rc respectively. In terms of the instant- 

aneous values of the stator and rotor currents they can be expressed as 

here i; is the self-inductance of a rotor winding and ATr is the mutual inductance 
tween two rotor phases. It can be seen that all three rotor flux-linkage com- 
nents ~/i,,(t), ~b,,(t), and lj,,(t), contain three flux-linkage components produced 
the rotor currents and three mutual flux-linkage components produced by the 
or currents. A considerable simplification is achieved if eqns (2.1-42). (2.1-43). 
(2.1-44) are substituted into eqn (2.1-41) and thus the space phasor of rotor 

x linkages in the rotor reference frame is obtained as 
- 
I/I,=L,T,+L,T:, (2.1-45) 

here L,=Lr-Mr is the total three-phase rotor inductance and i: is the space 
r of the stator currents expressed in the reference frame fixed to the rotor. 
ion (2.1-45) contains two ternis: (i) the space phasor L,T, is the rotor 

flux-linkage space phasor expressed in the rotor reference frame and is solely 
to the rotor currents and; (ii) the space phasor L,T; is a mutual flux-linkage 
e phasor, produced by the stator currents and expressed in the same reference 

Instead of defining the rotor flux-linkage space phasor in terms of the rotor 
ux-linkage components corresponding to the three phases, it is possible to define 
in terms of its two-axis components (I//,, diri,), 
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where it follows from eqn (2.1-45) that the direct-axis rotor flux-linkage compon- t follows from eqn (2.1-52) that the transformed stator-current space phasor in 
ent can be defined as rotating reference frame fixed to the rotor can be obtained from the space 

(2.1-47) asor of the stator currents, expressed in the stationary reference frame, as 
$rz =LAz + Lmigd 

i,.=ise-i", 
and the quadrature-axis rotor flux-linkage component can he given as 

(2.1-54) 

(2.1-48) The corresponding two-axis form can be obtained by the substitution of eqn 
ifrlt = L,frlt + Lmisq. .l-53) into eqn (2.1-54), 

In eqns (2.1-47) and (2.1-48) i,,, i,,,, is,, and is, are the direct- and quadrature-axis cos 8, sin 8, 
rotor and stator current components respectively, and all tlie current components 

F:]=[-sin 0, cos 0 1  K::] (2.1-55) 
are expressed in the reference frame fixed to tlie rotor. The relationship of the 
stator current components is,, i,, and the stator current components is,, iSp will and these are the stator currents used in eqns (2.1-47) and (2.1-48). The trans- 
be shown in the next section. rmation described by eqn (2.1-54) can also be obtained by considering Fig. 2.4. 

It follows from eqn (2.1-4) that the stator-current space phasor expressed in the 
2.1.4.3 The rotor flux-linkage space phasor in the stationary reference frame tationary reference frame (1;) can be expressed in terms of its modulus ( I T , ( )  and 

ts phase angle (a,), which are also shown in Fig. 2.4, as is=Ii,leja*. However, when 
The rotor flux-linkage components in the reference frame fixed to the rotor the space phasor of the stator currents is expressed in the reference frame rotating 
((J,,, ~b,,~) are related to the rotor flux-linkage components expressed in the with the rotor speed or, then it follows from Fig. 2.4 that <'=JiJejn.~, where the 
stationary reference frame ($,,, $,,) by tlie same transformation el"' as given by angle a: is the angle between i: and the real axis (sd) of the rotating reference 
eqn (2.1-39) for the rotor currents. Thus the following equation holds frame. However, since it follows from Fig. 2.4 that i(;=i(,-O,, i ; = l i s l e j l = s - ~ c l  

- 
IZ= I(I,,, + j ibrq = ejh= (I/I~. + j  I / I~ ,~ )  elur (2.1-49) is obtained, which can be expressed as i;=i3e-j"', and this is in agreement with 

and this can he put into the following matrix form: 

[;ah]=[""' -"""]["-I (2.1-50) 
2.1.4.4 The stator flux-linkage space phasor in the reference frame 

sin 8, cos 0, . fixed to the rotor 

should be noted that if, for example, it is necessary to know the space phasor 
In eqn (2.1-50) the transformation matrix is the inverse of the commutator the stator flux linkages expressed in the rotating reference frame ($;) in terms 

transformation matrix given in eqn (2.1-40). the stator flu-linkage space phasor expressed in the stationary reference 
By the substitution of eqn (2.1-45) into eqn (2.1-49) and by considering eqn 

(2.1-39), the space phasor of the rotor flux linkages in the stationary reference 
frame can he expressed as sQ 

- 
~ / ~ : = ( ~ , i ~ + ~ , i : e ' " ' ) = L , i ~ t L , i , .  sq 

This contains two flux-linkage components, a sell flux linkage produced by the 2 \ 
rotor currents but expressed in the stationary reference frame (L,i;) and a mutual \ 

flux-linkage component poduced by the stator currents and also expressed in the 
\ 
\ 

stationary reference frame (L,I,=L,,<'~~~'). Thus the stator currents in tlie station- 
\ 
\ 

ary reference frame are related to the stator current components in the rotating \ 
\ 

reference frame fixed to the rotor by the following complex transformation: \ 
\ 

;.; 
,..- 

I = i'e'O' 
\ 
\ . . 

I 5  1 \ . 
\ 

a: . 
where is and Ti are expressed in terms of their two-axis components as follows: \ .- a, 0, ,,.. 

is =iSD +jiSQ sD 

i;=is,+jisq. Fig. 2.4. Transformation of the stator-current space pirasor. 
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frame (I&), then similarly to eqn (2.1-54) the equation 

- 
holds, or in two-axis form, by considering I~=I/I, ,+~$., ,  $ , = I ~ , D + ~ $ ~ Q ~  

where tlie transformation matrix is the commutator transformation C,. 
Incidentally, the substitution of eqn (2.1-35) into eqn (2.1-56) yields I& as 

follows, if eqns (2.1-39) and (2.1-54) are also considered: 

where i: and I, are the space phasors of the stator and rotor currents respectively 
and are expressed in the reference frame fixed to the rotor. By resolving into real 
and imaginary parts, and using the notation introduced in eqns (2.1-23) and 
(2.1-53), tlie direct- and quadrature-axis stator flux linkages in the rotor reference 
frame are obtained as 

where is,, is,, i,,, and i,,, are the two-axis stator and rotor currents respectively in 
the reference frame fixed to the rotor. 

2.1.5 T H E  SPACE PI-IASORS O F  T H E  STATOR A N D  ROTOR VOLTAGES 

The space phasors of the stator and rotor voltages can be defined similarly to the 
space-phasor quantities defined in the earlier sections [e.g. eqn (2.1-4)]. Thus the 
stator-voltage space phasor in the stationary reference frame is 

and the rotor-voltage space phasor in the reference frame fixed to the moving 
rotor is 

G,=$ [~l,,(t)+au,,(t)+a~u,,(t)] = I I , + ~ I I  (2.1-62) 

In eqns (2.1-61) and (2.1-62) lr,,(t), us&), ir,,(t) and ~r,,(t), rr,,(t), and rr,,(t) are the 
instantaneous values of the stator and rotor phase voltages respectively and it,,, 
uSQ, I(,, and II:,, are the corresponding direct- and quadrature-axis components. 
The relationsh~p between the three-phase and quadrature-phase voltages immedi- 
ately follows from these equations. For example, for the stator voltages, 

Similarly, tlie rollowing equations hold for the rotor voltage components: 
1 

1 1 =  1 - - 1 
ru 2 l lrb-~lfrc) (2.1-65) 

and 

I I ~ , ~  = (11,~- rfrc)/$. (2.1-66) 

It has been emphasized in Section 2.1.1 that the space phasor does not contain the 
zero-sequence components. Thus if there are zero-sequence voltages, they have to 
be considered separately in terms of the following stator and rotor zero-sequence 
components 

l f ,u=f  [ l f , ~ ( t ) + ~ , ~ ( t ) + ~ f , ~ ( f ) ]  (2.1-67) 

I ~ , U  = 4 [1lrU(t) +lfrb(O + lfrC(t)]. (2.1-68) 

It should he noted that if eqns (2.1-63), (2.1-641, and (2.1-67) are put into matrix 
form, 

112 

[II;] llSD = - [ l i  

112 ] r] -112 -112 u,, , (2.1-69) 

".a 0 4 1 2  - 4 1 2  us, 

where the transformation matrix is the inverse of the so-called phase transforma- 
tion matrix (C,). A similar transrormation matrix applies for the rotor voltages. 
It should also be pointed out that similarly to eqns (2.1-12)-(2.1-14), in the absence 
of the zero-sequence components, the projections of the space phasor of voltages 
on the corresponding axes yield the phase voltages, i.e. 

I!,, =Re(&) (2.1-70) 

~r,,=Re(a'l~,) (2.1-71) 

~ f ~ ~ = R e ( n G ~ ) .  (2.1-72) 

The stator-voltage space phasor expressed in the stationary rererence frame (IT,) 
can be transformed into the stator space phasor expressed in the reference frame 
fixed to the rotor (17:) similarly to eqn (2.1-54). Thus 

G:=ii,e-jgr= t ~ , , + j ~ r ~ ~ ,  (2.1-73) 

If this is resolved into real- and imaginary-axis components, the same trans- 
formation matrix (C,) will appear as in eqn (2.1-57). 

The rotor-voltage space phasor expressed in the reference frame fixed to the 
rotor (0,) can he expressed in the reference frame fixed to the stator (li:), and in 
this case the complex transformation to be used is the same as the one used in 
eqn (2.1-39). Thus 

G:=li,e'"'=u,,+j~r,,. (2.1-74) 

When this is put into the two-axis form, the same transformation matrix (C;') 
will appear as in eqn (2.1-40). 
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If, for example, the relationship between it,,, if,,, rr,, and ir,,, it,, is required, 
it follows from eqns (2.1-73) and (2.1-61) that 

u,,+jrr,,=+ [~~ , , (~ )+ar r , , ( t )+a~r ,~ ( t ) ] (cos  0,-j sin 0,). (2.1-75) 

Resolution of eqn (2.1-75) into real and imaginary parts yields 

us,= $ [ri5,, cos Or+ rr3, cos(0,-2n/3) + 11,~cos(O,-4n/3)] (2.1-76) 

rr,, = -+ [LI,, sin Or+ II,, sin(0,-2~13) + ti,, sin(0,-4n/3)], (2.1-77) 

which define the so-called Park transSonnation. Incidentally, if the zero-sequence 
stator voltage component defined by eqn (2.1-67) is combined with eqns (2.1-76) 
and (2.1-77), the following matrix form is obtained, 

2.1.6 T H E  M E C H A N I S M  O F  E L E C T R O M A G N E T I C  
T O R Q U E  P R O D U C T I O N  

In this section, the mechanism of electromagnetic torque production in d.c. and 
a.c. machines will be discussed and for simplicity the effects of magnetic non- 
linearities will he neglected. To  enhance the analogy between the mechanism of 
torque production in d.c. and a.c. machines, the space-phasor formulation of the 
electromagnetic torque will be presented for both types of machines. 

Fig. 2.5. Electromagnelic torque produclion in a d.c. machine. 

Im 

2.1.6.1 Electromagnetic torque production in d.c. machines I I I 
Figure 2.5 shows the schematic diagram of a compensated d.c. machine, which 
for simplicity has a smooth air-gap. 

On the stator of the machine there are the field (0 and compensating windings - - Re 
(c) and on the rotor there is the armature winding (a). The current in the field it Vr (sD) 

winding i, produces an excitation flux linkage !$I,. If current i, flows in the armature Fig. 2.6. The space phasors in a d.c. machine. 
winding, the interaction of the armature current and the excitation flux-linkage will 
result in forces (F) acting on the conductors, as shown in Fig. 2.5. Since the excita- 
tion flux linkage is in space quadrature to the armature current, maximal forces are Figure 2.6 shows the space phasors of the currents in the field winding, 
applied to the shaft and therefore the position or the armature winding is optimal mpensating winding, and armature winding respectively and also the excitation 
for electromagnetic torque production. ux-linkage. These are denoted by if, ic, T,, and $, respectively and it should he 

It follows from Fig. 2.5 that the armature winding also produces a field, which noted that the stationary reference frame with direct (sD) and quadrature (sQ) 
is superimposed on the field produced by the field winding, hut it is in space axes has been used, so that these space phasors are expressed in the stationary 
quadrature with respect to the excitation flux. Thus the resultant field will be reference frame fixed to the stator of the machine. 
displaced from its optimal position. However, this effect can be cancelled by the It follows that in the d.c. machine described above, the current in the field 
application of the compensating winding (c), which carries current i, which is winding creates the excitation flux-linkage, and the interaction of the excitation 
equal to -in. The currents in the compensating winding and the field winding flux with the currents in the armature winding and compensating winding pro- 
produce an electromagnetic torque which acts against the armature. duce the electromagnetic torque under both steady-state and transient conditions. 



Under linear magnetic conditions it is possible to express the instantaneous value 
of the electromagnetic torque (1,) as a vector (cross) product of the excitation 
flux-linkage and armature-current space pliasors, and thus tlie following expres- 
sion is obtained: 

- 
t,=nbr x i,. (2.1-79) 

In eqn (2.1-79) c is a constant and x denotes tlie vector product. Since the two 
space pliasors are in space quadrature, eqn (2.1-79) can be put into tlie following 
form: 

wliere 111, and i, are the moduli of the respective space pliasors and are equal to 
tlie instantaneous values of the excitation flux-linkage and armature current 
respectively. If the excitation flux is maintained constant, the electromagnetic 
torque can be controlled by varying tlie amiature current and a change in the 
amature  current will result in a rapid change in tlie torque. It  is the purpose of 
vector control of a.c. machines to have a similar technique of rapid torque control, 
as discussed in the next section (see also Section 1.2). 

2.1.6.2 Electromagnetic torque production in 8.c. machines 

In this section tlie analogy between the electromagnetic torque production in d.c. 
and a.c. machines is described. It will be shown tliat in general, in symmetrical 
three-phase or quadrature-phase smooth-air-gap a.c. machines, the developed 
i~istantaneous electromagnetic torque can be put into tlie following vectorial form, 
which is similar to eqn (2.1-79), 

- 
ts=rt/js xi:, (2.1-81) 

wliere under linear magnetic conditions r is a constant and q3 and i: are the 
space phasors of the stator flux linkages and rotor currents respectively, 
expressed in the stationary reference frame. Thus the electromagnetic torque is 
tlie cross product of a flux linlcage and a current space phasor. In eqn (2.1-81) 
the stator flux-linkage space pliasor and the rotor-current space phasors can 
be expressed in reference frames other than the stationary reference frame. 
However, in this case other transformed space pliasors will be present in 
tlie expression for the electromagnetic torque, e.g. I& and ir, which correspond 
to the space phasors of the stator flux linkages and rotor currents expressed in 
tlie rotor reference frame. 

By utilizing tlie Euler forms of vector quantities, it is possible to express 
eqn (2.1-81) as - 

t,=cl~b,l li,lsin y,  (2.1-82) 

wliere IIF,,I and ,IiJ are the moduli of the stator flux-linkage and rotor-current space 
pliasors respectively and y is the so-called torque angle. It  follows that when g =90 ", 
eqn (2.1-82) will take the form of eqn (2.1-80) and maximum torque is obtained. 
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Thus tlie similarity between the production of the electromagnetic torque in a 
compensated d.c. machine and in symmetrical, smooth-air-gap a.c. machines has 
been established. However, it should be noted that whilst in the d.c. machine, where 
the armature current and main flux distributions are fixed in space-the former is 
due to the action of the commutator-and wliere torque control can be established 
by independently controlling the excitation flux (I//,) and armature current (i,) and 
where, due to the fixed relationship between tlie stator lield and armature current 
distribution, maximal torque is produced for given field and amature currents, in 
an a.c. machine, it is much more difficult to realize this principle, because these 
quantities are coupled and are stationary with respect to the stator and rotor 
respectively; they also depend on the modulus, frequency, and phase angles of the 
stator currents. It is a further complication that in machines with a squirrel-cage 
rotor, it is not possible to monitor the rotor currents by simple means. Of course, 
there are ways of preparing the rotor cage in advance and using certain transducers 
which yield signals proportional to the instantaneous values of tlie rotor currents, 
but these are only suitable for laboratory work or under very special conditions. 
Tlie search for simple control schemes, similar to those used for d.c. machines, bas 
led to the development of the so-called vector-controlled schemes, wliere sinlilarly 
to d.c. motors, it is possible to obtain two current components, one of which is a 
flux-producing current component and tlie other is the torque-producing current 
component. It will be shown in later sections (e.g. Section 2.1.8.2) how the 
expression for the instantaneous electromagnetic torque can be formulated in terms 
of these two currents. Tliere will also be a discussion on how they can be 
independently controlled so as to achieve the required decoupled control. 

For completeness, a proof of eqn (2.1-81) will now be presented and this will be 
discussed in the remainder of the present section. This proof will be based on 
energy considerations, but for better understanding, in Sections 2.1.7 and 2.1.8 
other derivations will also be given which utilize other concepts. It is possible to 
obtain an expression for the electromagnetic torque by putting the rate of change 
of the meclianical output energy (d W,,,,,ldt) equal to the mechanical power p,.,,,; 
the latter is equal to the product of the instantaneous rotor speed and electromag- 
netic torque, 

For simplicity a two-pole machine is considered, and the expression for tlie 
electromagnetic torque is derived from eqn (2.1-83). For this purpose, it is first 
necessary to formulate an equation for tlie dilferential mechanical energy dW,,,,,. 

Since for every macliine tlie principle of consematioli of energy must be valid 
during motion, it follows that the input electrical energy (W,) bas to cover the 
energies related to tlie stator and rotor losses (w,,,), the magnetic energy stored 
in the field (W,,,,,) and tlie mechanical output energy (W,,,,,), and thus 
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and the differential mechanical output energy can be obtained as 

The three different energy components given on the right-hand side of 
eqn (2.1-85) can be obtained as follows. In general, for a doubly-fed polyphase 
machine, the differential input electrical energy can be expressed as 

where the stator voltage and current space phasors (17,,<) are expressed in the 
stationary reference frame and the rotor voltage and current space phasors (ti:, ir') 
are expressed in the rererence frame fixed to the stator. Equation (2.1-86) follows 
from the physical fact that the total instantaneous power is the sum of the 
instantaneous power of the stator 

and the instantaneous power of the rotor 

where the asterisk denotes the complex conjugate. Furthermore, the rate of 
change of the electrical energy must be equal to the total powerp,+p,. Equations 
(2.1-87) and (2.1-88) can be proved by expressing the stator and rotor space- 
phasor voltages and currents in terms of the instantaneous phase-variable com- 
ponents as defined by eqns (2.1-4), (2.1-20), (2.1-25), (2.1-61), (2.1-62), and (2.1-74), 
and also by utilizing the assumption that there are no zero-sequence stator and 
rotor voltages and currents. 

The losses are due to heat dissipation across the stator and rotor winding 
resistances, hysteresis and eddy-current losses within the magnetic material, 
friction losses between moving parts and either their bearings or the surrounding 
air, and dielectric losses in the electric fields. However, if only the winding losses 
are considered, the differential energy related to the stator and rotor losses can be 
expressed as 

where R, and R, are the stator and rotor resistances respectively and the terms 
$R,li,12 and $R,li,12 correspond to the ohmic losses across the stator and rotor 
windings respectively. 

The third differential energy component, the differential field energy, can be 
obtained by considering that the rate of change of the magnetic energy stored in 
the field must be equal to the input power minus the sum of the stator and rotor 
losses and the mechanical power. Thus 

where 1T,, and rTLi are the space phasors of the induced stator and rotor transformer 
e.m.f.s respectively, both expressed in the stationary reference frame fixed to the 
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stator. The induced stator e.m.f. is due to the rate of change of the stator 
flux-linkage space phasor 

. dllr, 
L I ~ , =  - (2.1-91) 

dt 

and similarly the induced rotor e.m.f., which is due to the rate of change of the 
rotor flux linkages, is defined as 

Substitution of eqns (2.1-91) and (2.1-92) into eqn (2.1-90) yields the following 
expression for the differential magnetic energy stored in the field: 

d it follows that the stored magnetic energy can be expressed as 

Wield= $ Re(i;$s+i;*p,) 

which is the physically expected result. It  can be put into the more familiar 
non-space-phasor form if the space-phasor quantities are expressed in terms of 
their phase-variable components. 

Thus, by the substitution of eqns (2.1-86), (2.1-89), and (2.1-93) into eqn 
(2.1-85), the following equation is obtained for the differential mechanical energy: 

where d W,,,,,, and d W,,,,,, are the mechanical energies due to the stator and rotor 

dW,,,,,,=$ [~e(<i:)- R,IT,I'-~e(i;d$,ldf)]dt (2.1-95) 

d W,.,,,,= 3 [Re(rT:i:')- R,liJ2 -~e(i~"d&ldt)]  dt. (2.1-96) 

Since in the stationary reference frame, the stator-voltage space phasor 17, can only 
be balanced by the stator ohmic drop (R, i,) plus the rate of change of the stator 
flux linkages (d~T~ldt)-see also Section 2.1.7-it follows from eqn (2.1-95) that 
dW,,,,,, must be equal to zero. Furthermore, in the same reference frame, the 
rotor-voltage space phasor ti; must be balanced by the sum of the rotor ohmic 
voltage drop (R,i:) plus the rate of change of the rotor Aux linkages (dc ld t )  and 
a rotational voltage - j o , ~ K .  (See also Section 2.1.7 where it is shown that in the 
stationary reference frame, the rotor voltage space-phasor equation must also 
contain this rotational e.m.f. term, because the rotor is rotating in the direction 
from stator phase A to stator phase B as shown in Fig. 2.1.) Therefore, by 
considering eqns (2.1-83), (2.1-94), (2.1-95), and (2.1-96), the mechanical power is 
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obtained as 
- - 3 - 

p,.,,,=$Re(-jo,$:i;-)=$o,Re(-jC'/:i;')= - r ~ , ~ / / :  x i;. (2 1-97) 

According to eqn (2.1-97). the mechanical power is proportional to the instant- 
aneous rotor speed and to the vectorial product of the rotor flux-linkage and 
current space pliasors, and it follows by considering eqn (2.1-83) that the electro- 
magnetic torque can be expressed as 

3 -r tc= - ?lbr x 7,'. (2.1-98) 

For a machine with P pole pairs this has to be multiplied by P (for a two-pole 
machine P = l ,  for a four-pole machine P=2,  etc.). It should be noted that in eqn 
(2.1-98) the rotor flux-linkage and current space phasors 11.; and i: are expressed 
in the stationary reference frame, but since the torque is invariant to the change 
of the reference frame, the expression - 3 $r xi, is also valid, where 1Jr and i, are 
the space phasors of the rotor flux linkages and currents respectively, but are 
expressed in the reference frame fixed to the rotor. 

It is possible to put eqn (2.1-98) into many other forms and eqn (2.1-81) can be 
obtained as follows. From eqns (2.1-51) and (2.1-52) the rotor flux-linkage space 
phasor expressed in the stationary reference frame must contain two flux-linkage 
components, one of wliicli, L, i;, is produced by the rotor currents only, where L, 
is the self-inductance of a rotor winding, and the other L,,i, is a mutual 
flux-linkage component produced by the stator currents, where L, is tlie magnet- 
izing inductance and i, is the space phasor of the stator currents in tlie stationary 
reference frame. Thus eqn (2.1-98) can be put into the following form 

t = --( 1 L,i;+L,i , )xi:=-$L,i ,xi i ,  (2.1-99) 

where the property that a vector product of a vector with itself is zero has been 
used. Expanding eqn (2.1-99), the following expression is obtained: 

since the vector product i: x i; gives zero. In eqn (2.1-100) L, is the self-inductance 
of a stator winding and according to eqn (2.1-33, the term L,i,+L,i: is equal to 
the space phasor of the stator flux linkages expressed in the stationary reference 
frame (Gs) and contains a self-flux-linkage component produced by the stator 
currents (L,i,) and a mutual flux linkage produced by the rotor currents (L,i;). 
Thus the electromagnetic torque produced by tlie two-pole machine can be 
expressed as 

If the effects of the main flux and leakage flux saturation are neglected, tlie 
magnetizing inductance (L,) and the total stator self-inductance (L,) are constant 
and eqn (2.1-101) yields eqn (2.1-81). Further expressions for the electromagnetic 
torque will be given in Section 2.1.8. 
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Finally, it should be noted that the general expressions derived for the 
instantaneous value of the electromagnetic torque are valid for symmetrical 
three-phase or quadrature-phase machines and no restriction has been made on 
the time variation of the stator and rotor currents, apart from tlie fact that there 
can be no zero-sequence stator or rotor currents. The space phasors used in this 
book rely on the assumption that the spatial distributions of the flux density and 
current density are sinusoidal. This is an important assumption frequently 
adopted in the generalized theory of electrical macliines. It would be possible to 
define harmonic space pliasors which correspond to non-sinusoidal flux density 
and current density distributions, hut in this book the elfects of space harmonics 
are incorporated only in the parameters of the machine under consideration and 
not in extra harmonic equations. 

2.1.7 T H E  V O L T A G E  E Q U A T I O N S  OF  S M O O T H - A I R - G A P  
M A C H I N E S  I N  V A R I O U S  R E F E R E N C E  FRAMES 

In this section the stator- and rotor-voltage differential equations, which are valid 
in both the steady-state and transient operation of smooth-air-gap machines, will 
be described by using three-phase variables, two-axis variables, and space phasors. 
The application of space-phasor theory results in a drastic simplification of 
the voltage equations compared with the phase-variable forms and, while it is 
possible to give both physical and mathematical analyses of the dynamics 
concerned in terms of the phase-variable equations, this would lead to unneces- 
sary complications. 

For better understanding and to enable a direct comparison to be made 
between the non-space-phasor and space-phasor forms, the three-phase equations 
are first briefly introduced and then the two-axis models are presented together 
with the corresponding matrix forms of the equations. Finally, the space-phasor 
equations are presented. 

2.1.7.1 The phase-variable voltage equations in the na l r a l  
and other reference frames 

The phase-variable forms of the three-phase stator and rolor voltage equations 
are first formulated in their natural reference frames. Thus the stator voltage 
equations are formulated in the stationary reference frame fixed to the stator and 
the rotor voltage equations are formulated in tlie rotating reference frame fixed to 
the rotor. 

Tlie tlrree-plmse rzlodel: Here the symmetrical three-phase two-pole smooth-air- 
gap machine with sinusoidally distributed windings, discussed earlier, is considered 
and the elfects of m.m.f. space harmonics are neglected. Tlie schematic of the 
machine has been shown in Fig. 2.1. It is assumed that the stator and rotor 
voltages and currents can vary arbitrarily in time. The phase-variable form of the 
voltage equations is as follows. 
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In the stationary reference frame the stator voltage equations can be expressed as 

where ir,,(t), zi,,(t), and ri,,(t), is,(/), !,,(I), and i,,(t) are the instantaneous values 
of the stator voltages and currents respectively (in the stationary reference frame) 
and R, is the resistance of a stator winding. Here $,,(t), i//,,(t), and $,c(t) are fhe 
instantaneous values of the stator flux linkages in phases sA, sB, and sC 
respectively as defined by eqns (2.1-32), (2.1-33). and (2.1-34). 

Similar expressions bold for the rotor voltage equations expressed in the 
reference frame fixed to the rotor, 

where zr,,(t), n,,(t), and ti,,(t), i,,(t), i,,(t), and i,,(t) are the instantaneous values 
of the rotor phase voltages and currents respectively, R, is the resistance of a rotor 
winding and era(/), i//,,(t), and $,.(I) are the instantaneous values of tlie rotor flux 
linkages in rotor phases ra, rb, and rc respectively, as defined by eqns (2.1-42), 
(2.1-431, and (2.1-44). 

For convenience, the stator and rotor voltage equations [eqns (2.1-102)- 
(2.1-107), eqns (2.1-32)-(2.1-34)], and eqns (2.1-42)-(2.1-44) of the three-phase 
machine can be combined into a single matrix equation: 

R,+PL PM? p g 7 , ~ ~ ~ a  p @ 5 , ~ ~ ~ a ,  PAZ~,COSO, 

p a 3  %+PI;, p pM3,cosOl ppiSi,,cos0 ppiI\;I,cosf~, is, 

~ l i i ,  % + p ~ $  pa5r~~~a1 ~ M ~ , C O S O ,  ~ R ~ , C O S ~ ~  is, 

ppi,rcosB pM~,cosO, plii3,cos0, R,+pL, ppi, P i,' 

pMs,cosO, ppiSrcosU p ~ 3 , ~ ~ ~ 0 ,  p a  R,+pz, ppi, irb 

p l C i , , ~ ~ ~  0, pWWrcos 0, pM5, cos O pHr p R , + ~ L ,  j,, 

where p =dldt, which operates on the inductances, since in general they can vary 
with current. The angles 0, 0, and 0, are defined as 0=0,, 0, =0,+2n/3, and 
02=0,+4n/3, where 0, is the rotor angle sbown in Fig. 2.1. The stator self- 
inductance of one stator phase winding L, can be expressed as the sum of the 
stator leakage inductance L,, and the stator magnetizing inductance L,,, 
&=L,,+L,,, and it should be noted that this relationship holds even when the 
m.m.f. distribution around the periphery is not sinusoidal. For the sinusoidal 
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distribution, the mutual inductance between two stator windings &is can be 
expressed in terms of the stator magnetizing inductance L,, as 

- n.r,= L,, C O S ( ~ K I ~ )  = - L,,I~. 

Similarly, it is possible to express the rotor self-inductance of one rotor phase 
winding zr as the sum of the leakage inductance of a rotor phase winding L,, 
and the rotor magnetizing inductance L,,, &=L,,+L,,. For a sinusoidal 
winding distribution the mutual inductance between the rotor windings is 
ICi,=L,, cos(2nI3) = -L,,12. 

By simple physical considerations of the winding inductances it can be sbown 
that the magnetizing inductance of the stator L,, is related to the maximal value 
of the mutual inductance between the stator and rotor &is, as L,,=(N,,IN,,)&isr, 
where N,, and N,, are the effective number of stator and rotor turns (see Section 
2.1.2). Furthermore, the magnetizing inductance of tlie rotor is related to a, as 
L,,=(N,,IN,,)Ms,. It also follows that M,I,=L,,L,,. 

If the resultant three-phase magnetizing inductance L,, first introduced in eqn 
(2.1-35), is utilized, where L,=+ M5,, then it follows from above that tlie tolal 
three-phase stator inductance, L, (first used in eqn (2.1-35)), takes tlie form 

L,=1;,-A7~=L,,+L,,+~L,,=L,~+~L,", 

and the total three-phase rotor inductance (first introduced in eqn (2.1-45)) can 
be expressed as 

- - 
Lr=~,-i\.lr=L,,+L,,++L,,=L,,++L,,. 

There are smootli-air-gap machines-e.g. the three-phase squirrel cage induc- 
tion machine-where instead of coil-wound rotor windings, the rotor currents 
flow in bars embedded in the rotor slots and connected to end-rings. There are 
various types of cage rotors, but a so-called single-cage rotor has uniformly 
distributed bars: it can be considered as a multi-phase winding system, where the 
number of rotor phases depends on the number of rotor bars and pole-pairs and 
for a symmetrical rotor construction it is possible to represent this by an equiva- 
lent symmetrical three-phase rotor winding and the three-phase model described 
above can be used for this machine too. If the machine has a so-called double-cage 
rotor, with an inner and an outer cage, then for modelling purposes, it is still 
possible to use an equivalent three-phase rotor winding where the rotor par- 
ameters (resistance, inductance) contain the effects related to tlie double cage. 
However, Tor certain forms of double cage, or machines with deep bar rotor, it 
can be advantageous to use a more accurate model. The space-phasor equations 
for double-cage induction machines or induction machines with deep rotor bars 
will be discussed in detail in Section 4.3.5. 

It is important to note that in eqn (2.1-108) the stator voltages and currents are 
expressed in the stationary reference frame fixed to tlie stator, and thus these 
quantities can be directly monitored on the stator. However, the rotor voltages 
and currents are expressed in the reference frame fixed to the rotor, so they can 
be measured on the rotating rotor which of course is almost impossible in the case 
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of a squirrel-cage rotor. Thus, two reference frames have been used for establish- 
ing the hybrid model represented by eqn (2.1-108); these are the so-called natural 
reference frames. 

I t  follows from eqn (2.1-108) that the system of voltage diRerentia1 equations is 
non-linear, and contains variable, time-dependent coefficients, since in general the 
rotor angle is a non-linear function of time and, furthermore, some other par- 
ameters can also be variable. For example, under saturated conditions some of 
the inductance parameters vary with the currents. However, even when all the 
machine parameters are considered to be constant, the voltage dinerential 
equations will contain variable coefficients. since in general tlie rotor angle varies 
with time. Furthermore, in eqn (2.1-108), there are 36 terms in the impedance 
matrix of the machine and the windings are fully coupled. 

The complete performance of the machine under transient conditions can be 
determined by using eqn (2.1-108) together with the equation of motion 

zero-sequence voltages and currents on the stator or rotor. Physically this 
corresponds to using a quadrature-phase machine model instead of the three- 
phase model. In this so-called quadrature-phase slip-ring model, shown in Fig. 2.7, 
there is a quadrature-phase stator winding (sD, sQ) and a quadrature-phase rotor 
winding (ru, rp); rotor winding rcr is displaced from stator winding sD by tlie 
angle 0,. 

The relationship between the two-axis stator voltage and current components 
and the corresponding three-phase components can be obtained by considering 
eqns (2.1-63)-(2.1-66): 

and 

where te is the developed electromagnetic torque of the machine, usually given in 
Newton meters (Nni), t, is the load torque (Nm), o, is the rotor speed (rads-') 
and is equal to  the first time derivative of the electrical rotor angle, dO,ldt. 
The relationship between the electrical and mechanical rotor angles is O,=PO,,, 
where O,, is the mechanical rotor angle, and P is the number of pole-pairs. J  is 
the inertia of the rotor, tlie unit of which is usually given either as kilogram metre" 
(kgmz) or Joules second' (J s'), or as a quantity called IVR' expressed in units of 
pound mass feet' (Ibmft'). The quantity Jw, is called the inertia constant and is 
closely related to the kinetic energy of the rotating masses, which can be expressed 
as W = i  J o f .  The quantity D o ,  is the damping torque and D  is the damping 
constan; which represents dissipation due to windage and friction. 

In  the voltage equations, significant simplification can be performed if the 
three-phase variables are replaced by their two-phase equivalents expressed in the 
same reference frame, since in this case, in the absence of zero-sequence compon- 
ents, there will only be four voltage equations, corresponding to direct- and 
quadrature-axis stator and rotor voltage equations respectively. Thus there will 
only be 16 elements in the corresponding new (transformed) impedance matrix. 
Further simplification can be achieved by using other than the natural reference 
frames. For example, if instead of expressing the rotor quantities (voltages, 
currents, flux linkages) in their natural reference frames, they are expressed in the 
stationary reference frame, the resulting voltage differential equations will contain 
constanl coefficients if the parameters of the machine are considered to be 
constant. Because of the advantares of these simplifications, they will be briefl - . 
discussed below. 

T11e yurrdrat~rre-plmse slip-ring rllodel: To describe the so-called quadrature- 
phase slip-ring model of smooth-air-gap machines, first the number of phase 
variables is reduced in the three-phase model by assuming that there are no 

isQ = (iSB - iSc)/d3. (2.1-113) 

transformations hold for the rotor voltages and currents: 

= $(L/~" - i - t z / , < )  (2.1-114) 

1lr,~ =(1lrt,- (2.1-115) 

Pig. 2.7. Schematic of the quedrature-phase slip-ring model. 
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Thus with eqns (2.1-110)-(2.1-117), after some algebraic manipulation, eqn 
(1.1-108) takes the following form: 

pL,cosO, pL,sinO, R,+pL, 0 

-pL, sin 0, pL, cos 0, 0 R,+pL, 

wliere L, and L, are tlie stator and rotor inductances, introduced in eqns (2.1-35) 
and (2.1-45) respectively and L,=$fls, is the magnetizing inductance. In eqn 
(2.1-118) the stator and rotor variables are expressed in their natural reference 
frames and, even if the machine parameters are constant, in general the system 
of voltage dilferential equations will be time-dependent, since the equations con- 
tain the rotor angle 0, which changes with time. If the inductances are constant, 
the dilfere~itial operator p=dldf can be moved after the inductance elements. 

In the so-called generalized theory of electrical machines, where the various 
models are obtained by using matrix transformations, the model described by eqn 
(2.1-118) is usually obtained from the three-phase model described by eqn (2.1-108) 
by the application of the so-called phase transformation matrix C,. Thus if Z, is 
the impedance matrix of the three-phase machine described by eqn (2.1-1081, the 
impedance matrix of the quadrature-phase slip-ring model described by eqn 
(2.1-118) can be obtained by performing Z:=C,Z,C, where C=diag(C,;C,). Thc 
inverse of the phase transformation matrix has been defined by eqn (2.1-69). It 
follows from eqn (2.1-118) that as a consequence of the phase transfomlation, 
there are four zero elements in the impedance matrix of the machine and in 
contrast to the impedance matrix of the three-phase model, which contains 36 
non-zero elements, the impedance matrix of the quadrature-phase slip-ring 
machine contains 12 non-zero elements. However, it is possible to achieve a 
further reduction in the elements of the impedance matrix, and this is discussed 
in the following section. 

The q~rrrdrut~rm-phase corrrrr~~rtaror. ~rrodel: If the stationary-axis stator quantities 
of the quadrature-phase slip-ring model are unchanged, but the rotor voltages and 
currents rr,,, i,,, ~ 1 , ~ ~ .  i,,, are transformed (from the rotor reference frame) into a 
new reference frame fixed to the stator, tlie so-called quadrature-phase commut- 
alor model with pseudo-stationary rotor windings is obtained. The schematic of 
this machine is shown in Fig. 2.8; on the stator there are tlie direct- and quadrature- 
axis windings denoted by sD, sQ and on the rotor there are the windings denoted 
by rd and rq respectively. 

The following transformations can be obtained from eqns (2.1-40) and (2.1-74) 
for the rotor voltages and currents: 

tr,,=cos O,lr,,+ sin O,rt,, 

u,,,= -sinO,rr,,+cosfJ,~~,~ 

Pig. 2.8. Schemnlic of the quadrature-phase commutator model 

and similarly 

Thus by considering eqns (2.1-118)-(2.1-ID), the following transformed set of 
voltage equations of the commutator model (sometimes also referred to as the 
commutator primitive model) is obtained: 

In this model the cosine and sine functions of the rotor angle are not present 
in the impedance matrix, but the rotor speed o, is present in the rotor equations. 
In the generalized theory of electrical machines, this model is usually obtained 
from the quadrature-phase slip-ring model by performing C,Z:C, where C =  
diag(l,;C,), l2 is a 2 x 2  identity matrix, the matrix C;' has been defined in 
eqn (2.1-401, and Z: is the impedance matrix of the quadrature-phase slip- 
ring machine described by eqn (2.1-118). It is also possible to obtain eqn (2.1-123) 
by physical considerations only, e.g. by considering that in the direct-axis 
rotor winding, rd, there must be voltages induced by transformer elfects, i.e. 
p(L,i,,+L,i,,) and rotational voltages due to the rotation of the rotor, i.e. 
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o,(L,i,o+ L,i,,). Under linear magnetic conditions, the operator p can be moved 
after the inductances in eqn (2.1-123). Some aspects of the effects of magnetic 
saturation will be discussed in Chapter 6 and in Section 6.1.1 the quadrature-phase 
commutator model will be described, where the effects of the saturation of the 
main flux paths are incorporated in the equations; eqn (2.1-123) is significantly 
modified. 

2.1.7.2 The space-phasor form of the equations 

In the present section the space-phasor forms of the voltage equations of three- 
phase and quadrature-phase smoolh-air-gap machines will he presented. The 
equations will be expressed both in the stationary reference frames and in a general 
rotating reference frame, which rotates at a general speed o,. The relationship 
between the space-phasor and matrix forms, given in the previous section, will also 
be shown. 

Tlre space-phasor uolrage equcrtioris in tlie stationarj) rL.f'erencefr.crrne: The stator- 
and rotor-voltage ditlerential equations of the smooth-air-gap three-phase ma- 
chine have been given above in their natural reference frames. By utilizing the 
definitions of the voltage space-phasors [eqns (2.1-61), (2.1-62)], current space- 
phasors [eqns (2.1-4), (2.1-20)] and flux-linkage space phasors [eqns (2.1-311, 
(2.1-41)], the stator and rotor voltage equations [eqns (2.1-102)-(2.1-104) and eqns 
(2.1-105)-(2.1-107)] can be put into the following space-phasor form: 

dF5 17s=R,i,+ - (2.1-124) 
dt 

and 

In eqns (2.1-124) and (2.1-125) the stator and rotor space-phasor flux linkages 
FS and I?: are present and these have been defined in terms of the machine 
inductances and the space phasors of the stator and rotor currents in eqns (2.1-35) 
and (2.1-51) respectively. The quantity w, is the instantaneous angular speed of 
the rotor. 

For the sake of a better overview, the definitions of all the space-phasor 
quantities will be repeated below using the definitions of the space phasors of the 
three-phase quantities. The space phasors of the stator voltages, currents, and flux 
linkages in the stationary reference frame fixed to the stator are [see eqns (2.1-61). 
(2.1-4), (2.1-31), and (2.1-35)]: 

and similarly the space phasors of the rotor voltages, currents, and flux linkages 
in the reference frame b e d  to the rotor are [see eqns (2.1-62), (2.1-20), (2.1-41), 
and (2.1-4511: 

The rotor quantities defined above are, in the reference frame fixed to the stator 
[see eqns (2.1-74), (2.1-39), and (2.1-51)], 

For completeness, the space phasors of the stator voltages, currents, and flux 
linkages are also given in the rotating reference frame fixed to the rotor [see eqns 
(2.1-73), (2.1-54), and (2.1-56)] as 

The very compact form of eqns (2.1-124) and (2.1-125) makes their application 
extremely convenient. The first term on the right-hand side of these equations is 
the space-phasor form of the ohmic losses, tlie second term is a transformer e.m.f., 
which is the first time derivative of the flux-linkage space pl~asor of the stator 
and rotor respectively. Finally, in eqn (2.1-125), the term -jw,~K represents a 
rotational e.m.f., which is due to the rotation of the rotor and contributes to 
electromechanical energy conversion. Equations (2.1-124) and (2.1-125) together 
with the flux-linkage equations, eqns (2.1-128), (2.1-131), and (2.1-134), are also 
valid under saturated conditions. 

If the flux-linkage space phasors defined by eqns (2.1-128) and (2.1-134) are sub- 
stituted into eqns (2.1-124) and (2.1-125), then the space-phasor voltage equations 
take the following form: 

and 

i:=R,i:+d(L, i:)ldt+d(L,i,)ldt -jw,(L,i:+ L,&). (2.1-139) 

These equations can also be put into matrix form: 
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The simplicity of these equations should he contrasted with eqn (2.1-l08), hut 
while in eqn (2.1-108) the phase-variable voltages and currents appear, in eqn 
(2.1-140) the space phasors of the voltages and currents are present. If these space 
phasors are resolved into their real- and imaginary-axis components in accordance 
with eqns (2.1-126), (2.1427). (2.1-132). and (2.1-133), then eqn (2.1-140) yields 
eqn (2.1-123), which corresponds to the quadrature-phase commutator model. 
Thus it can he seen that if the space-phasor voltage equations are established in 
the stationary reference frame, they can he used to obtain the equations of the 
commutator model, without having to perform any matrix transformation. The 
ability to obtain various models of a machine, in various reference frames, without 
using matrix transformations, is also an advantage of the application of space- 
phasors over the application of the conventional generalized matrix theory of 
electrical machines. 

Furthermore, from eqns (2.1-132) and (2.1-133), fi,=ii:e-jo'. and ~~=i:e- '~' ,  and 
the rotor quantities can he expressed in the reference frame fixed to the rotor and 
eqn (2.1-140) becomes 

If all the space-phasor quantities are expressed in terms of their real- and 
imaginary-axis components, i.e. from eqns (2.1-126), (2.1-127), (2.1-129), and (2.1-130), 
eqn (2.1-141) yields eqn (2.1-118), which corresponds to the quadrature-phase 
slip-ring model. Another model can t1ierel"ore be obtained from the space-phasor 
equations without utilizing matrix transformations. Of course, the transformation 
procedure is now 'hidden' in the complex transformations, which contain the 
terms ej0' and e-'Or. 

For slip-ring induction machines with short-circuited rotor windings, or induc- 
tion machines with squirrel-cage rotor, fi ,=O. 

The sprrce-plrusor uoltuge eqlrutio~ls in the ger7eruI refere17ce frar7tr.: Here the 
voltage space-pliasor equations will he formulated in a general reference frame, 
which rotates at a general speed o,. 

It follows from the analysis presented earlier, e.g. from eqn (2.1-136) or Fig. 2.4, 
that the space phasor of the stator currents in the rotor reference frame is 
-, - - I ,  =r,e jo' where is is the stator-current space phasor in the stator reference frame. 
Similarly it follows from eqn (2.1-133) that the space phasor of the rotor currents 
in the stationary reference frame is i:=i,e"" where i, is the space phasor of the 
rotor currents in the rotor reference frame. However, if instead of a reference 
frame fixed to the rotor, a general reference frame, with direct and quadrature 
axes s ,  g rotating at a general instantaneous speed o,=dG,ldt, is used, as shown 
in Fig. 2.9, where 0 ,  is tlie angle between the direct axis of the stationary reference 
frame sD fixed to the stator and the real axis (s) of tlie general reference frame, 
then the following equation defines the stator-current space phasor in tlie general 

sd 
Fig. 2.9. Application of the general reference frame; transformation of the stator quantities 

reference frame 

- - -',,,- '. ~,,=r,e b-i,,+j~.~,. (2.1-142) 

By the substitution of 0,=0,, eqn (2.1-136) is obtained, which gives the space 
pbasor of the stator currents expressed in the rotor reference frame. Equation 
(2.1-142) can be proved mathematically by considering that, from Fig. 2.9, in the 
stator reference frame is= lisl e'"' and in the general reference frame is, = [is[ e-""-Os', 
thus 

i5,= IisI ej*e-jo~=i5e-j0a, 

The stator voltage and flux-linkage space phasors can be similarly obtained in 
the general reference frame, 

C3,= zi5 e ~ ~ 1 J ~ = ~ ~ 5 x + j ~ r s l ,  (2.1-143) 

gS, = & e-joE= i/,, +jlky, (2.1-144) 

where r7, and g3 are the space phasors of the stator voltages and stator flux 
linkages respectively in the stationary reference frame. 

Similar considerations hold for the space phasors of the rotor voltages, current, 
and flux linkages. In Fig. 2.10 three reference frames are shown, the reference 
frame fixed to the rotor, the reference frame fixed to the stator, and the general 
reference Frame. The magnetic axes of the rotor winding are ru, rp and the rotor 
axis ru is displaced from the direct axis of the stator reference frame by the rotor 
angle 0,. 

It follows from Fig. 2.10 that in the rotor reference frame, the space phasor 
of the rotor currents can he expressed in terms of its modulus and phase angle 
a, as i,=li,le'"'. However, since it can be seen that the angle between the real 
axis (s)  of the general reference frame and tlie real 'axis of the reference frame 
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Pig. 2.10. Application aT the general refercncc frame: transformation of the rotor quantities. 

rotating with the rotor (ra) is 0,-Or, in the general reference frame the space 
phasor of the rotor currents can he expressed as ir,=~i,lei':. where a:= 
a,-(0,-0,). Thus 

In the reference frame fixed to the stator, O,=O and i,,= i;= i, eior in accordance 
with eqn (2.1-133). Similarly, the space phasors of the rotor voltages and rotor flux 
linkages in the general reference frame can be expressed as 

and 
- - 
I ~ , , = ~ I ~ ~ ~ ~ ~ ~ ~ ~ " ~ ~ = ~ J ~ , ~ + ~ ~  rl,. (2.1-147) 

Substitution of eqns (2.1-142)-(2.1-147) into eqns (2.1-124), (2.1-125), (2.1-128), 
and (2.1-131) yields the following stator and rotor space-phasor voltage equations 
in the general reference frame: 

where the stator and rotor flux linkages in the general reference frame can he 
expressed in terms of the stator and rotor current space phasors as 

and 

I ~ ~ ~ = L , ~ , , + L , ~ , ~  (2.1-151) 
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Equations (2.1-148)-(2.1-151) can be combined into the following two complex 
voltage equations: 

which can he put into the following matrix form 

R, 0 d L, [;::] = G R.1 C:] + dt [Lm t:.] [::I +jag[:. :.I [:] 

On the right-hand side of eqn (2.1-153) there are the voltage terms due to the 
ohmic losses, plus the transformer e.m.f.s, plus the voltages due to the rotation of 
the general reference frame, plus the true rotational voltages. This last component - 
is only present in the rotor equations and it is tlus term -jo,$,,= -jo, 
(L,i,,+ L,,i,,) which contributes to electromechanical energy conversion. It is also 
possible to utilize the expression for the rotational voltage to obtain the expressions 
for the electromagnetic torque in various reference frames, as shown in the next 
section. In eqns (2.1-152)-(2.1-154), under linear magnetic conditions all the 
inductance elements can be considered to be constant, and thus the operator dldt 
can he moved after the inductances, so it directly operates on the space phasors of 
the currents. 

It is also possible to express all the space-phasor quantities in terms of their real- 
and imaginary-axis components and thus by utilizing eqns (2.1-142), (2.1-143), 
(2.1-145), and (2.1-146), eqn (2.1-154) can be put into the following two-axis form: 

where again p=dldt. If o,=O, eqn (2.1-155) yields eqn (2.1-123). which corres- 
ponds to the quadrature-phase commutator model. If o,=w,, where o, is the 
so-called synchronous speed, and where, say, for an induction machine, o, -or= 
so, is the slip speed and s is the slip, the two-axis equations of the induction 
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machine in the synchronously rotating reference frame are 

where II,,, I I , , ,  and i,,, i,, are the two-axis components of the stator voltages and 
currents respectively in the synchronously rotating reference frame. The rotor 
voltage and current components in the same reference frame are r f , = l r J , = O  and 
i,,, i,,. Under linear magnetic conditions, the operator p can be moved after the 
inductance terms. 

The voltage equations are valid under both transient and steady-state condi- 
tions. However, under transient conditions the equation of motion [eqn (2.1-109)], 

is also required, where for a machine with P pole-pairs, similarly to eqn (2.1-99), 
the electromagnetic torque can be expressed as follows, in terms of the stator and 
rotor current space phasors and their two-axis components formulated in the 
general reference frame [defined by eqns (2.1-142) and (2.1-14511: 

f =-- lPL,i,,xirN=-$PL,(i,,i,,-i,i,). (2.1-158) 

111 eqn (2.1-157) the rotor speed can be expressed as 

where 8, is the rotor angle. 
Equation (2.1-158) can also be proved by considering eqns (2.1-98) and (2.1-99). 

However, in eqn (2.1-98) and i: are the rotor flux linkage and current space 
phasors formulated in the stationary reference frame fixed to the stator and by 
considering BE=O, it follows from eqns (2.1-145) and (2.1-147) that they are defined 
as i:=ireio' and iR=ll/,ejo', where ir and qr are space phasors in the rotor 
reference frame. Similarly, in the general reference frame they are defined as 

- - 
i = i e-j lOB-Orl= ireiOre-ioa and Ib,E= I ~ , e - i l O a - O c l  = $,ei"eeiUs. 

'S e 

Thus by also considering eqn (2.1-98), the electromagnetic torque is 

where ~l /~,  has been defined in eqn (2.1-151). Substitution of eqn (2.1-151) into 
eqn (2.1-160) gives I,= -$  L,i5, x i,, [or the two-pole machine and this agrees 
with eqn (2.1-158) when P=l. 
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Another derivation of the electromagnetic torque can be based on the technique 
ed in the conventional generalized matrix theory of electrical machines, where 
e electromagnetic torque is obtained from the so-called torque matrix, 

t,=$Pi;Gi (2.1-161) 

where G is the torque matrix and i is the column vector of the currents in the 
general reference frame. From eqn (2.1-156), i, is defined as i,= [i,,, i ,,,, i,, i, ,], 
where t denotes the transpose, and the torque matrix is defined as 

which can be expressed as a vector product, 

G = 

which agrees with eqn (2.1-160) if a two-pole machine (P=  1) is considered. 
It follows that the stator and rotor voltage equations (two complex or four real) 

expressed in the general reference frame, together with eqns (2.1-157) and (2.1-158) 
are suitable for the simulation of the transient operation of smooth-air-gap a.c. 
machines and for designing various forms of control of a.c. drives. With different 
constraints in the rotor circuit, the general model is applicable to smooth-air-gap 
synchronous, asynchronous, and doubly-fed machines and valid for an arbitrary 
instantaneous variation of the voltages and currents; the only restriction is that 
there can be no zero-sequence line-to-neutral voltages and phase currents. Thus 
the general model is suitable for the analysis of a large number of converter-fed 
machines, where different voltage or current waveforms are generated by the 
converter under consideration. If the neutral point of the machine is isolated, but 
the line-to-neutral voltages are unbalanced and contain a zero-sequence compon- 
ent, the space-phasor equations can still be used, since the voltage asymmetry 
means only that the neutral of the stator windings has a different potential with 
respect to the neutral of the supply voltages. 

2.1.8 VARIOUS EXPRESSIONS F O R  ELECTROMAGNETIC T O R Q U E  

since in eqn (2.1-156) sw,=w,-w, and G contains the terms multiplied by w,. 
It follows from eqns (2.1-161) and (2.1-162) that 

0 0 0 0  
0 0 0 0  
0 L, 0 L, 

- L ,  0 -L,  0 

Here different expressions for the electromagnetic torque are obtained, by utilizing 
various space-phasor quantities (voltages, currents, flux linkages) expressed in 
different rererence frames. It will also be shown that in special reference frames 
fixed to the rotor Aux, the stator flux, or the magnetizing flux-linkage space 

(2.1-162) ' 



68 Tlre space-plrosor. rrrodel of a.c. rriachirles 

phasor, the expression of the electromagnetic torque is similar to the expression 
for the electromagnetic torque produced by a separately excited d.c. machine. 
This analogy serves as a basis for various forms of vector control, where the 
torque control of the a.c. machine is similar to the torque control of the separately 
excited d.c. machine. 

2.1.8.1 Application of the general reference frame 

Further to the expressions for the electromagnetic torque given in Section 2.1.6, 
it is possible to obtain various other useful expressions for the electromagnetic 
torque. To give a better physical insight into the processes involved, it is first 
shown that eqn (2.1-149) can be used directly to obtain a general expression for 
the electromagnetic torque. 

It follows from eqn (2.1-149) - that the space-phasor form of the rotational e.m.f. 
in the rotor windings is -jw,$,,= -jo,($,+j$rJ,). Thus the real-axis compon- 
ent of this e.m.f. is ir ,,,, =U,I/I,, and the imaginary-axis rotational e.m.f. is u ,,,, = 
-w,~b,,. It follows that the mechanical power can be expressed as 

and when this is divided by the rotor speed w,, it yields an expression for the 
electromagnetic torque which is in agreement with eqn (2.1-160). 

It follows from eqn (2.1-160) that the expression for the electromagnetic torque 
is similar in all reference frames, which is an expected result. For a machine with 
P pole-pairs, eqn (2.1-160) takes the following form: 

according to which the torque is produced by the interaction of the rotor flux- 
linkage space phasor and the rotor current space phasor. By a similar argument, it 
follows that eqn (2.1-99) can be written as 

according to which the electromagnetic torque is proportional to the vector 
product of the stator and rotor current space phasors. I t  is also possible to obtain 
eqn (2.1-165) by the substitution of eqn (2.1-151) into eqn (2.1-164). Similarly, eqn 
(2.1-101) can he written as 

which could also be obtained from eqns (2.1-150) and (2.1-165). 
By the application of the principle of action-reaction, it is possible to write 

eqn (2.1-164) as 
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There are many other ways of giving a rigorous mathematical proof of eqn 
(2.1-167), e.g. by considering eqn (2.1-165), the equation 

t,=$ PL,i,, x is, (2.1-168) 

is obtained, which can be expanded as follows, by considering that the vector 
product <,x <,=O and using eqn (2.1-150): 

I,=$ P(L,c ,+L, ' , )xG,=$~$s ,x i , , ,  (2-1-169) 

which agrees with eqn (2.1-167). 
It is also possible to split the total stator flux linkages into the sum of a leakage 

and a magnetizing flux linkage (I?,,); thus from eqn (2.1-150) 

IFsg = I F ~ I ~ +  IFmg (2.1-170) 
where 

& I ~ = L ~ I < ~  (2.1-171) 
is the space phasor of the stator leakage flux linkages in the general reference 
frame and L,, is the leakage inductance of a stator winding. If the stator and rotor 
windings have equal numbers of erective turns, 

- 
$,,=Lmim,, (2.1-172) 

which gives the space phasor of the magnetizing flux linkages in the general 
reference frame, where i,, is the magnetizing-current space phasor in the general 
reference frame, 

img = is, + ir, . (2.1-173) 

Thus substitution of eqns (2.1-170)-(2.1-173) into eqn (2.1-169) yields 
- 

t,=$P(L,,i,,+L,im,)xi,,=$PLmim,xi,,=$P~~,,xi,,, (2.1-174) 

according to which the electromagnetic torque can be expressed as the vector 
product of the magnetizing-current and stator-current space phasors. As phys- 
ically expected, it also follows that the stator leakage fluxes do not contribute to 
the production of the electromagnetic torque. 

By resolving all the space phasors into their real- (x) and imaginary-axis (y) 
components, it is possible to obtain the electromagnetic torque in terms of the 
two-axis - components of the general reference frame. Thus from eqn (2.1-174), with 
!hmg= lbmx+j~bmJ, and i5,=isx+jiSs, 

L=$ p($mx~ss-$ms~9x). (2.1-175) 
Expansion of eqn (2.1-168) yields the following equation for the electromagnetic 

torque, if <, x i,, = O  and eqn (2.1-151) is utilized: 
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By the resolution into direct-axis - (s) and quadrature-axis (13 components of the 
general reference frame and using $,,=~l/,,+j$ ,,,, i;,=i,,+ji ,,, 

where I),, and I),, are the two-axis components of the rotor flux-linkage space 
phasor in the general reference frame, and which From eqn (2.1-151) can he 
expressed as l),,=L,i,, +L,i,, and 1),,=L,i,,,+ L,i,,. 

2.1.8.2 The application of special reference frames and 
the basis for vector control 

In Chapter 1 and Section 2.1.6 one aim of the application of vector-controlled a.c. 
motors is given, which is to be able to implement control schemes which yield high 
dynamic performance and are similar to those used to control d.c. machines. For 
this purpose it must first be proved that, under transient conditions, the electro- 
magnetic torque in smooth-air-gap machines is proportional to the product of a 
flux-producing current component and a torque-producing current component 
which are in space quadrature. It will be shown in this section that there are three 
similar ways of achieving this. These are to use reference frames fixed to the stator 
flux-linkage space phasor, to the rotor flux-linkage space phasor, or to the mag- 
netizing Rux-linkage space phasor (in smooth-air-gap machines the latter is equi- 
valent to fixing the reference frame to the magnetizing-current space phasor) to 
derive an expression for the electromagnetic torque in a form which enables 
independent control of the torque- and flux-producing current components. The 
three cases will he discussed in turn. 

TIE flpplicatiorr of o speciol referencefrrn~~e fixed to the mcrgrretizir~gp~rs-lir~lcoge 
spcrce phaso,.: The expression for the electromagnetic torque will be obtained in 
terms of the modulus of the magnetizing flux-linkage space phasor and the 
quadrature-axis stator current component, expressed in the reference frame fixed 
to the magnetizing flux-linkage space phasor. 

An induction machine witli a symmetrical multiphase, short-circuited rotor 
winding is assumed, where for simplicity the three-phase stator windings (sA, sB, 
sC) are replaced by their equivalent quadrature-phase stator windings (sD, sQ). 
In contrast to Fig. 2.5, which was used to explain the mechanism of torque 
production in a d.c. machine, with armature winding on the stator, and field and 
compensating windings on the rotor, in Fig. 2.11 is shown the schematic of an 
induction machine, witli stator windings sD and sQ and a multi-phase short- 
circuited rotor winding system. 

The direct-axis stator current i,, produces the magnetizing flux I/ / : .  If the 
quadrature-axis curreul iTQ is suddenly injected into the stator winding sQ-the 
compensating winding for the d.c. machine-rotor current i: will flow in the rolor 
windings, which at the first instant of time ( to)  is i:= -i, , .  Thus the space-phasor 
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Fig. 2.11. Schematic of the induction mechinc cr~ith quadrature-phosc stator windings. 

Fig. 2.12. Space phi~sors of i,, is', and lPrn at instant I , .  

diagram of the magnetizing flux-linkage and stator and rotor currents will he 
similar to the space-phasor diagram shown in Fig. 2.6 for a d.c. machine. This is 
shown in Fig. 2.12, where i,=i,,+ji,Q is the space pliasor of the stator currents, 
and i: is the space phasor of the rotor currents in the stationary reference l'rame. 

From eqn (2.1-173), the sum of the stator and rotor current space phasors gives 
the magnetizing-currenl phasor if the stator and rotor windings are assumed to 
have the same number of effective turns. Furlhemore, it follows from eqn 
(2.1-172) that the magnetizing flux-linkage space phasor in the stationary reference - 
frame is l&:=L,i:, which is proportional to the magnetizing-current space 
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phasor if the magnetizing inductance L, is constant, and coaxial with the direct 
axis of the stationary reference frame. However, at I > I , ,  the space-phasor 
diagram must he changed, since the field must change to induce the rotor 
currents. For simplicity, it is assumed that the rotor is locked in the same position 
as in Fig. 2.11. The new space-phasor diagram is shown in Fig. 2.13, with tlie new 
(changed) magnetizing flux and rotor-current space phasors. 

It follows from Fig. 2.13 that, in contrast to Fig. 2.12 or Fig. 2.5 (which cor- 
responds to a d . ~ .  machine), the magnetizing flux-linkage space phasor IF;= L,i; 
is not coaxial with the direct axis of the stationary reference frame and is not in 
space quadrature to the quadrature axis of the same reference frame, but it is 
rotated by angle 11,. with respect to the direct axis sD. Thus IK is not along the 
direct axis sD. 

If however, there is a fictitious rotation of the stator through angle p, in the 
counter-clockwise direction, the magnetizing flux-linkage space phasor $;=L,i: 
will again be coaxial with the direct-axis stator current and will be in space 
quadrature to the quadrature-axis stator current, as shown in Fig. 2.14, which is 
similar to the conditions shown in Fig. 2.5 for the d.c. machine. 

In order to keep I$;, along the direct-axis, if IF: is not allowed to rotate, tlie stator 
has to be continuously rotated by the appropriate value of p,, until the required 
orientation is achieved. The conditions are then similar to those for the compen- 
sated d.c. machine discussed in Section 2.1.6. In reality, of course, the stator is not 
rotated and tlie stator windings remain stationary, and to ensure separation of the 
stator currents into two current components, one of which produces the magnet- 
izing flux linkage and the other of which produces the electromagnetic torque, a 
special reference frame (with direct and quadrature axes s, p) has to be used. 
There are several ways to choose such a special reference frame. One is to select 

Fig. 2.13. Space phasors of i,, i:, and nt instant r>r,. 
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Fig. 2.14. Space phasors of the currents and magnelizing flux linkage when the srator is rorated by 
the angle /dm.  

Fig. 2.15. Relationship or stationary (sD,sQ) and special (.~,g) rcrcrcnce frames. 

a reference frame which rotates at the speed of the magnetizing flux-linkage space 
phasor and has its real-axis coaxial with the magnetizing flux-linkage space 
phasor, as shown in Fig. 2.15. 

It follows from Fig. 2.15 that, if in the stationary reference frame (sD, sQ) the 
magnetizing flux-linkage space phasor is defined as 

where l$,j and {I, are tlie modulus and space angle respectively of the magnet- 
izing space phasor and ~k,, and I / I , ~  are its two-axis components in the special 
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reference frame, the space phasor of the stator currents in the special reference 
frame rotating at speed 

dil, 0 =- (2.1-179) 
" dt 

is 
=ie-if'"-' " 

sm s - +.lIsy. (2.1-180) 

where i, is the space phasor of the stator currents in the stationary rererence 
frame. Equation (2.1-180) also follows from eqn (2.1-142), by using O,=ii, and 
replacing the subscript g (used to denote the general reference frame) by the 
subscript m (to denote the rererence frame fixed to the magnetizing flux-linkage 
space phasor). Since the two-axis components of is, are i,, and i,, and the two-axis 
components of i, are i,, and iSQ (see Fig. 2.15), eqn (2.1-180) can be written as 

i5~,=isx+ji3J,=(isD+jisQ) eCj"m (2.1-181) 

which can be put into the matrix form 

p]= [ COS '1, sin P,] [::I (2.1-182) 
-sin {i, cos p,,, 

Equation (2.1-182) shows how the direct- and quadrature-axis stator current 
components in the special reference frame can be obtained from the direct- and 
quadrature-axis stator current components of the stationary reference frame if 
the angle hi,, which is continuously changing in time, is known. In the transient 
state all the current components vary arbitrarily in time. In the special reference 
frame the direct axis is coaxial with the magnetizing flux-linkage space phasor, 
and thus the quadrature-axis component of the magnetizing flux-linkage space 
phasor is zero. Therefore it rollows from eqn (2.1-174) or eqn (2.1-175) that, in 
the special magnetizing Rux-linkage-oriented reference frame, the electromag- 
netic torque is proportional to the product of the modulus of the magnetizing 
flux-linkage space phasor /IF,( and the quadrature-axis component of the stator 
current space phasor is,, 

- 
tc= 2 P/I/I,~;~,,, (2.1-183) 

It is possible to expand eqn (2.1-183). From eqns (2.1-172) and (2.1-174), in the 
special reference frame the magnetizing flux-linkage - space - phasor $",,,, which 
contains only a direct-axis (s-axis) component (I/I,,=I//,,), can be expressed in 
terms of the magnetizing-current space phasor and the stator and rotor currents as 

- - 
I//,~= ~/~,n,=L,,,~mm=Lm,(c,+~rm) =L,i ,,,= = Il/~,l =L,nlim,13 (2-1-184) 

where I,, has been defined in eqn (2.1-181) and the space phasor of the rotor 
currents in the special reference frame (i,,) is obtained from eqn (2.1-145) with 
Ug=p, as 

i = i  e - j l t ~ m - O r l L ~  
rnl I -frX+jir,,. (2.1-185) 
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Thus by the substitution of eqn (2.1-184) into eqn (2.1-183), the electromagnetic 
torque can be expressed as 

t e=~P$m. r i , J .=~  PL,imXi 5,,, (2.1-186) 

where i,, is the main flux-producing current component (direct-axis magnetizing- 
current component) and ;,,, is the torque-producing stator current component. 

Eqn (2.1-183) forms the basis of the so-called magnetizing-flux-oriented control 
of smooth-air-gap machines, which can be implemented in many different ways, 
as will be discussed in later sections. 

The applicafior~ of a special refererlce f i an~e  j s e d  lo the rotarflitr-linlinge space 
phasor: The expression for the electromagnetic torque will be obtained in terms 
of the modulus of the rotor flux-linkage space phasor and the quadrature-axis 
stator current component, expressed in a special reference frame fixed to the rotor 
flu-linkage space phasor. 

From eqn (2.1-176), or its two-axis form eqn (2.1-177), in the general reference 
frame, if the effects of saturation are neglected, and thus L, and L, are constant, 
the torque is proporlional to the vector product of the rotor flux linkage and the 
stator-current space phasors expressed in the general reference frame. Thus, if 
such a rotating reference frame is used where the quadrature-axis component of 
the rotor flux-linkage space pliasor is zero ($,=O), the electromagnetic torque 
will be produced by the interaction of the rotor flux linkage in the direct axis (of 
the special reference frame) and the quadrature-axis component of the stator 
currents (expressed in the same reference frame). Mathematically this can be 
described as follows. 

According to eqn (2.1-147) or (2.1-134), the rotor flux-linkage space phasor in 
the stationary (w,=O) reference frame can be expressed as 

IE= !Tre~"r=l/~,, +jt/I,, =IFr/ e"',, (2.1-187) 

where I I J ~ I  and p r ,  are the modulus and phase angle of the rotor flux-linkage 
space phasor in the stationary reference frame. They are shown in Fig. 2.16, 
which illustrates the relationship between the stator current components in the 
stationary reference frame and the special reference frame fixed to the rotor flux- 
linkage space phasor. 

The special s, J, reference frame shown in Fig. 2.16 rotates at the speed of the 
rotor flux-linkage space phasor, 

dp, om,=-. 
dt 

(2.1-188) 

From eqn (2.1-142) with U,=p,, the stator-current space phasor in the special 
reference frame is 

where i, is the space phasor of the stator currents in the stationary reference 
frame. It also follows mathematically from eqn (2.1-147) and (2.1-187) that in the 
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Fig. 2.16. Sfetor-current and rotor flux-linkage space phasors in the stationary reference Frame and in 
the special reference frame Gncd to the rotor flux-linkage space phasor. 

special reference frame (O,=p,) the rotor flux-linkage space phasor has only a 
direct-axis component, 

which is also shown in Fig. 2.16. 
Thus by substituting eqns (2.1-189) and (2.1-190) into eqns (2.1-176) or  

(2.1-1771, the electromagnetic torque is given by 

where $rz=l$r',l  is the modulus of the rotor flux-linkage space phasor and i,, is 
the quadrature-axis stator current in the reference frame fixed to the rotor flux- 
linkage space phasor. 

The relationship between the stator current components in the stationary 
reference frame (i,,,iSQ) and the stator current components in the special 
reference frame (i,,, i,,) can be obtained by considering eqn (2.1-189) as 

[;;;j= [ "i" pr j [a -sinp, cosp, 

which can also he proved by considering Fig. 2.16. 
The rotor flux-linkage space phasor in the general reference frame (defined by 

eqn (2.1-190)) can also be expressed in terms of the stator and rotor currents by 
considering eqn (2.1-151): 

where the rotor current space phasor in the special reference frame is obtained 
from eqns (2.1-145) and (2.1-133), 

where i: is the rotor-current space phasor in the stationary reference frame and 
ir is the rotor-current space phasor in the reference frame fixed to the rotor. It 
follows from eqn (2.1-194) that in the special reference frame, both of the rotor 
current components (i,,, i,,) are non-zero. This is of course a physically expected 
result, since in the special reference frame tlie quadrature-axis component of 
the rotor flux-linkage component is zero. Thus the quadrature-axis rotor current 
in the same reference frame can only be zero if there is no mutual rotor flux 
component due to the quadrature-axis stator current in tlie special reference 
frame, i.e. if the quadrature-axis stator current is zero (i,,=O), which in general 
is not the case. 

From eqn (2.1-193), the so-called rotor magnetizing current in the special 
reference frame is defined in terms of the stator- and rotor-current space phasors 
given by eqns (2.1-189) and (2.1-194) respectively, as 

where o r=  L,,IL, is the rotor leakage factor (L,, and L, are the rotor leakage 
inductance and self-inductance respectively). In Fig. 2.16 the rotor magnetizing- 
current space phasor is also shown. From eqn (2.1-195), the rotor magnetizing 
current in the special reference frame must also have a component, but only 
along the real axis of the special reference frame: 

- .  . . II?I - 
~ , , = r , , + ~ r ~ ~ , , = i ~ , , ~ = I i ~ , l = ~ =  + l + .  (2.1-196) 

Lm 

Thus, if $,,,=I$rl. and u,=L,,iL,, substitution of eqn (2.1-196) into eqn 
(2.1-191) yields 

It is a very important feature of eqn (2.1-197) that it shows that the electromag- 
netic torque can be controlled by independently controlling the flux-producing 
current component Ii,,I and the torque-producing stator current component i,,. 
Under linear magnetic conditions L,, L,, and the term +PL,I(l +ar) are constant, 
and the expression for the torque is similar to that of the separately excited, 
compensated d.c. machine. 

For an induction machine, under linear magnetic conditions, when lim,l is kept 
constant, ji,,l=i,,=constant. This will be proved in Section 4.1.1. Thus the rotor 
flux is solely determined by Ii,,l=constant and the torque is proportional to i,. 
That Ii,,l=constant leads to the expression Ii,,l=i,, can also be proved by con- 
sidering that the rotor voltage of the s-axis short-circuited rotor winding expressed 
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in the special reference frame must he balanced by a rotor ohmic voltage drop 
(R,i,) plus the rate of change of the rotor flux linkage expressed in the special 
reference frame (d$,,ldt), and that there is no rotational voltage component due to 
the quadrature-axis rotor flux linkage (I//,,), since this component is zero due to the 
special selection of the reference frame. Under lmear conditions L,=constant and, 
if Iim,l=constant, it follows that $,=L,Ii,,I=constant (and thus its rate of change 
is zero). It follows that i,=O and thus ~im,l=i,,+(l+u,)i,=is,. 

Torque control schemes of smooth-air-gap a.c. machines based on eqn (2.1-197) 
have so far found the most widespread applications and, despite the fact that in 
this case the special reference frame is aligned with the rotor flux-linkage space 
phasor, and rotates synchronously with the rotor flux-linkage space phasor, and 
therefore is not fixed to the magnetizing flux-linkage space phasor (as discussed 
in the previous section), this type of control is often referred to as field-oriented 
control. However, this terminology can he justified by considering that the rotor 
flux-linkage space phasor is coaxial with the rotor magnetizing-current space 
phasor and 'field-orientation' in this sense has the meaning of rotor magnetizing- 
current orientation. It would he more accurate to use the general terminology of 
vector control and to distinguish between magnetizing-flux (or magnetizing- 
current)-oriented control (for the control ideas presented in the previous section) 

respect to the real axis of the stationary reference frame (sD). The speed of the 
special reference frame can he expressed as 

Figure 2.17 shows the relationship between the special and the stationary 
reference frames. 

From eqns (2.1-142) and (2.1-144, in the special reference frame shown in 
Fig. 2.17 (O,=p,), the space phasors of the stator current and stator flux linkages are 

i s~s=i~e~i~'=( i5D+ji5Q)e~~p'=i5x+j i51 ,  (2.1-201) 

and 

where the two-axis stator current and the stator flux-linkage components in the 
special reference frame are i,,, i,, and I),,, I//, respectively and in the stationary 
reference frame are is,, iSQ and $,,, I!I.~ respectively. However, substitution of 
eqn (2.1-199) into eqn (2.1-202) yields 

Tile applicafiorl of (I special reference fro~lrefised to the stntorjfus-linlcage space 
phasor: It has already been shown [eqn (2.1-174)] that the electromagnetic 
torque can he expressed in terms of the cross product of the stator flux linkage 
and current space phasors. From eqn (2.1-167), if a special reference frame 
attached to the rotating stator flux-linkage space phasor is used, i.e. where the 
quadrature-axis stator flux-linkage component is zero, in both the steady-state 
and transient states the electromagnetic torque of a two-pole machine is 

and rotor-flux-oriented control or rotor-magnetizing-current-oriented control for 

Here is the real-axis component of the stator flux-linkage space phasor 
in the special reference frame rotating at the speed of the stator flux-linkage 
space phasor (om,), and is, is the imaginary-axis component of the stator-current 
space phasor in the same reference frame. The components of the different space 
phasors in the special reference frame are related to their corresponding com- 
ponents expressed in the stationary reference frame as follows. 

It follows from eqn (2.1-128) that in the stationary reference frame the space 
phasor of the stator flux linkages can be expressed as 

the control using the principles developed in the present section. There is also the 
possibility of stator-flux-oriented control (or stator-magnetizing-current-oriented 

matrix form: 

which shows mathematically that in the special reference frame the space phasor 
of the stator flux llnkages contains only a direct-axis component, which is equal 
to the modulus of the space phasor (slnce it has been deliberately aligned with the 

E;] = [ "' '5 'in P.] [;;] 
-sinp, cosp, 

control), which will he discussed in the next section. stator flux-linkage space phasor). For convenience, eqn (2.1-201) can he put into 

which gives the relationship of i,,, i,, and the transformed currents is,, i,,. 

where I//,, and I / / . ~  are the stationary axis components of the stator flux-linkage 
Fig. 2.17. Relationship between the stationary reference frame and the special rcfcrcncc frame Gxed 

space phasor, ~b';,l is its modulus, and p, is its phase angle-a spatial angle-with to the stator flux-linkage space phasor. 
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It is possible to put the equation for the torque in such a form tliat tlie stator 
flux linkage $,, is expressed in terns of the currents. For this purpose the space 
phasor of the stator flux linkages in the special reference frame [defined by 
eqn (2.1-201)] is expressed in terms of the stator and rotor currents and from 
eqn (2.1-150): 

where i,*: is defined in eqn (2.1-201) and i,d,, is the space phasor of the rotor 
currents in the special reference frame. It follows from eqns (2.1-133), (2.1-145). 
and (O,=p,) that 

where i, is the space phasor of tlie rotor currents in the rotor reference frame and 
-, . r, is the space phasor of tlie rotor currents in the stationary reference frame fixed 
to tlie stator. It is now possible to define the so-called stator magnetizing current 
i,, in the special reference frame, which rotates at speed (om,. From eqns (2.1-205) 
and (2.1-206) 

- 
- lbsg,3 - Ls - , = - - - I  mr .@+ire = (1 + G.)&$~+ i,,,, (2.1-207) 

Lm Lm 

where irb, and is*, are defined in eqns (2.1-206) and (2.1-201) respectively. Since it 
follows from the choice of tlie special reference frame that I?~~,, is aligned with the 
real axis, and thus has only one component [see eqn (2.1-203)], from eqn 
(2.1-2071, the stator magnetizing-current space phasor will he coaxial with I ? ~ ~ , ~ ,  
as shown in Fig. 2.17. From eqn (2.1-207) 

- .  . . 
~ ~ , = ~ , , , + j r ~ ~ , , = i ~ ~ . ~ = l i ~ , l =  - =- lsbs(l + G~)+C~, ,  (2.1-208) 

Lm 

and, if eqn (2.1-208) is substituled into eqn (2.1-198) and in general P f 1 ,  finally 
the instantaneous electromagnetic torque can he expressed as 

1i,,1 is the stator flux-producing current component and i, is the torque- 
producing stator current component and this equation is again similar to the 
equation of the electromagnetic torque developed by the separately excited d.c. 
machine. Thus the torque can be controlled by independently controlling these two 
currents. It should be noted that in the steady state, these currents are d.c. values. 

2.2 Electromagnetic torque production and the basis for 
vector control in salient-pole machines 

Tlie mechanism of electromagnetic torque production in salient-pole a.c. machines 
will he discussed here and it will be assumed that the saliency exists only on 
one member of tlie machine, the rotor. For simplicity, a two-pole syncl~ronous 

machine is assumed. It will be shown tliat the mechanism of electromagnetic 
torque production is similar to tliat shown for smooth-air-gap machines, but 
owing to the saliency, reluctance torque will also occur. 

2.2.1 T H E  ELECTROMAGNETIC TORQUE IN T H E  ROTOR 
REFERENCE FRAME 

A two-pole (P= l )  salient-pole machine is assumed with symmetrical three-phase, 
sinusoidally distributed stator windings (sA, sB, sC). Figure 2.18 shows the cross 
section of the machine; on the rotor there is a field winding (rF) and there are 
also quadrature-phase damper windings (ru, rp), which are short-circuited. 0, is 
the rotor angle, the angle between the magnetic axis of stator phase sA (the direct 
axis of tlie stationary reference frame sD) and the direct axis of the rotor (ru). It 
is possible to prove that the equation for the electromagnetic torque in the 
salient-pole machine can be put into a form similar to eqn (2.1-167): 

where P is the number of pole pairs, I//,,, I!!,, and is,, i,, are tlie direct- (s) and 
quadrature-axis 01) components of the stator flux linkages and currents respect- 
ively in tlie general reference frame, rotating at the instantaneous speed w,. If the 
reference frame fixed to tlie rotor (w,=w,=dO,ldt) is used 

where I!!,,, $,, and is,, i,, are the direct- and quadrature-axis stator flux-linkage 
and current components expressed in the rotor reference frame. 

From eqn (2.1-142) the stator currents in the reference frame fixed to the rotor 
(i,,,i,,) are related to the two-axis currents expressed in the stationary reference 

Fig. 2.18. Cross section of the salient-pole machine. 



frame (i,,,iYQ) as 

iid+jirq = (is,, +jisQ) e-jar, (2.2-3) 

The matrix form of this is 

cos 0 ,  sin 0, [:I = [-sin or cos o ]  [;::I. 
From physical considerations, the stator flux linkages in the rotor reference 

frame can be defined in terms of the currents as 

and 

where L,,, L,, are the self-inductances of the stator winding along the d and q 
axes, L,,, L,, are the magnetizing inductances along the same two axes, and 
owing to saliency L,,#L,, and L,,#L,,. The currents i,, and i,,, i,,, are those 
currents in the field winding and the direct- and quadrature-axis damper windings 
respectively and are expressed in the reference kame fixed to the rotor. 

Substitution of eqns (2.2-5) and (2.2-6) into eqn (2.2-2) yields the electromag- 
netic torque, 

where (L,,-L,,)i,,i,, is the so-called reluctance torque, which is solely due to the 
saliency and disappears for a smooth-air-gap machine, where L,, = L,, = L,. The 
expression L,,i,,i,, is the field torque, L,,i,.i,, is the direct-axis damper-torque 
component, and L,,i,,,i,, is the quadrature-axis damper-torque component. In 
the steady-state the damper currents are zero and all the other currents are 
constant. 

It is possible to rearrange the torque equation in terms of the magnetizing flux 
linkages. Since the total inductances along the direct and quadrature axes can he 
decomposed into leakage and magnetizing inductances, L,,=L,,+ L,,, L,,= 
L,,+L,,, the flux-linkage components defined by eqns (2.2-5) and (2.2-6) can be 
written as 

The first term on the right-hand side of eqns (2.2-8) and (2.2-9) is a leakage 
flux component and $,,, $,, are the direct- and quadrature-axis magnetizing 
flux-linkage components respectively in the rotor reference frame: 

where i,, and i,, are the magnetizing currents along the two axes. The leakage 
flux components do not contribute to electromechanical energy conversion, and 
indeed this can also he seen, if eqns (2.2-8)-(2.2-11) are substituted into eqn 
(2.2-2) to yield 

t ,=$ P(Cl/,di,q-1bmqi3d) (2.2-12) 

or 

t =- p [ (Lmci-Lmq)isdisq + L m ~ ( i r ~ + i r z ) i s q - L n L q i r ~ i 5 ~ l ~  (2.2-13) 

which does not contain the leakage flux linkages. According to eqn (2.2-12) the 
electromagnetic torque is caused by 

(i) the interaction of the direct-axis magnetizing flux-linkage component and the 
quadrature-axis stator current component; and 

(ii) by the interaction of the quadrature-axis magnetizing flux-linkage component 
and the direct-axis stator current component; 

the same mechanism exists in smooth-air-gap machines. In eqn (2.2-13) the term 
L - L i ,  is reluctance torque and is equal to the reluctance torque 
component given in eqn (2.2-7). It follows from eqn (2.2-13) that if a smooth air 
gap is assumed (L,,=L,,), and if on the rotor only the field winding is excited 
(i,, =O; i,, = O), the electromagnetic torque can be expressed as 

re= $ PLmir,iSq. (2.2-14) 

This expression is similar to the equation for the electromagnetic torque of a 
synchronous machine with permanent-magnet excitation (see Section 3.1.1). 

It can also be seen that in the transient state, if the direct-axis components of 
the stator currents expressed in the rotor reference frame are absent (i,,=O or 
y=O,  where y is the torque angle), there is no reluctance torque and no torque 
produced by the quadrature-axis damper current. If i,,=O and i,,=O, the field 
current (i,,) and the stator current (which lies along the q-axis) are in space 
quadrature, similarly to a separately excited d.c. machine, and 'field-orientation' 
is achieved, where the stator and field m.m.f.s are in space quadrature. Further- 
more, ifi,,=O and the field winding is supplied by a d.c. voltage, then the current 
in the field winding-expressed in the reference frame fixed to the rotor-must be 
constant @,,=I,) and it follows from eqn (2.2-13) that the electromagnetic torque 
will be 

te=~PL,,IPisq.  (2.2-15) 

This expression is again similar to the equation for the torque of a synchronous 
machine with permanent-magnet excitation (Section 3.1) and it is also similar to 
the expression for the electromagnetic torque of the compensated, separately 
excited d.c. machine. 

It is an important consequence that, in contrast to an induction machine, where 
the electromagnetic torque production requires that the stator currents should 
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contain both the excitation (flux-producing) and torque-producing stator current 
components, in a synchronous machine it is not necessary for the stator currents 
to contain the excitation component, since excitation is provided by the field 
currents and torque is produced by the interaction of the field and quadrature-axis 
(torque-producing) stator current. 

If the d-axis magnetizing reactance X,,=wL,,, in the steady-state i,,=I,, and 
the e.m.f. jX,,I,, is the so-called internal voltage E, which lies along the q-axis, 
as shown in Fig. 2.19. 

In the conventional steady-state theory, the time-phase angle between the q 
axis, where E is positioned, and the vector of the steady-state currents (I,,+jl,,) 
expressed in tlie rotor reference frame, is denoted by 71. In the steady state the 
torque component X,,I,,I,,=X,,I,,~~~ cos 1, is produced as a result of the 
interaction of the field current and the quadrature-axis stator current, where IzI 
is tlie modulus of the stator currents. In the transient state, if i,,=O, tlie torque 
component L,,i,,i,, is present, caused by the interaction of the flux linkage L,,i,, 
and the stator current is,. If in the transient state tlie space angle y is defined as 
the angle between the stator current space phasor (i,,+ji,,) and the quadrature- 
axis, then the expression L,,i,,i,,=L,,,i,,ll~cos)~ is obtained for the torque. 

If I/J,,+~I/I,, is defined to be the magnetizing flux-linkage space phasor, then 
as a result of saliency, this vector will not be coaxial with i,,+ji,,, which could 
he defined as the magnetizing-current space phasor. 

2.2.2 T H E  E L E C T R O M A G N E T I C  T O R Q U E  I N  S P E C I A L  

R E F E R E N C E  F R A M E S  

It has been shown in Section 2.1.8 that for smooth-air-gap machines, by suitable 
orientation of the reference frame, it is possible to obtain expressions for the 
torque which resemble the expression for the torque of the separately excited, 
compensated d.c. machine. It is possible to use similar concepts for the salient- 
pole machine, as will now he briefly discussed. 

Fig. 2.19. Steady-state vector diagram of the stator currents and internal voltage in the synchronously 
rotating reference frame (d,q) Gxcd to the rotor. 

Application of a special reference frame fixed to the magnetizing 
flux-linkage space phasor 

By considering eqn (2.2-12), where the current and flux components are expressed 
in the rotor reference frame, it can be shown that in the general reference frame 
(s,y) rotating at the speed w,, for the salient-pole machine discussed in Section 
2.2.1, the equation of the torque will he similar: 

where $,,, I/J,,, and is,, i,, are the direct- and quadrature-axis components of the 
magnetizing flux linkages and currents respectively in the general reference frame. 

If, as in Section 2.1.8, a special reference frame is used, whose real axis is coaxial 
with the magnetizing flux-linkage space phasor and which rotates with the speed 
of the magnetizing flux-linkage space phasor (w,), then in the special reference 
frame, the magnetizing flux-linkage space phasor can be expressed as 

since 1/1,,=0 in the special reference frame. Thus substitution of eqn (2.2-17) into 
eqn (2.2-16) yields 

where I I ~ , I  is the modulus of the magnetizing flux-linkage space phasor and i,, is 
the quadrature-axis component of the stator current in the special reference 
frame. If the angle p, is the space angle of the magnetizing flux-linkage space 
phasor with respect to the real axis of the stationary reference frame (sD), then 
from eqn (2.1-142), is,, can he defined in terms of the two-axis current components 
(i,,,iSQ) defined in the stationary reference frame as 

- 
which also follows from eqn (2.1-182). is, is in space quadrature to (I,,. Equation 
(2.2-18) serves as the basis of the magnetizing-flux-oriented control of salient-pole 
synchronous machines. 

If the magnetizing-current space phasor in the special reference frame is defined 
as 

then, in contrast to the smooth-air-gap machine, where the magnetizing flux 
linkage and magnetizing current space phasors are coaxial, as a result of saliency, - 
I),, and i,, will not be coaxial. Thus whilst for the smooth-air-gap machine the 
application of a I?,,- or i,,-oriented reference frame has the same effect, this is 
not the case for the salient-pole machine. 
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3 Vector and direct torque control of 
synchronous machines 

In this chapter vector control and direct torque control of different types of 
synchronous machines are described. For this purpose permanent-magnet syn- 
chronous machines (PMSM), the electrically exciled synchronous machine, and 
synchronous reluctance machines (SYRM) are considered. Various 'sensorless' 
control schemes are also discussed. 

3.1 Vector control of permanent-magnet 
synchronous machines 

Syncl~ronous machines with an electrically excited rotor winding have a three- 
phase stator winding (called tlie armature) and an electrically excited field 
winding on tlie rotor which carries a d.c. current. There can also be damper wind- 
ings on the rotor. Tlie armature winding is similar to the stator of induction 
machines. The syl~chronous macliine is a constant-speed machine which always 
rotates a t  a synchronous speed which depends on the supply frequency and on 
the number of poles. Tlie electrically excited field winding can be replaced by 
permanent magnets. Tlie use of permanent mag1iels has rrrany advantages includ- 
ing the elimination of bruslies, slip-rings, and rotor copper losses in Lhe field 
winding, which leads to higher eficiency. Since the copper and iron losses are then 
concentrated in the stator, cooling of the machine, througli the stator, is more 
easily achieved. The higlier efficiency allows a reduction in the machine frame size. 
Anotl~er advantage of using permanent magnets is that for the same-size machine, 
tlie characteristics of the machine can be varied greatly according to the type of 
magnets chosen and the way they are arranged. Permanent-magnet synchronous 
machines (PMSM) can be categorized into two main groups: 

(i) the brushless d.c. machines fed by current source inverters and having 
trapezoidal flux distribution; and 

(ii) synclironous machines having approximately 
distribution, fed by sinusoidal stator currents. .~...~ - 

Permanent-magnet machines are extensively used in servo drives containing 
machines with low power for machine-tool (e.g. spindle motors, positioning drivcs 
etc.) and robotic applications, but large machines up to 1 MW have also been 
built; for example, a 1 M W  machine has been used in a ship propulsion drive. I t  
is also possible to use such machines in the fields or  electricity generation, solar 
pumping, wind-energy applications, etc. In the present book, however, only servo 
applications are discussed. The design criteria for synclironous servomotors, to be 



used in machine-tool feed drives, manipulators, and industrial robots diner from 
that of conventional synchronous machines since the following requirements 
must be met: 

High air-gap flux density; 
High powerlweight ratio (greatest possible powerlmotor mass); . Large torquelinertia ratio (to enable high acceleration); 

Smooth torque operation (small torque ripples) even at very low speeds (to 
achieve high positioning accuracy); 
Controlled torque at zero speed; 

* High speed operation; 
High torque capability (quick acceleration and deceleration for short time); 

High efficiency and high cos (low expense for tlie power supply); 

Compact design. 

These requirements can be met well by the permanent-magnet synchronous 
machine employing vector control. Either the rotor construction can be such that 
a slim-drum rotor is used with large lengthldiameter ratio, resulting in a low 
mecl~anical time constant (such rotors are sometimes also referred to as hot-dog 
rotors) or a light-weight, aluminium disc rotor (pancake rotor) is used. Some- 
times the disc is manufactured from high-strength plastic material, and the 
magnets are embedded and encapsulated in this using resin. These machines are 
also referred to as radial-field machines (they have a long cylindrical rotor) atid 
axial-field machines (with disc rotor). The machines with the disc rotor are 
usually employed in robotic applications, whilst in servo drives for machine tools 
the slim-drum rotor is usually applied. Tlie machine witli the pancake rotor can 
yield the same high dynamic performance as the machine witli the drum-type 
rotor, but its power factor, maximum torque, and efficiency can be lower. 
Furthermore, the drum rotor leads to a low-inertia (low mechanical time constant) 
design, which makes possible a more rapid acceleration. The manufacturing costs 
of axial-field machines are higher than those for the radial-field machines. 

There are various practical implementations of mounting tlie magnets. In 
one solution, rare-earth magnets, e.g. samarium-cobalt (SmCo,, Sm,Co,,) or 
neodymium-iron-boron (NdFeB), which have a high ener&y product, and thus 
for which the effects of demagnetization are avoided, are mounted on the surface 
of the solid steel rotor, by using high-strength adhesive material. To obtain high 
mechanical strength, which is especially important for high-speed operation, 
either the gaps between the magnets are filled with nonmagnetic material and the 
rotor can be wrapped with high-strength material, e.g. fibreglass, or sometimes 
screwed pole-shoes are used. At present a disadvantage of using rare-earth 
magnets is their relatively high price, but with new developments this may change 
in the future. Furthermore, it is also expected that tlie characteristics of the 
NdFeB magnets will improve (at present there can be problems because the 
field strength decreases witli increasing temperature). When the surface-magnet 
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synchronous motor is used for variable frequency operation there are no damper 
windings on the rotor. In another construction, buried or so-called interior 
magnets are used. 

In the case where the magnet bars are mounted on the rotor surface, the 
incremental permeability of the magnets relative to the external fields is 1.02-1.2. 
They have high resistivity, and thus the machine can be considered to have a 
large effective air gap, which makes the effects of saliency negligible (thus the 
direct-axis magnetizing inductance is equal to the quadrature-axis magnetizing 
inductance, L,,=L,,=L,). Furthermore, because of the large air-gap, the 
synclironous inductance (L,=L,,+ L,) is small and therefore the effects of arma- 
ture reaction are negligible. A further consequence of the large air gap is that the 
electrical time constant of the stator winding is small. The magnets can have 
various shapes. Bar-shaped magnets and circumferential segments with angles up 
to 90" and thickness of a few millimetres are available. Radially magnetized 
circumferential segments produce a smoother air-gap flux density distribution and 
fewer torque ripples. These torque ripples can also be reduced by tlie appropriate 
design of the stator windings. 

When the magnets are buried inside the rotor, a mechanically robust construc- 
tion is obtained which can be used for high-speed applications since the magnets 
are physically contained and protected. However, with the interior permanent- 
magnet construction, the machine cannot be considered to have a uniform air gap. 
In this case the magnets are mounted inside the steel rotor core and physically 
there seems to be almost no variation of the surface of the magnet geometry. 
However, since each magnet is covered by a steel pole-piece, this significantly 
changes the magnetic circuits of the macliine, since owing to these iron pole- 
pieces, liigli-permeance paths are created for the magnetic flux across these poles 
and also in space quadrature to the magnet flux. Thus there are saliency e k t s  
which significantly alter the torque production mechanism of the machine. As 
described in Section 2.2, in addition to the so-called magnet (or field-alignment) 
torque, which arises from the interaction of the magnet flux and the quadrature- 
axis stator current component, there is a reluctance torque component which is 
due to saliency. It is also a feature of these type of machines that in contrast to 
conventional, electrically excited salient-pole machines, where the quadrature-axis 
reactance is smaller than the direct-axis reactance, in synchronous machines with 
interior permanent magnets on the rotor, the quadrature-axis reactance is larger 
than tlie direct-axis reactance. In syncl~ronous machines with buried (interior) 
permanent magnets, the magnet cost is minimized by the low magnet-weight 
requirements of the particular design. 

One of the requirements to be met for servo applications has been smooth 
torque operation. Therefore both the so-called cogging torques (which are due to 
tlie slotting) and tlie pulsating torques, due to space harmonics and time 
liarmonics, must be reduced. Tlie reduction of the cogging torque can be achieved 
in a number of ways, such as: shaping of the magnets, skewing of tlie magnets 
on the rotor with respect to the rotor axis, skewing or the stator, coordinating 
the design of the number of stator slots, slot opening and magnet dimensions. 
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However, the skewed rotor construction is costly in the case of high-strength 
ceramic magnets and rare-cart11 magnets, because it is difficult to manufacture the 
magnets in complex geometric shapes. Furthermore, the required magnetizing 
tecliniques can result in lower flux levels. However, any method used for min- 
imizing the cogging torque must be evaluated on the basis of manufacturing cqn- 
siderations from the point of view of cost, assembly, and the equipment required 
for the process. Under normal circumstances one or two per cent of the rated 
torque is an acceptable value for tlie cogging torque in servo applications. How- 
ever, most of the effects of cogging torque can be eliminated in a converter-fed 
permanent-magnet syncl~ronous machine drive by a high-performance converter 
and controller containing an accurate speed or position monitoring device. 

It should be noted that whilst in conventional permanent-magnet machines the 
stator contains teeth, it is possible to construct such permanent-magnet machines 
where there are no teeth on the stator. In this case tlie stator windings are assem- 
bled outside tlie machine and are then inserted and fixed in the stator. Such a 
machine will not cog at low speed and the iron losses are reduced. Furtliermore, 
in this construction more space is available for the stator windings than in the 
conventional construction. Thus larger size conductors can be used and tlie 
current rating of the windings can be higher. Since there is more space peripher- 
ally, the radial dimension of the stator windings can be smaller than in tlie case 
of a toothed construction. Thus for a toothless macliine the rotor diameter can be 
larger than for a conventional machine of tlie same frame size. Tlie air gaps of 
machines with toothless stators are >sually several times larger than in the 
machines which have teeth. This has an adverse erect on the air-gap flux density, 
wliich can be partly offset by the application of a rotor with larger diameter and 
a larger magnet surface. 

The reduction of the pulsating torques (ripple torques) is also an important 
aspect of achieving smooth torque operation. This can be obtained in a number 
of ways including the minimization of the time harmonic content of the stator 
currents. 

Witli rare-earth magnets air-gap flux densities up to 1 T (Tesla) can bc obtained. 
However, because of the saturation of the teeth and iron losses, it is not always 
best to use the strongest magnet material. The teeth can be l~iglily saturated, 
especially with armature reaction during overload. Despite the large air gap, a 
field distortion occurs due to saturation, and this can reduce the flux and therefore 
tlie induced e.m.f. At high speed, the iron losses are the limiting factor. 

3.1.1 VECTOR C O N T R O L  O F  PMSMa W I T H  

S U R F A C E - M O U N T E D  M A G N E T S  

3.1.1.1 General introduction 

It is assumed that tlie permanent magnets are located on the rotor surface and 
are or the rare-earth magnet type. The effects of magnetic saturation are neglected 
and thus for modelling purposes the permanent magnets can be considered as 

fictitious equivalent constant-current sources (I,,=const.). Thus in the reference 
frame fixed to the rotor, tlie rotor-current space pliasor is 

if there are no damper windings on the rotor. The magnets are positioned at angle 
0, relative to the direct axis of tlie stator, which coincides with the magnetic axis 
of stator winding sA. In the d, q reference frame fixed to the rotor the flux linkage 
with the stator windings due to the permanent magnets is 

Since the synchronous reactance is small, I/J, is almost equal to the modulus 
or the magnetizing flux-linkage space vector and thus the angle between tlie 
magnetizing flux-linkage space vector and ~h, is small; tliis angle is the so-called 
load angle and is denoted by S. Thus tlie induced stator magnetizing e.m.f., which 
is equal to the rate of change of the magnetizing flux linkage, will in tlie steady 
state almost be positioned along the quadrature-axis. As a consequence, the 
terminal voltage will also be almost co-phasal with the quadrature-axis, 

It should be noted that tlie magnet flux linkage I//, can be obtained by 
performing simple tests. If the stator currents are zero and the rotor is rotated at 
a constant speed (e.g. by a d.c. motor coupled to the shaft), tlie induced e.m.f.s 
in the stator windings are proportional to the magnet flux. Thus the magnet flux 
linkage can be obtained by dividing tlie terminal voltage by the rotor speed. It 
follows from eqn (3.1-2) that tlie equivalent fictitious rotor current can also be 
determined if the magnetizing inductance and the magnet flux linkage are lcnown. 
The fictitious rotor current is proportional to the number of pole pairs, the 
residual flux density of the magnet material (approximately I.2T for NdFeB), 
the radial tliiclcness of the magnets, and tlie sine of half of the electrical angle 
span of a magnet. Furthermore it is inversely proportional to the recoil permeab- 
ility of the magnet material (near to unity for NdFeB) and to tlie equivalent 
number of sinusoidally distributed stator turns per phase. 

Tlie electromagnetic torque of the permanent-magnet synchronous machine 
with surface-mounted magnets and with a symmetrical three-phase stator winding 
can be obtained physically by considering that tlie torque is produced by the 
tendency of the magnets to align with tlie axis of the stator m.m.f. and now, owing 
to the lack of saliency, there is no reluctance torque component. Thus the magnet 
torque has to vary sinusoidally wit11 the angle between the stator m.m.f. axis 
and the direct axis of the rotor, to wliich the excitation m.m.f. is frozen. This 
can also be seen by considering eqns (2.2-14) and (3.1-2) and thus the electro- 
magnetic torque is 

where i,, is the quadrature-axis component of the stator-current space vector (i;') 
expressed in the reference frame fixed to the rotor, as sliown in Fig. 3.1. 

It follows from Fig. 3.1 that the space angle of the stator-current space phasor 
relative to the magnetic axis of stator winding sA is a,, and since its space angle 
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VF 
d (rotor direct-ads) 

SLY (stator direct-axis) 

Fig. 3.1. The stator- and rotor-current space phasors and the excitalion R m  of the PMSM 

relative to the direct axis of the reference frame fixed to the rotor is a,-8,. 
eqn (3.1-3) can be put into the form 

where li,l is the modulus of the stator-current space phasor. 
Thus the physically expected result has been obtained and the torque varies 

with the sine of the angle (a,-Or), the so-called torque angle ( P ) .  Since the 
flux produced by the permanent magnets has been assumed to be constant, the 
electromagnetic torque can be varied by changing the quadrature-axis stator 
current expressed in the rotor reference frame (i,,). Thus a constant torque is 
obtained if i,,=constant. It also follows from eqn (3.1-4) that the maximum 
torque per stator current is obtained if tlie torque angle is 90". Since the 
electromagnetic torque is a constant times the quadrature-axis stator current 
component (i,,), it immediately follows that a quick torque response is obtained 
if the quadrature-axis stator current is changed quickly, e.g. by the application of 
a current-controlled pulse-widtlt-modulated inverter. It is this feature which 
makes possible the rotor-oriented control of permanent-magnet synchronous 
machines. 

3.1.1.2 Control scheme of the rotor-oriented controlled PMSM 

The control scheme of the rotor-oriented permanent-magnet synchronous machine 
discussed above is relatively simple. The excipation flux is frozen to the direct axis 
of the rotor and thus its position can be obtained directly from the rotor shaft by 
monitoring the rotor angle 0, or the rotor speed or. 

In practice the rotor speed can be monitored by, say, the application of an 
analogue tachometer and the rotor angle can be monitored by, say, a resolver. 

Analogue tachometers have about 0.1% accuracy and at low-speed operation of a 
servo drive, very high-speed resolution is necessary to obtain accurate results; for 
feed drives and machine tools, for example, a speed resolution of approximately 
0.2min.-' is required. This problem can be solved by using the same digital 
encoder for sensing the rotor position and rotor speed. It should be noted that 
at high speeds and high-bandwidth speeds, optical encoders can have limited 
accuracy and temperature susceptibility, since the monitoring device has to be 
mounted within the motor enclosure. Resolvers are inherently accurate, but they 
must be combined with higli-resolution digital circuits to achieve and maintain 
high accuracy over a wide speed-range and give no errors due to acceleration. 
Furthermore, it is also possible to utilize tlie fact that the rotor speed is equal 
to the first time derivative of the rotor position, w,=d8,ldt. In Section 3.1.3 
various rotor speed and rotor position estimators are described for sensorless 
PMSM drives. 

As shown above, in order to produce the largest torque for a given stator 
current, an optimally efficient operation is achieved by stator current control 
which ensures that the stator-current space phasor contains only a quadrature- 
axis component (i,,) when expressed in the reference frame fixed to the rotor. 
This is analogous to the separately excited d.c. machine, where this is achieved by 
the consecutive switching of the armature coils through the commutator. In  the 
base speed region, for motor operation, the space phasor of the stator currents 
expressed in the rotor reference frame is therefore is'=ji,, [see Fig. 3.2(a)], and 
for braking, it is i:= -ji,, as shown in Fig. 3.2(b). 

This optimal mode of operation is suitable below the base rotor speed, where 
sufficient voltage is available from the inverter which supplies the stator windings 
of the machine. However, at higher speeds, above the base speed-constant- 
horsepower range-the induced e.m.f. increases directly with the rotor speed (the 
excitation flux is constant due to tlie permanent magnets), and if a given speed 

Fig. 3.2. Stator-current space phasors in the case of oplimal operation in the base speed region: 
(a) motor operation; (b) braking operation. 
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is to be reached, the terminal voltage must also be increased to match the 
increased stator e.m.f. The increased stator terminal volrage would require an 
increase in the voltage rating of the inverter used. However, with a given inverter, 
there is a ceiling voltage which cannot be exceeded. Thus to limit the terminal 
voltage of the machine to the ceiling voltage of the inverter, field weakening has 
to be introduced. 

In smaller drives, there is no need for field weakening, but for larger drives 
since, owing to tlG'bermanent-magnet construction, it is not possible to achieve 
direct field weakening, the effect of field weakening can be obtained by controlling 
the stator currents in such a way that the stator-current space pl~asor in t l ~ e  rotor 
reference frame should contain a direct-axis component is, along the negative 
direct-axis of the rotor reference frame, in addition to the quadrature-axis stator 
current component i,,. This is shown in Fig. 3.3, where the same i,, has been 
maintained as for operation below base speed. 

The limiting amplitude of the stator voltages can be obtained by utilizing the 
steady-state stator equations of the PMSM. It follows from eqn (2.1-141) that in 
the stationary reference frame, when the effects of magnetic saturation are 
neglected, the stator voltage equation is 

By the substitution of ~k, defined in eqn (3.1-2), this will take the following 
form: 

By performing tlie required diKerentiation, but keeping the excitation flux 
constant, 

Fig. 3.3. Space phasors of PMSM in the field-weakening range (overspeed range). 
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In the steady slate, where O,=ot, w=constant, the space phasor of the stator 
currents in Lhe stationary reference Crame is r;=c,<ejC"', the voltage space phasor 
in the same reference frame is ii,=c,O,ei'"', where c, is a constant (see the 
discussion which follows eqn (2.1-5)). Equation (3.1-7) thus takes the form 

where 

is the phasor of the induced e.m.f.s in the stator winding, Z,=R,+jwL,=R,+jX, 
is the impedance of a stator winding, and X, is the synchronous reactance. 

By utilizing eqns (3.1-8) and (3.1-9), the two steady-state phasor diagrams 
shown in Fig. 3.4 can be plotted. The steady-state phasor diagram shown in 
Fig. 3.4(a) corresponds to the case where there is no direct-axis stator current 
component (I,, = O), thus I; =jl,, and 

wliich holds for operation below base speed (constant-torque region). The angle 
between 0, and Us is the load angle, and in this case agrees with the displacement 
angle (dl) of the stator current. 

In Fig. 3.4(b) the phasors are sl~own for operation above the base speed 
(constant-output-power region) and for stator currents where I , , i O  (I,,iO). 
Thus 

Figure 3.4(b) corresponds to the case where minimum stator voltage (Em,,) is 
obtained. It follows from Fig. 3.4(b) that the minimum stator voltage is obtained 
if the stator voltage is adjusted to be in quadrature to the voltage pbasor 
corresponding to the voltage drop along the d-axis, wliich is equal to 
(R5 +juL3)15,. 

It is then possible to utilize Fig. 3.4 to obtain the necessary direct-axis stator 
current component to achieve speeds in the field-weakening range (above base 
speed). It should be noted that because of the extra current along the d axis, the 
stator currents are increased, but since the stator currents are limited by the 
inverter, a corresponding reduction of the maximum quadrature-axis stator cur- 
rent has to be performed, which of course leads to a smaller torque. In  other 
words, when the rotor speed is increased the torque angle is increased for the 
purposes of field weakening and thus the torque per unit of stator current is 
reduced. 

Owing to the increased stator currents, the copper losses will be increased and 
the efficiency of the drive will deteriorate. However, field weakening is restricted 
to short transients at light load. The maximum speed is determined by the current 
rating of the inverter. I t  is possible to achieve high-speed operation with light 
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Fig. 3.4. Slcndy-statc phasor diagrams or the PMSM: (a) operation below base speed: (b) operation 
above base speed. 

loads and high values of the demagnetizing stator current component. However, 
in practice, the maximum speed does usually not exceed twice the base speed. 

It follows from the equations and vector diagrams presented above that the 
degree of field weakening with a PMSM depends on the synchronous reactance 
of the machine, i.e. on the armature reaction of the machine. With the magnets 
mounted on the surface of the rotor, the air gap can be considered to be relatively 
large, as discussed earlier. So the synchronous reactance is small and therefore the 
field-weakening range is limited. 

In the following discussion it is assumed that the stator windings of the machine 
are supplied by impressed stator currents obtained from a current-controlled 
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switched transistor inverter with a high switching frequency. This is similar to the 
application of armature current control in a converter-fed d.c. drive. The main 
advantage of this type of operation is that because of the impressed stator 
currents, the effects of stator resistance and leakage inductance on the drive 
dynamics are eliminated and the motor interactions are simplified. Figure 3.5 
shows the schematic diagram of a Pulse-Width-Modulated (PWM) transistorized 
inverter, using fast current-control loops, which supplies the stator windings of 
the permaneut-magnet syncl~ronous machine. Figure 3.5(a) shows a simplified 
circuit and Fig. 3.5(b) shows a more detailed circuit. 

An uncontrolled rectifier produces the constant voltage U across the filter 
capacitor C,. The filter establishes a steady d.c. voltage. The constant d.c. voltage 
source could also be a battery bank. With an appropriately high U ,  fast 
current-control loops can be designed, which will yield machine currents 
(i,,, i,,, i,,) which coincide with the demanded currents (i ,,,, ,, i ,,,, ,, i ,,,, ,). Thus 
the stator windings can be considered to be supplied by fictitious current sources. 
This approximation is valid if the ceiling voltage of the inverter is suficient. 

It should be noted that inverters used for small drives, under a few kilowatts, 
are almost always pulse-width-modulated inverters, due to the fact that they avoid 
the need for a variable d.c. source voltage. Furthermore, they yield superior 
waveforms and at these power levels it is easy to obtain controlled-turn-off power 
devices. 

The current controllers can be hysteresis or PWM controllers. When a liyster- 
esis current controller is used, upper and lower hysteresis levels are defined 
relative to the reference value of the current and the inverter is used to ensure that 
the actual stator current is limited to between the hysteresis bands. By defining 
narrow hysteresis bands, it is possible to ensure tight control, but this demands 
a higher switching frequency from the inverter. The actual currents contain 
harmonics which produce high-frequency torque ripples, but these are filtered out 
by the inertia of the machine so the speed of the machine can almost be free from 
the effects of these ripples. The hysteresis current controller reacts almost 
instantaneously to clianges in the reference values of the current, and thus the 
time lag in the model of this controller is very small. When a PWM current 
controller is used, the actual current is compared with the reference current, and 
an error signal is generated. The error signal is compared to a sawtooth wave, and 
if the resulting error is larger than the sawtooth, the phase voltage is switched 
positively. However, if it is smaller than the sawtooth wave, it is switched 
negatively. The advantage of this controller over the hysteresis current controller 
is that the switching frequency of the inverter is preset and it is easy to determine 
the time delay between the time the reference changes and when corrective 
switching action is performed by the current controller. 

In Fig. 3.5(b), the current control is implemented by the appropriate firing of 
the six bipolar transistors T, . . . T, of a full-bridge inverter which produces 
adjustable frequency three-phase excitation from the d.c. source. Tlie bipolar 
transistors can be replaced by any other bipolar or metal-oxide-semiconductor 
(MOS) power switch devices, e.g. by Metal-Oxide Semiconductor Field-Effect 



(MOSFET) transistors, which are significantly faster than the bipolar transistors, 
or by Metal-Oxide-Semiconductor Insulated Gate Transistors (MOSIGT), all of 
which can he turned both OR and on with low-level gating signals (which can he 
gate voltages or gate currents depending on the specific type of power transistor 
used). The three-phase full-bridge inverter consists of three half-bridge units 
(which are phase shifted by 120"). In Fig. 3.5(h) all the transistors are combined 
with a parallel freewheeling diode to provide circulation paths for the flow of 
reverse stator currents of the synchronous machine during reactive power flow 
and regeneration; they also clamp the load voltage to the input level. 

For braking, the motor is operated in tlie regenerating mode and the kinetic 
energy stored in the system inertia is converted into electrical energy. This can he 
dissipated across a resistor R, shown in Fig. 3.5(b). During braking, active 
power flows from the machine to the d.c. link. The braking resistor can be 
switched on and off within the hysteresis band of the d.c. link voltage to dissipate 
the braking power. 

I~~~p le~ i~e r~ ta t i on  of rotor-orie~~fed rontr.01 of PhISA.I in polar coor.di11ntes: The 
block diagram of the rotor-oriented controlled permanent-magnet synchronous 
machine in polar coordinates is shown in Fig. 3.6, where the stator currents 
(i,,,i,,,i,,) are impressed by fast current loops, e.g. by utilizing a transistorized 
PWM inverter as discussed above. When the control structure is put into polar 
form and a microprocessor implementation is used, for algorithmic reasons it can 
have advantages over an implementation utilizing the Cartesian form. 

Since the sum of the stator currents is assumed to be zero, it is sufficient to 
monitor only two stator currents, is,,(/) and is,(/). When a microprocessor is 
used, these currents are converted into their digital forms by using AID con- 
verters. By using rectangular-to-polar (R+P)  conversion, the modulus (Ii,I) and 
the phase angle (u,) of the stator-current space phasor expressed in the stationary 
reference frame are obtained as shown in Fig. 3.6. It should he noted that the 
block labelled '3+2' performs tlie transformation of the three-phase currents 
into the quadrature-phase current components, in accordance with eqns (2.1-9) 
and (2.1-10). 

The rotor speed o, is measured and the rotor angle 0, is obtained by integration 
(denoted by 'llp'). It is also possible to monitor the rotor angle directly and to 
use this to obtain the rotor speed. However, whatever method is used, it is very 
important to have an extremely accurate lcnowledge of the rotor position, since 
rotor-oriented control is based on the accurate lcnowledge of this quantity. The 
rotor angle is subtracted from the angle u, of the stator-current space phasor to 
obtain /3=u, - Or, which is the angle of the stator-current space phasor in the 
rotor reference frame. The sine of this angle is obtained by using a function 
generator (FGI) and it is then multiplied by the modulus of the stator-current 
space phasor and thus the quadrature-axis stator current component (is:) is 
obtained. This is multiplied by the excitation flux ($F) and a signal proport~onal 
to tlie instantaneous value of the electromagnetic torque (13 is obtained, in 
agreement with eqns (3.1-3) arid (3.1-4). 
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The necessary current references to the PWM inverter are generated as follows. 
A cascaded control structure is shown with superimposed torque, rotor-speed, and 
rotor-position control loops. The difference between the reference value of the 
rotor angle and the monitored rotor angle serves as an input signal to tlie rotor 
position controller, which is a proportional (P) controller. The output of this 
controller is the rotor-speed reference value. The difference between this and the 
actual monitored rotor speed is the input to the speed controller, which is a 
proportional-integrating (PI) controller, the output of which is the torque 
reference signal. The actual value of the electromagnetic torque ( t , )  is subtracted 
from tlie reference value (t.,.J and this is the input signal to the torque controller, 
which is a PI controller. The output of the torque controller is the modulus of the 
reference value of the stator-current space phasor but multiplied by +1 or -1, 
indicated in Fig. 3.6 by +I<,.,/. The reference values of tlie modulus and phase 
angle of the stator-current space phasor in the rotor reference frame are Ii5,,,I and 
(a,, - 0,) respectively, and they are obtained by using three function generators 
and by utilizing the signal for the rotor speed w, and the output signal of the 
torque controller. Tlie signal + li,,,,l is fed into a function generator (FG2) which 
takes its absolute value, li,,.,l. The angle (a,,,, - 0,) must be positive or negative, 
corresponding to a positive or negative output from the torque controller, and 
therefore a sign function generator (FG3) is used. Thus when +I<,.,l is the 
output of tlie torque controller, the output of FG3 is + I  and when -li;,,,l is the 
output of the torque controller, the output of FG3 is - I .  Tlie factor + 1 is then 
multiplied by another factor which is obtained with the fourth function generator 
FG4. This is equal to 7112 if the rotor speed is less than the base speed (w,), or 
to a factor greater than 7112 if the rotor speed is greater than the base speed, in 
order to obtain a stator-current phasor with a negative i,, component for field- 
weakening purposes in accordance with the technique described above. 

The actual rotor angle (0,) is subtracted from the reference value of the angle 
of the stator-current space phasor in the rotor reference frame, and thus the angle 
a,,., of the stator-current space phasor in the stationary reference frame is obtained. 
Thus tlie outputs of the P + R  converter are the two-axis stator-current references .- rSQ,,, and i:,,,,, which are transformed into the three-phase stator-current references .. .. r,,,,,, r,,,,,, and i:,,,,. This two-phase to three-phase transformation is indicated by 
the block labelled '2 + 3'. The three-phase reference currents are the inputs to the 
inverter which supplies the permanent-magnet synchronous motor. 

The role of the lag compensation showed in Fig. 3.6 will be described in the 
following section, and it should be noted that izQ,,, and i;,,,, are the reference 
values of the two-axis stator currents, which are obtained when the time lag of 
the control loops (T) is not negligible (T+O). Similarly, i; ,,,,, i: ,,.,, and i: ,,,, are 
the reference values of the stator currents when T#O. 

It follows from the block diagram shown in Fig. 3.6 that there is a substantial 
amount of signal processing required when the scheme is implemented. With 
analogue techniques, it would be problematic and uneconomical to realize 
accurately the required multiplications, to implement the four function generators 
used to obtain the required modulations by the rotor angle. However, the use of 
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a microprocessor simplifies the required hardware significantly. It is believed that 
in the future dedicated signal processors will perform the tasks set by the rotor- 
oriented control scheme described above. 

I~~~pler~~entariorl of rotor-oriertfed co~~trol  of PIIISIII in Cartesian coordi~lntes: Tlie 
block diajgam of the rotor-oriented controlled permanent-magnet synchronous 
macliine using Cartesian coordinates is shown in Fig. 3.7. It is again assumed that 
the stator currents of the machine are impressed by fast current loops, e.g. by 
using a current-controlled PWM inverter. 

Since there are no zero-sequence stator currents, again only two stator cur- 
rents are monitored, i,,(t) and i,,(f). These are transformed into direct- and 
quadrature-axis stator current components is,([) and i,,(t), which are the real- 
and imaginary-axis components of the stator-current space phasor in the sta- 
tionary reference frame. The rotor speed is measured and the rotor angle is 
obtained by integration. However, it is again possible to have another implementa- 
tion, where the rotor angle is directly monitored. The rotor angle is used to 
transform tlie space pliasor of the stator currents in tlie stationary reference frame 
into the space phasor of the stator currents in tlie rotor reference frame 
(i; = iSe-ior- -~,,+ji,,, . see eqn (2.1-136)) and thus the current components i,, and 
is, are obtained. The excitation flux (I//,) is multiplied by the quadrature-axis 
stator current component (is,) expressed in the rotor reference frame, and thus the 
electromagnetic torque ( I , )  is obtained in agreement with eqn (3.1-3). 

Tlie current references to the inverter are generated as follows, by again using 
a cascaded control with superimposed torque, speed, and rotor control and also 
using field-weakening. 

The difference between the limit stator voltage (Us,,,) and the peak of the 
actual stator voltages (I(T,I) serves as input to the field-weakening controller, 
which is an integrator and the output of which is the reference value of the stator 
current in the rotor d-axis (i,,,,,). The stator current reference in the rotor q-axis 
(i,,,,,) is obtained at tlie output of a PI torque controller, whose input is the 
difference between tlie torque reference (t,,,,) and tlie actual torque (t,). The 
torque reference is obtained at the output of the rotor speed controller, a PI 
controller, whose output is the difference between the reference rotor speed (w,,.,) 
and the actual rotor speed (o,). The rerereuce value of the rotor speed is obtained 
by the application of a rotor position controller, the input of which is the di- 
ference between the rotor angle rererence and the actual monitored rotor angle. 

The function generator (FG) shown in Fig. 3.7 ensures that if i,,,,, is tlie 
limiting value of the stator currents, is, may have to be reduced and this is 
achieved by utilizing (i;,+i2 )'/'<ism,,, and thus the function generator performs 
the operation (i&,, - i:c,)'''.q 

It has been assumed that the PWM inverter wliicli supplies the machine is 
current controlled and that the current controllers react instantaneously to the 
changes in the current commands, i.e. there is no time lag in the current control 
loops. Thus the transformations cancel and the control is extremely simple and is 
similar to the control of a converter-fed d.c. machine. However, when this 
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assumption is not valid, that is when the reference value of the stator-current 
space phasor (i,D,.,+ji,Q,cr) is not equal to the actual stator-current space phasor 
(i,=i,,+ji,,), owing to the time lag in the current control loops, the following 
space phasor equation holds 

where T is the time lag in the control loops. In two-axis form, this is 

For the rotor-oriented control to work well, it is essential that the required 
decoupling of the stator current components is achieved, even when this lag is 
present. A solution to this can be obtained easily if it is assumed that the 
unwanted coupling caused by the lag is due only to the phase shift of the 
stator-current space phasor and that its modulus is unchanged. In this case, in 
Fig. 3.7, in front of the hlock labelled 'ejUr', which represents the transformation 
of the reference values of the two-axis stator current components in the rotor- 
coordinates into the two-axis stator current components of the stationary refer- 
ence frame, an extra hlock labelled ' l+jo,T'  is added, as shown in Fig. 3.7. 

This can also he proved by considering Fig. 3.8. When there is no lag (T=O), 
the relationship between the actual and reference values of the stator-current 
space phasors in the stationary reference frame is i,=i,,,,, and of course a similar 
relationship must hold in the rotor reference frame i:=i&,,, since it follows from 
eqn (2.1-142) that i5'=ise-'"', and i;,:,,,=i,,.,e-'"'. However, when there is a lag, iT 
a steady state, where the modulus of the stator-current space phasor is constant 
(liJ =const.), is assumed, the reference stator-current phasor in the rotor reference 
frame (Ti;;,) will be in a new position, displaced by angle y from i&,, where 
)l=w,T, but its length is the same as the length of i;. By assuming small values 
for the lag, and thus of y,  

Thus in front of the eiur block in Fig. 3.7, the block (I +jo,T) must be inserted, 
the outputs of which are the two-axis components of i3';Fr(i;;,,,, i;:,,,) and whose 
inputs are the two-axis components of i,,.,(i,,,.,, i,,,,,). Thus, in two-axis form, the 
equations which define the lag compensation are 

Of course, it is possible to combine the transformation for the lag compensation 
with the transformation eiu: so that a compound transformation ei"ei~=efl""?l is 

Fig. 3.8. The en'ects of conlroller lag. 

present. It can thus be seen that the removal of the unwanted coupling caused by 
the lag of the converter can be implemented by replacing the angle 0, by 
O,+)'=O,+o,T in the ej"' block. This polar form can be utilized directly in 
Fig. 3.6, if the lag of the inverter is not negligible. In this case, since the angle of 
is,,, relative to the direct axis of the stator (sD) is a,,,, (as shown in Fig. 3.8), and 
furthermore, since due to the eiT displacement, the angle of i;zr relative to the sD . . 
axls 1s cc,,,,+ y ,  in front of the polar-to-rectangular transformation block, y = o , T  
has to be added to u,,,,. Finally, it should be noted that at higher speeds, the lag 
of the current control loops can increase, but in this case T can he adapted in the 
blocks which contain T. In Section 4.1.1 some other aspects of the effects of time 
delay are discussed. 

3.1.2 VECTOR CONTROL O F  PMSMs W I T H  INTERIOR MAGNETS 

3.1.2.1 General introduction 

Interior-permanent-magnet synchronous machines (IPMSM) are mechanically 
robust and thus allow high-speed applications. As discussed in Section 3.1.1, in 
these machines the effective air gap is small and therefore the effects of armature 
reaction are significant. This allows the control of the synchronous machine in the 
constant-torque region as well as in the field-weakening (constant-power) region 
up to a high speed. Furthermore, in accordance with the discussion presented in 
Section 3.1.1, in the interior-permanent-magnet machine the quadrature-axis 
stator inductance (L,,) is smaller than the direct-axis stator inductance (L,,) and 
this is a distinct difference from the conventional electrically excited salient-pole 
synchronous machine. In practice there can exist inductance ratios (L,,IL,,) as 
high as five. The extra inductance can be useful as it allows the use of lower 
switching frequencies for the IPM synchronous machine than those used with 
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other inverter-fed machines. The relation L,,<L,, has a direct effect on the 
electromagnetic torque production and also on the excitation flux requirements of 
the IPM synchronous machine. Both of these aspects will also be discussed here. 

An IPMSM allows economical maclline design, because in accordance with 
eqn (2.2-13), in contrast to the machine with surface-mounted permanent mag- 
nets, where the torque is produced by the interaction of the magnet flux and the 
quadrature-axis stator current, now the electromagnetic torque contains two 
components. One of these is due to tlie interaction of the magnet flux and the 
quadrature-axis stator current and the other one is the so-called reluctance torque 
component, which is proportional to the difference of the stator inductances in the 
two axes, L,,- L,,= L,, -L,, where L,, and L,, are the direct- and quadrature- 
axis magnetizing inductances respectively. Thus rotor saliency provides a way of 
reducing the volume of the magnets, which would otherwise be high in order to 
obtain the desired rating of the synchronous macliine. 

The system performance characteristics of t11elPM synchronous machine drive 
can be influenced by the proper adjustment of the rotor parameters of the 
machine to control the two torque components described above. For example, 
overexcitation in a permanent-magnet synchronous machine drive endangers the 
drive electronics when the induced stator voltages (back e.m.f.s) generated by the 
magnets significantly exceed the source voltage at high speeds. However, the rotor 
saliency can be utilized to reduce the excitation flux linkage due to the permanent 
magnets, in order to obtain large speed ranges while reducing the amplitudes of 
overexcitation: 

In the IPM synchronous machine, when the m.m.f. components created by the 
two-axis stator currents and the rotor magnets are added, because or magnetic 
saliency, the resultant m.m.f. distribution will be non-sinusoidal, even under linear 
magnetic conditions. Under linear magnetic conditions, tlie resultant flux-density 
distribution is equal to the sum of the component flux-density distributions 
produced by the pemlanent magnets (B,,) and the direct- and quadrature-axis 
components of tlie stator currents (B,,B,). These component distributions, 
together with the resultant distribution, are shown in Fig. 3.9. The flux-density 
waveforms shown correspond to operation as a motor and are for rated torque. 
With a light load or operation as a generator other waveforms apply. In Fig. 3.9, 
the direct and quadrature axes of the rotor (d, q )  are also shown and T, is the pole 
pitch and H is the angle around the periphery. 

Due to the higher permeance along the rotor direct-axis, high flux densities can 
arise at the edges of the steel pole-pieces. Thus, the stator teeth which are opposite 
to tlie leading edges of these poles tend to saturate as the current excitation level 
is increased. For given stator currents, saturation of these parts of tlie stator teeth 
reduces the magnitude of the fundamental component of the air-gap flux-density 
distribution around the periphery and also shifts this fundamental component in 
the direction of the centre of the rotor pole. When viewed from the stator 
terminals, this reduction of the air-gap flux appears as a reduction in the stator 
inductances, especially along tlie quadrature-axis (q). Thus, for a given applied 
terminal voltage, the maximum torque capability of the machine is greater than 
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Fig. 3.9. Component and rcauitant flux-denslty d~strlbul~ons m the IPM synchronous machmc. 

the one which could be predicted by the application of a linear model of the 
machine, which neglects the effects of magnetic saturation. 

In the following discussion, the main assumptions (apart from magnetic 
saliency) are the same as those used for the permanent-magnet synchronous 
machine with surface-mounted magnets. However, it should be noted that when 
the erects of magnetic saturation cannot be neglected, there will be a cross- 
coupling between the direct and quadrature axes not only due to the inherent 
physical saliency, but also due to tlie effects of main-flux saturation. This is the 
phenomenon of cross-saturation. Some aspects of magnetic saturation will be 
discussed in Chapter 6. 

Since the flux-density distribution in the IPM synchronous machine is non- 
sinusoidal, the most convenient way to produce a smooth, pulsation-free electro- 
magnetic torque is to produce a stator-current m.m.f. distribution which rotates 
synchronously and which is fixed in space relative to the rotor surface. This 
requires symmetrical three-phase stator currents, when sinusoidally distributed 
stator windings are assumed. It should be noted that in contrast to the synchronous 
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motor with surface-mounted magnets, which can be designed for both sinusoidal 
and square-wave excitation, in the IPM synchronous motor with square-wave 
excitation, smooth torque operation cannot be obtained since the square waves 
produce an m.m.f. distribution which discretely shifts along the air-gap periphery 
only at the instants of switching. 

It follows from eqn (2.2-13) that in the absence of damper windings, the 
electromagnetic torque produced in the IPMSM is 

where $, is the constant flux linkage produced by the permanent magnets. 
However, it should be noted that when neodymium-iron-boron magnets are 
used, the magnet material has approximately 0.1% per "C negative temperature 
sensitivity, such that with the rise of the rotor temperature, the magnet flux 
linkage decreases. If the rotor temperature is monitored, it is possible to com- 
pensate this flux linkage for tlie variations of the rotor temperature. There is no 
simple method to monitor the rotor temperature directly, but, among other 
methods, it is possible to estimate this parameter by utilizing the monitored stator 
temperature and the dynamic thernial model of the machine. The control of 
the instantaneous stator currents provides the possibility of directly controlling 
the instantaneous electromagnetic torque. In the absence of damper windings, the 
torque immediately responds to changes in the direct- and quadrature-axis stator 
currents. 

It is possible to put eqn (3.1-18) into the following form. 

where I),, and I),, are the stator flux linkages in the direct and quadrature axes 
of the rotor, which in the absence of damper circuits can be expressed in terms of 
the stator currents and the magnet flux as 

l/15q=Lsqisq. (3.1-20) 

In eqn (3.1-19), 1&1  is the modulus of the stator flux-linkage space phasor, 

and i,,, i,, are the direct- and quadrature-axis components of the stator currents 
in tlie rotor reference frame. i,, is the quadrature-axis component of the stator 
currents expressed in a special reference frame (s, J>) which rotates at the speed of 
the stator flux-linkage space phasor ($J. The real axis of this reference frame 
is aligned with the stator flux-linkage space phasor. 

The phasor diagram of the IPMSM in the steady state is shown in Fig. 3.10, 
where 8, is the rotor angle, which is the angle between the direct axis of the stator 
(sD) and the direct axis of the rotor (d). Both the magnet flux-linkage ($,:) and 
the stator flux-linkage (I&) space phasors are shown; 6 is the load angle and L7, is 
tlie phasor of the terminal voltage. 
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Fig. 3.10. Steady-state phasor diagram of the IPMSM. 

changed 

In the special (s,y) reference frame, the two-axis components of the stator- 
current space phasor are denoted by i,, and is, respectively. By utilizing Fig. 3.10, 
it IS possible to prove that the electromagnet~c torque is proportional to the 
quadrature-axis stator current component r,,, slnce it follows from Fig. 3.10 that 

Thus by the substitution of eqn (3.1-22) into eqn (3.1-19), the electromagnetic 
torque can be expressed as 

The relationship i ,!=i,,  cos S -i,,sin S follows from Fig. 3.10, but it also follows 
from eqn (2.1-142), slnce by considering that 0,=6+0,, the transformation 

is obtained. In eqn (3.1-24) the relationship between the stator current phasor in 
the synchronously rotating reference frame (i,,+ji,,) and in the stationary 
reference frame (i,,+jiSQ) has been obtained from eqn (2.1-142) by the substitu- 
tion of 0,=0,. Equation (3.1-24) yields the following transformation between the 
stator current components of the special and rotor reference frames 

i,,=i,, cos 6+ is, sin 6, (3.1-25) 

is,= -i,,sinS+i,,cosS. (3.1-26) 
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Equation (3.1-23) will also be used for the development of the vector-control 
system of the IPM synchronous machine. 

3.1.2.2 Implementation of the stator-flux-oriented control of the IPMSM 
in Cartesian coordinates 

Similarly to that shown in Section 3.1.1, a current-controlled PWM inverter 
provides the necessary control of the instantaneous currents of the IPMSM. The 
simplified schematic of the vector-controlled IPMSM drive is shown in Fig. 3.11. 

In Fig. 3.11 a three-phase uncontrolled rectifier produces a d.c. voltage across 
the filter capacitor C,. The rectifier can also be replaced by a battery hank. The 
d.c. voltages supply power to the current-controlled PWM inverter which supplies 
the IPM synchronous machine. Similarly to the PWM inverter discussed in 
Section 3.1.1, the inverter shown in Fig. 3.11 is a full-bridge three-phase inverter 
with six switching devices, which can be, for example, bipolar transistors. Each 
transistor is combined with a parallel rreewheeling diode to provide a circulation 
path for the reactive stator currents of the machine. The drive system operates in 
all four quadrants. 

The stator currents are monitored and because there are no zero-sequence 
currents, it is sufficient to monitor only two of these. The machine shaft is connected 
to a rotor position encoder, which supplies information on the rotor angle (0,) to 
the drive control system. The drive control electronics are also provided with 
information from the stator currents. The inverterlmotor control also receives the 
reference value of the electromagnetic torque (t.,,,) signal, and by utilizing the 
feedback signals of the currents and the rotor position, it generates the transistor 
base-drive signals. It should he noted that sinusoidal excitation of the IPMSM 
requires rotor-angle feedback with sufficient resolution to synchronize the sinusoidal 
references properly with the rotor position. This requirement is more demanding 
than for the comparable six-step square-wave current excitation configuration, for 
which the rotor angle information is necessary only in 60" increments. 

Rectifier 

0, 

Fig. 3.11. SimpliGcd sclicmatic of the vector-controlled IPMSM drive system. 
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For simplicity, in the first implementation of the drive system, it is assumed that 
the drive operates in the constant-torque mode, below base speed. In the constant- 
torque region, the stator flux is constant with the speed and the inverter is current 
controlled in the PWM mode to maintain the required flux-torque relationship. 
Thus the inverter has the characteristics of a current-source inverter. The stator 
flux can be controlled by the reactive stator currents, which can be magnetizing 
or demagnetizing. 

If it is assumed that the drive can enter the constant-power operation (over- 
speed) region, then there are some special aspects which have to he considered. 
At high speeds the d.c. supply voltage is responsible for limiting the torque-speed 
envelope of the drive. This limit can be explained by considering that for any 
given direct- and quadrature-axis currents, the amplitude of the stator-voltage 
space phasor is dependent on and nearly proportional to the rotor speed. When 
the speed increases, the resulting terminal line-to-line voltages approach the d.c. 
voltage and the voltage which is necessary to force the stator currents to their 
reference values decreases to zero. Under these conditions, at higher speed, the 
inverter saturates, the pulses in the phase-voltage waveforms drop out, the current 
control is lost and the inverter will generate constant-amplitude, six-step square- 
wave voltages. As the rotor speed increases in the constant-power region, the 
stator flux decreases inversely (with the speed) and the motor demands demag- 
netizing reactive currents to reduce the magnet flux (I),). The saturation of the 
inverter requires the IPMSM control to change from current to voltage control. 
The transition between the PWM and square-wave modes must be fast and 
smooth under all conditions of operation of the drive. Such a transition involves 
some degradation in the torque control characteristics, since only the phase-angle 
of the voltage phasor can be adjusted during six-step voltage excitation; its 
magnitude cannot be adjusted. 

From eqn (3.1-23) it follows that the torque control of the interior permanent- 
magnet synchronous machine can be performed similarly to the torque control of 
the separately excited d.c. machine. In the constant-torque region (below base 
speed) the torque can he controlled by controlling the quadrature-axis stator 
current is i,,,. It is possible to control the stator flux by controlling the direct-axis 
stator current is,. 

In Fig. 3.12 the block diagram is shown of the torque control of the IPM 
synchronous machine in the constant-torque region, utilizing stator-flux-oriented 
control. The inverter is current controlled, using the principles described in 
Section 3.1.1. The drive system is designed with an outer torque control loop, but 
it is possible to add speed and position control loops. In the form which is 
discussed, it is directly applicable to electrical vechicles. 

In Fig. 3.12 the dilference between the reference torque (t,,,,) and the actual 
torque (1,) serves as the input to the torque controller, which is a PI controller. 
Its output is the reference value of the torque-producing stator current compon- 
ents (is,,,,,). The reference value of the flux-producing stator current component 
(i,,,,,) is generated from i,,,,, through the function generator FG2 as follows. The 
reference value of the modulus of the stator flux linkage IF5,,,I is obtained by 



utilizing the function generator FGI. This serves to optimize the core losses in order 
to improve overall drive efficiency. Figure 3.13 shows the non-linear characteristics 
implemented by function generator FG1. Point 1 corresponds to zero electromag- 
netic torque, since at this point the stator flus is equal to the magnet flux (I//,) and 
thus the load angle is zero. Point 2 corresponds to rated stator flux at rated torque. 

The drive system incorporates the /I$J flux control loop to prevent flux drift due 
to the variation of machine parameters. The difference between the reference 
stator flux lc'/.r.rl and the actual value of the modulus of the stator flux ~ c ' / ~ l  appears 
as the input of the stator flux controller, which is a PI controller, the output of 
which is Ai,,,,,. The modulus of the actual stator flux is estimated as described 
below. The output signal of the flux controller is added to the output signal of 
function generator FG2 whose input is i,,,,,,. 

The role of FG2 can be understood by considering the phasor diagram shown 
in Fig. 3.10. In the constant-torque region, the electromagnetic torque can he 
controlled by i,, and II$~,.~~ Can be maintained at a value determined by FGI. 

Fig. 3.13. Thc charnctcristics implcmcntcd by the function generator FGI 
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In Fig. 3.10, the locus of the stator flux-linkage space phasor is also shown when 
the electromagnetic torque is increased from zero to its rated - value in the 
constant-torque region. At point 1, t,=O, i,,=i,,,=O and 11b,1=1/1~. When the 
electromagnetic torque is increased, l$,l will also increase, but i,, and i,,, also have 
to increase until t ,  is equal to its rated value. The function generator FG2 
determines the relationship between is,,,, and i,,,,,, shown in Fig. 3.14. 

In an electrically excited synchronous machine, I&sI is controlled by the field 
current and thus the machine can always operate at unity power factor. However, 
in the IPMSM, ]I&/, is controlled by the lagging stator current component i,, and 
thus the machine operates at lagging power factor. At the boundary between the 
constant-torque region and the constant-power region, the control ol" is, and i,, is 
lost as a result of the saturation of the inverter as described above. 

The reference signals i,,,,,, is,,,, are processed by current control loops, which 
allow vector control to be effective in partial saturation of the inverter, and if there 
is also a constant power region, help the smooth transition between the PWM and 
square-wave modes. The inputs to the two current controllers, which are PI  
controllers, are i ,  ,,,, -is, and is,,,,-i,, is respectively. Below base speed, the 
operation of these current loops is redundant. The output currents of these 
controllers (i&, i;,,,,) are fed into the block containing the complex transforma- 
tion e""""'. This transformation is used to align il,,, with IL and i:,,,., with Us, 
as shown in Fig. 3.10, since this ensures the high dynamic performance of the 
system. Mathematically, it can be seen that it is this transformation which is 
required, since it follows from eqn (3.1-24) that 

i,o+ji,,=(i,,+ji,,,)ejlnn+*l. (3.1-27) 

The resolution of eqn (3.1-27) into its real- and imaginary-axis components gives 

i,D=i,,cos(0,+6)-i,J,sin(B,+6), 

isQ=i,,sin(0,+6)+i,,cos(8,+S), (3.1-28) 

Fig.  3.14. The characteristic described by FG?. 

and the unit-vector signals necessary for the transformation can be obtained as 

cos(O,+6)=cos @,sin 6-sin 8,sin 6, 

sin(O,+ 6) =sin 0, cos 8 + cos 0, sin 6. (3.1-29) 

The three-phase reference stator currents are obtained from the stationary-axis 
stator reference currents is,,.,, i,,,,, by the application of the two-to-three-phase 
transformation. It should be noted that in the absence of zero-sequence quantities, 
it is only necessary to obtain two current references. The reference currents are 
inputs to the inverter as described earlier. The actual three-phase stator currents 
(i,,, is,, is,) are monitored, but it is necessary to monitor only two of these in the 
absence of the zero-sequence currents. 

The monitored values of the stator currents are used to obtain the electromag- 
netic torque (tJ load angle (S), modulus of the stator flux ()$A), and the 
two-axis stator current components is, and i,,, but it is also necessary to know the 
magnet flux ($,), which can be determined by preliminary tests or can be 
calculated from the dimensions of the magnets and knowledge of the magnet 
material, as described in Section 3.1. 

It is possible to obtain a fully digital implementation of the feedback signal 
processing, but to achieve high performance of the drive, it is necessary to 
compute all feedback signals (i,,, i,,, 6, I I ~ ,  t,) with high precision in real time. Thus 
a large-wordsize microcomputer with small sampling intervals is required. This 
could be achieved, for example, by the application of the Texas 32010 digital 
signal processor. 

In this case the two-axis currents is, and i,,, are obtained from the monitored 
currents i,,, is@, is, by utilizing the transformation e-j"'+"'. Furthermore, the 
flux modulus II//,I can he obtained from the two-axis stator flux-linkage compon- 
ents I/I~, and $sq as II?~~=(I/I:,+I/I. ' ,)"'. where the flux-linkage components are 
obtained by considering eqn (3.1-20) and the torque can be obtained by 
considering eqn (3.1-19), according to which it is proportional to the product of 
lGSl and iss. 

Figure 3.12 also shows how these signals are generated. Thus the moni- 
tored stator currents are inputs to the three-phase to two-phase transforma- 
tion block, the outputs of which are the stationary-axis currents is, and is,. 
These are transformed into the two-axis components of the rotor reference frame 
(i,,,i,,) by the application of the transformation e-j"', and finally is,, iT, are 
transformed into the stator current components of the stator flu-onented 
reference frame by the aid OF transformation e-j". The inputs to the flux 
computation block are the current components i,,, is,, $,, L,,, L,,-and its out- 
puts $,, and $,,. These are inputs to the block which computes II//,I and 6, as 
described above. 

It is possible to have many other implementations of the vector control of the 
IPMSM, and rotor-oriented control of the IPMSM will be discussed in the next 
section. 
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3.1.2.3 Implementation of the rotor-oriented control of the IPMSM 

Here rotor-oriented control of the interior-permanent-magnet synchronous 
machine is described in both constant-torque and flux-weakening regions. 

I~npler~~entatior~ iil tlre coi~stant-torqrre region: It is assumed that the direct-axis 
of the special reference frame is aligned with the magnet flux (rotor-oriented 
control) and the stator current components expressed in the rotor reference frame 
(is, and is,) are controlled to control the torque. Figure 3.15 shows the block 
diagram of an implementation for the constant-torque region. The stator currents 
is, and i,, are controlled in an open loop in such a way that the torque per stator 
ampere is maximum. All the other assumptions are the same as used in the previous 
section and it also follows that there are no damper circuits. 

In Fig. 3.15, the reference torque serves as the input to the two function 
generators FGl and FG2. Function generator FGI gives the relationship between 
the torque and the direct-axis stator current component is,, and function gener- 
ator FG2 gives the relationship between the torque and the quadrature-axis stator 
current i,, for maximum torque per stator current ampere, if the effects of 
magnetic saturation are neglected. In a permanent-magnet machine, which 
operates at a given speed and torque, optimal efficiency can be obtained by the 
application of an optimal voltage that minimizes the electrical losses. This 

- 
1 

Current - controlled - - Rectifier IPMSM 
- GI- PWM Inverter 

Controls TI? 

Fig. 3.15. Torque control of the IPMSM. 
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optimum will not coincide with the condition of maximum torque per stator 
ampere owing to the presence of core losses and the difference IS more sikmificant 
in the case of high-speed operation. In a permanent-magnet machine with no core 
losses, the machine which operates at maximum torque per stator ampere is 
optimally efficient. Such operation also leads to m~nimal copper, inverter, and 
rectifier losses. Furthermore, minimization of the stator currents for a given 
torque leads to higher current rating of the inverter and rectifier, and thus the 
overall cost of the system is reduced. 

In the syncl?rooous machine with surface-mounted magnets, the electromagnetic 
torque does not contain a reluctance torque term, since there is only a very small 
difference between the reluctances of the direct and quadrature axes. It has been 
shown that in tliis case, the torque is produced by the interaction of the stator 
currents with the air-gap flux and maximum torque is obtained when the space 
phasor of the stator currents i, is in space quadrature to the magnet flu, and thus 
when the direct-axis stator current component (is,) is zero. However, in the 
syncluonous machime with interior permanent magnets, there is a significant 
variation of the reluctance between the direct and quadrature axes and as discussed 
before, L,,<L,,. As a consequence, there also exists a reluctance torque compon- 
ent, whose sign is negative compared with the reluctance torque of an electrically 
excited (wound rotor) salient-pole synchronous machine. Thus when this compon- 
ent is added to the torque component produced by the stator currents and the 
air-gap flux, maximum torque will he produced at the stator current angle P>O, 
where this angle is the phase angle of the slator-current space phasor relative to the 
direct-axis of the rotor reference frame, as shown in Fig. 3.10. Thus if /J=O is chosen 
for the IPMSM, maximal torque per stator ampere cannot he obtained. In an 
IPMSM higher torque per ampere can be produced than in the PMSM with 
surface-mounted magnets. The improved torque capability of the IPMSM is an 
advantage, but this must also he compared with the higher manufacturing costs. 

To obtain generally applicable functions for the description of function gener- 
ators FGI and FG2, for any IPMSM, a normalized torque-current relationship 
is obtained and used in the function generators shown in Fig. 3.15. By selecting 
the following hase value of the electromagnetic torque: 

feh=;P~kFib. (3.1-30) 

where I//, is the magnet flux and i,, is the hase value of the currents 

. I//F 
l b =  (3.1-31) 

L5,-LSd3 
the normalized value of the torque can he expressed as 

ten= '-. (3.1-32) 
f,h 

Substitution of eqns (3.1-IS), (3.1-30), and (3.1-31) into eqns (3.1-32) yields 



where is,, and is,, are normalized values of the two-axis currents in tlie rotor 
reference frame, 

Thus it is possible to plot the constant-torque loci of the IPM synchronous 
machine in terms of the normalized values of tlie two-axis stator currents i,,,, i,,,. 
This is shown in Fig. 3.16, where on every locus the point which is nearest to the 
(0,O) point (e.g. point A) corresponds to the minimum stator current, so that 
the maximum torque per stator ampere curve is obtained by connecting points 
CBAA'B'C'. 

The maximum torque per stator ampere curve sliown in Fig. 3.16 can he used 
to obtain the normalized stator current components as a runction of tlie nor- 
malized torque for maximum torque per stator ampere. Thus the functions 
i , , ,=f , (~ , , )  and i iqn=f2(ten) shown in Fig. 3.17 are obtained and these are 
implemented by function generators FGI and FG2 respectively. 

In Fig. 3.15, the outputs of function generators FG1 and FG2 are the reference 
signals i,,,,, and is,,., respectively. These are rotated by utilizing the complex 
transformation el"' to yield the two-axis stator references in the stationary refer- 
ence frame. Finally the two-to-three-phase transformation is used to obtain the 
three-phase reference currents which are used to control the current-controlled 
PWM inverter wliich supplies the IPMSM. An absolute rotor-position transducer 
is used to obtain the rotor angle and this angle is utilized during tlie el8' trans- 
formation. The combination of the current-controlled PWM inverter and rotor 
transducer yields a current-source type of control, where both the amplitude and 
the phase angle of tlie stator current are regulated. 

Fig. 3.16. Constant-torque loci for the IPMSM 

Fig. 3.17. The functions f, and fl. 

It is only possible to obtain satisfactory operating characteristics of the drive 
described above at low frequencies. However, it is possible to achieve torque 
control at high speeds, in the flux-weakening mode, by commanding the demag- 
netizing component of the stator currents to keep tlie PWM controllers rrom 
saturating completely. This operating mode is dilferent from tlie maximum torque 
per stator current condition, but is required because of tlie voltage limitations of 
the inverter. A possible implementation will now be described. 

Irripleri!er~tatior~ irr rhe.fltrs-l~~rr~li~.ning regiorl: As discussed above, saturation of 
the current controllers of the current-controlled PWM inverter occurs at higher 
rotor speeds when the terminal voltages of tlie motor approach the ceiling voltage 
of the inverter. The rotor speed is an important factor which determines the 
saturation of the current controllers, since both the motor reactances and the 
induced stator e.m.f.s are proportional to the excitation frequency, wliich is 
synclironized with the rotor speed in order to yield smooth responsive torque 
control. 

The maximum available per-phase fundamental stator voltage ( I f i s / )  is deter- 
mined by the d.c. linlc voltage, and can be expressed as 

l f is l  = ( I ~ $ ~ + I I $ , ) ~ ' ~ ,  (3.1-35) 

where II,,  and us, are the direct- and quadrature-axis components of the stator 
voltages in the rotor reference frame and can be obtained as follows. 

In the synchronously rotating reference frame the direct- and quadrature-axis 
stator voltage equations of a salient-pole synchronous machine are 

and 
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where R, is the stator resistance and for tlie IPMSM the stator flux linkages 
and I$,, are defined by eqn (3.1-20). Thus in the steady state 

R51sd-Xsq1sq, (3.1-38) 

U,,=R,I,q+S,,I,d+ru,~//,, (3.1-39) 

where X,,=w,L,, and X,,=w,L,, are the direct- and quadrature-axis stator 
reactances respectively and w, is the excitation frequency (electrical radlsec). 

The maximum limits for the steady-state current components i,, and i,, which 
correspond to maximal stator voltage lii,l, can thus he obtained by considering 
eqns (3.1-35). (3.1-38), and (3.1-39): 

liiq~2=(Rsi3,-Xsqisq)2+(R~i3q+X,,i,,+u,~~F)2. (3.1-40) 

In the complex d-q plane, for specific values of the rotor speed, d.c. voltage, 
and machine parameters, eqn (3.1-40) defines the locus of the stator current 
phasor <'=i,,+ji,,. If, ror simplicity, the ohmic voltage drops are neglected 
(R,=O), eqn (3.1-40) takes the recognizable form of an ellipse, 

For any value of the rotor speed, the stator current phasor i;=i,,+ji,, is 
directed away from the origin of the complex plane to a point on the ellipse, hut 
because there is a maximal voltage, it must he always located inside the ellipse 
and not outside it. Such an ellipse will he referred to as a voltage-limit ellipse. For 
increasing rotor speeds, there is a group of ellipses, where the axes of the ellipses 
are inversely proportional to the rotor speed. 

In comparison to the drive control shown in Fig. 3.15, in Fig. 3.18 a stator-current 
feedback is shown for the identification of current-regulator saturation. In Fig. 3.18, 
tlie actual currents are first transformed into their direct- and quadrature-axis 
components (i,,,isQ) in the stationary reference frame by the application of the 
three-phase to two-phase transformation and these components are transformed into 
the stator currents i,,, is, formulated in the rotor reference frame, by utilizing the 
monitored rotor angle (0,). The direct-axis stator current reference is,,,, is obtained 
from the torque reference by utilizing function generator FGI, described above. The 
difference between the d-axis stator current is, and the reference current is,,,, is Ai,, 
and this is used to identify the saturation of the current controllers of the inverter. 
When these are not saturated, this error is very small, since their gains are set high. 
The current difference Ai,, serves as an input to the Aux-weakening control. 

Of course it is possible to perform the three-to-two-phase transformation and 
the e-'"' transformation in one step and, similarly to the d-axis component in 
eqn (2.1-78), 
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In Fig. 3.18 the quadrature-axis stator current reference i;,,, is obtained from 
the torque reference by the application of function generator FG2 described above 
and i;,,, is reduced in response to the increasing difference Ai,,, which cor- 
responds to the saturation of the current controllers of the inverter. Owing to the 
reduction of i:,,,,, at a given rotor speed, the reference-current space phasor 
i~,,=i, , , , ,+ji, , , , ,  will move from outside the so-called voltage-limit ellipse-which 
represents the locus of the stator-current space phasor-to inside this ellipse 
and therefore a correspondence is forced between the reference and resultant 
current space pliasors, and therefore the current controllers of the inverter will 
work again. 

Tlie dilference A;,, is fed into a PI current controller, the output of which is 
the current is,,. The quadrature-axis current reference is;,,, is limited and the 
adjustable limiter shown in Fig. 3.18 ensures that if i:,,,,<i,,,, where is,, is the 
limiting value of i and is obtained as is,,-is,,, tlie output of the limiter is :" 
i,,,,,=i&,,,; otlierw~se the output signal is limited to +is, , .  For all speed and load 
conditions this provides the desired coupling of the flux-weakening operation from 
the normal current-controlled constant-torque operation until saturation of tlie 
current controllers of tlie inverter is reaclied. In Fig. 3.18 the values is,, and i ,  
are adjusted to ensure adequate decoupling of the current and flux-weakening 
modes, while yielding liigh dynamic performance during tlie transition from one 
mode of operation to the other. 

When tlie flux-weakening operation is inactive, tlie dynamic response of the 
drive is limited by tlie response characteristics of tlie current controllers of 
tlie inverter. However, during flux-weakening the dynamic response depends on 
the feedback loop of the direct-axis stator current ( is , ) ,  and on tlie saturating 
current controllers of the inverter. 

With the flux-weakening control described above, the upper speed limit is approxi- 
mately equal to tlie overexcitation threshold speed of the interior-pemanent- 
magnet synchronous machine, wliicli is the speed at wliicli the induced stator 
e.m.f. W , C ' / ~  is equal to the maximum available stator phase voltage 117,l. 

It should be noted that, in contrast to the synchronous machine with surface- 
mounted magnet, the synchronous macliine with interior permanent magnets will 
move into the flux-weakening mode in tlie underexcitation speed mode, wlien 
0,1//~<117,1. This is an advantage, since problems are caused if tlie motor back 
e.m.f. is allowed to exceed the d.c. source voltage. For example, d.c. link-voltage 
and current surges can arise if the inverter gating is suddenly removed at liigh 
speeds. 

3.1.3 VECTOR CONTROL O F  P E R M A N E N T - M A G N E T  
SYNCHRONOUS MACHINES WITHOUT SENSORS 

3.1.3.1 General introduction 

It has been discussed in Section 1.2.1.3 and Sections 3.1.1 and 3.1.2 that tlie 
torque control of a permanent-magnet synchronous macliine (PMSM) requires 

knowledge of the rotor position to perform an effective stator current control. 
Furthermore, for speed control, the speed signal is also required. The funda- 
mentals of vector control schemes for permanent-magnet synclironous machines 
employing position sensors have been discussed in Sections 1.2.1.3 and a detailed 
analysis has been presented in Sections 3.1.1 and 3.1.2 for machines with surface- 
mounted magnets and interior magnets respectively. However, as discussed in 
Section 1.2.3, to reduce total hardware complexity and costs, to increase the 
mechanical robustness and reliability of tlie drive, to reduce the maintenance 
requirements, to ensure that the inertia of tlie system is not increased, and to have 
noise immunity, it is desirable to eliminate these sensors in vector-controlled 
drives. For this purpose indirect sensoring techniques are used. It has been shown 
in Section 1.2.3 tliat the main techniques of sensorless control of PMSM drives 
are as follows: 

1. Open-loop estimators using monitored stator voltageslcurrents; 
2. Stator phase third-liarmonic voltage-based position estimators; 

3. Back e.m.f.-based position estimators; 
4. Observer-based (e.g. extended Kalman filter) speed and position estimators; 
5. Estimators based on inductance variation due to geometrical and saturation 

effects; 

6. Estimators using artificial intelligence (neural network, fuzzy-logic-based sys- 
tems, fuzzy-neural networks, etc.). 

Some of these techniques will be discussed in tlie following sections, although 
not all of them are suitable for liigh-dynamic-performance drives. Furthermore, 
for better understanding, drive schemes for both tlie permanent-magnet synchron- 
ous macliine with sinusoidal back e.m.f.s and the permanent-magnet synchronous 
machine witli trapezoidal back e.m.f.s (tlie nomenclatures 'brushless d.c. machine' 
or 'electronically commutated machine' are also widely used in the literature) 
will be discussed, although vector control providing liigh-dynamic performance 
is only possible with the machine with sinusoidal back e.m.f.s. This is due to 
the fact that in the brushless d.c. machine, only two stator phases are excited at 
any time instant. 

It should be noted that in general, when a position-sensorless control scheme is 
used, the PMSM is not self-starting, since around standstill it is difficult to 
estimate the stator-flux position by the estimators listed above. To avoid this 
problem, several starting strategies have been developed, and some of these will 
also be discussed in the following sections together with their corresponding 
sensorless schemes. For example, when open-loop stator flux-linkage estimators 
are used, at low speeds it is impossible to get accurate flux-linkage estimates and 
to ensure acceleration from standstill to a speed where the stator flux-linkage can 
be accurately estimated, and open-loop control (witli the speed control loop 
opened) can be performed. For this purpose ramp acceleration can be used (the 
reference speed signal is a ramp). This will only produce a smooth start (no 
oscillations in the speed) if the initial rotor position is chosen adequately (it is a 
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small value). Similar problems exist with back e.m.f.-based estimators, where the 
back e.m.f. can only be estimated after the motor has been first started and 
brought to a certain speed. In such a case it is possible to have a starling scheme 
in which two or three stator windings are energized, and the rotor will then align 
itself to the desired rotor position to yield the required accelerating torque. 
However, such a solution leads to low dynamic performance and does not provide 
the rotor position at standstill. It is also possible to utilize saturation or other 
saliency effects, which result in different inductances in two axes, and indirect 
position estimation is performed by using the inductance variations (which can 
be obtained directly by direct inductance measurements or indirectly by using 
measured currents even at standstill). Such schemes can offer liig11 dynamic 
perfornlance even at standstill. 

3.1.3.2 Vector control using open-loop flux and speed estimators using 
monitored stator voltageslcorrents 

In the present section a simple position-sensorless control system is described 
for the vector control of a PMSM (with sinusoidal back e.m.f.) supplied 
by a current-controlled PWM voltage source inverter. The goal is to control 
the phase angles of the stator currents to maintain near unity power factor 
over a wide range of speed and torque. For this purpose, in the &st implementation, 
the monitored stator voltages and currents are used to estimate the position 
of the stator flux-linkage space vector through which the phase angles of the 
stator currents can be controlled. However, in an alternative position-sensorless 
scheme, only the stator currents are monitored together with the d.c. linlc 
voltage. Because these are the first two position-sensorless drives discussed in 
the present book, both schemes will he discussed in great detail. This also 
allows practical implementation. 

Many types of open-loop and closed-loop flux-linkage, position, and speed 
estimators have been discussed in detail in a recent book [Vas 19931. The 
position-sensorless estimators discussed first are open-loop estimators and can be 
used in a wide range of a.c. drive applications, including induction motor drives. 
Such an estimator will yield the angle of the stator flux-linkage space vector with 
respect to the real-axis of the stator reference frame (p,), together with the 
modulus of the flux space vector. These quantities are shown in Fig. 3.19. In 
general, ror a synchronous machine in the steady-state, the first time-derivative of 
this angle gives exactly the rotor speed, o,=dp,ldt. However, in the transient 
state, in a drive where there is a change in the reference electromagnetic torque, 
the stator flux-linkage space vector moves relative to the rotor (to produce a new 
torque level), and this influences the rotor speed. This effect can be neglected if 
the rate of change of the electromagnetic torque is limited. 

In general the angle between the stator-current space vector and stator 
Bux-linkage space vector is not 90 ", but if the stator power factor is to be unity, 
then the stator-current space vector should lead the stator flux-linkage space 
vector by 90°, and this case is shown in Fig. 3.19, since this will be used in a 

Fig. 3.19. Stator current and flux-linkagc space vector (for unity power factor) 

particular implementation of the control of the permanent-magnet synchronous 
machine discussed below. 

3.1.3.2.1 Open-loop flrir estirr~ators, voltage recorrstr~rction. 
drift con~pensatior~ 

In general, the stator-flux space vector can be obtained by integration of the 
terminal voltage minus the stator ohmic drop (this also follows from eqn (2.1-124)): 

Thus the following direct- and quadrature-axis stator flux-linkage components 
in the stator reference frame are obtained (by considering :,=u,,+jlrsQ, is= 
i,,,+jisQ, and b';,=$.,+j~l/.~): 

~ l / . ~ =  (l~sa-R,i,Q)dt. I (3.1-46) 

Equations (3.1-45) and (3.1-46) contain the two-axis stator voltages and currents. 
These can be obtained from the measured line voltages and currents as follows: 

I l15g=3(lig~-ll~c) (3.1-47) 

riSQ= - ( 1 l $ ) ( ~ i ~ ~ + 1 1 ~ ~ )  (3.1-48) 
. . 
Is,= ~ S A  (3.1-49) 

isQ=(11$)(i~A+2iqB). (3.1-50) 
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Equations (3.1-47) and (3.148) can be obtained from ii,=~r,,+ju,~= 
(2/3)(1iSA +all,, +o2u,,) and by also considering 

lien = llSD - II&, (3.1-51) 

llAc= I I , ~ .  (3.1-52) 

llgA = 1 1 , ~  - ~ i ~ , ,  , (3.1-53) 

llSA + liSu + list = 0. (3.1-54) 

Equations (3.149) and (3.1-50) follow from is=i,,+jisQ=(2/3)(isA+niiB+ci2iiC) 
and by also considering is,+ is, + iSc=0. 

The angle of the stator flux-linkage space vector (which is also shown in 
Fig. 3.19) can he obtained from the two-axis stator flux-linkage components as 

p,= ~an-'($,~/~//,,). (3.1-55) 

It is important to note that the performance of a PMSM drive using eqn (3.1-55) 
depends greatly on the accuracy of the estimated stator flux-linkage components 
and these depend on the accuracy of the monitored voltages and currents, and also 
on an accurate integration technique. Errors may occur in the monitored voltages 
and currents due to the lbllowing factors: phase shift in the measured values 
(because of the sensors used), magnitude errors because of conversion factors and 
gain, offset in the measurement system, quantization errors in the digital system, 
etc. Furtbermore, an accurate value has to be used for the stator resistance. For 
accurate flux-linkage estimation, the stator resistance must be adapted to temperat- 
ure changes. The integration can become problematic at low frequencies, where 
the stator voltages become very small and are dominated by the ohmic voltage 
drops. At low frequencies the voltage drop of the inverter must also be considered. 
This is a typical problem associated with open-loop flux estimators used in other 
a.c. drives as well, which use measured terminal voltages and currents. 

Drift compensation is also an important factor in a practical implementation of 
the integration since drift can cause large errors of the position of the stator flux- 
linkage space vector. In an analog implementation the source of drift is the 
thermal drift of analog integrators. However, a transient offset also arises from 
the d.c. components which result after a transient change. An incorrect flux angle 
will cause phase modulation in the control of the currents at fundamental 
frequency, which, however, will produce an unwanted fundamental frequency 
oscillation in the electromagnetic torque of the machine. Furtbermore, since in the 
open-loop speed estimator which utilizes the stator flux-linkage components, the 
rotor speed is determined from the position of the stator flux-linkage space vector, 
a drift in the stator Rux-linkage vector will cause incorrect and oscillatory speed 
values. In a speed control loop, this drift error will cause an undesirable 
fundamental frequency modulation of the modulus of the reference stator-current 
space vector (lis,,,l). The open-loop stator flux-linkage estimator can work well 
down to 1-2Hz, but not below this, unless special techniques are used. 

It should also be noted that in addition to the stator flux estimation based on 
eqns (3.1-45) and (3.1-46) [which were obtained from eqn (2.1-124)], and which 

is shown in Fig. 3.20(a), it is also possible to construct another stator flux-linkage 
estimator. where the integration drifts are reduced at low frequency. For this 
purpose, instead of open-loop integrators, closed-loop integrators are introduced. 
In general the space vector of the stator flux linkages can be expressed in the 
stationary reference frame as 

where 11Ll is the modulus and p, is the angle of the stator flux-linkage space vector 
(with respect to the direct axis of the stationary reference frame). Thus if lqs;,l and 
p, are known, the direct- and quadrature-axis flux linkages can be obtained as 
~b,, = 11Ll cos p, and $,, = l$?;,l sin p, respectively. However, the modulus and the 
angle of the stalor flux-linkage space vector can be obtained by considering 
the stator voltage equation in the stator-flux-oriented reference frame. Thus it 
follows from eqn (2.1-148) that if the stator-voltage equation is expressed in the 

Fig. 3.20. Stator flux-linkage estimators. (a) Estimation in the stationary reference frame; 
(b) estimation in the stator-flux-oricntcd reference frame; (c) estimation in the stationary reference 
frame using quasi-integrators. 
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stator-flux-oriented reference frame, which rotates at the speed of the stator 
flux-linkage space vector (w,,=dp,ldt), 

is obtained. It follows by resolution into real and imaginary components that the 
rate of change of tlie stator flux modulus is 

and the speed of the stator-flux space vector is obtained as 

In these equations s and jJ denote the direct and quadrature axes of the stator-flux- 
oriented reference frame - respectively. Equations (3.1-57) and (3.1-58) can be used 
to estimate w,, and 1111~1 from rr,,, II~Q, is,. and iSQ as shown in Fig. 3.20(b). The 
angle p, is then obtained by the integration of w,,. This angle is fed back into a 
transformation block, but it is not necessary to use two transformations to trans- 
form us, and 1 1 , ~  into tr,, and r r J ,  and also is, and isQ into is, and is,. This follows 
from the fact that in the two voltage equalions above, us,-R,i,, and irSJ,-R,i,,, are 
present, and thus it is possible to obtain these in a single step from it,,-R,i,, and 
~~so-R,i,Q by the transformation exp(-jp,) as shown in Fig. 3.20(b). 

It is also possible to estimate the stator flux-linkage components by using 
low-pass filters instead of pure integrators. In this case l l p  is replaced by 
T/(l +pT) where T is a suitable time constant [see also eqns (3.3-5)-(3.3-7)]. 
Such a flux-linkage estimation scheme is shown in Fig. 3.20(c). To obtain 
accurate flux estimates at low stator Trequency, the time constant T has to be large 
and the variation of the stator resistance with tlie temperature bas also to be 
considered. It is an advantage of using the flux-linkage estimation sclieme shown 
in Fig. 3.20(c) that the eRects of initial conditions are damped by the time 
constant T. Obviously there will be a phase shift between the actual and estimated 
flux linkages, but increased T decreases the phase shift. However, an increased T 
decreases the damping. 

T l ~ e  estimation of tlie stator flux-linkage components described above requires 
the stator terminal voltages. However, it is possible to have a scheme in which 
these voltages are not monitored, but they are reconstructed from the d.c. link 
voltage (U,) and tlie switching states (S,,S,,S,) of the six switching devices of 
a six-step voltage-source inverter. The switching functions (S, for stator pliase sA, 
3, for stator phase sB, and S, for stator phase sC) are defined as follows: 

S,=l when upper switch in phase sA of inverter (S1) is ON and lower switch (S4) 
is OFF 

S,=O when upper switch in phase sA of inverter (S1) is O F F  and lower switch 
(S4) is ON 

S,=l when upper switch in phase sB of inverter (S3) is ON and lower switch 
(S6) is OFF  

S,=O when upper switch in phase sB of inverter (S3) is OFF  and lower switch 
(S61 is O N  , , 

S,= 1 when upper switch in phase sC of inverter (Sj) is ON and lower switch 
(S2) is OFF  

S,=O when upper switch in phase sC of inverter (S5) is OFF  and lower switch 
(S2) is ON 

Figure 3 21 shows the schematic of the six switches of the voltage-source inverter 
and tlie values of the switching Functions are also shown together with the 
appropriate switch positions. 

The stator-voltage space vector (expressed in the stationary reference frame) 
can be obtained by using the switching states and the d.c link voltage U,, as 

A simple proof of eqn (3.1-59) can be obtained in various ways, but only one 
teclinlque will now be discussed, which is a direct consequence of the pllysical fact 
that the stator line-to-line voltages of the induction motor (output voltages of 
the inverter) can be expressed as ir,, =U,(S,- S,), rr,,=U,(S,- S,), and n,, = 
U,(Sc-S,). However, the stator phase voltages (line-to-neutral voltages) can be 
obtained from the line-to-line voltages as tr,,=(u,,-1r,,)/3, it,,,=(ri,,-r1,,)13, 
ri,,=(ir,,-rr,,)/3. Substitution of the expressions for the line-to-line voltages into 
the stator phase voltages gives 

ll,,=(113)U,(2S,-S,-Sc), u,,=(113)U,(-S,+2Su-S,) ,  

fl,C=(1/3)U~(-SA-S,,+2S,). 

Thus by considering that z i , = ( 2 / 3 ) ( u , , + a i 1 , ~ + ~ 1 ~ 1 1 ~ ~ ) ,  finally eqn (3.1-59) is 
obtained. These results are now summarized: 

Fig. 3.21, lnvcrtcr sw~tchcs and the sw~tch~ng funcl~ons 



Thus by the substitution of eqn (3.1-59) into (3.1-44), the stator flux-linkage 
space vector can be obtained as follows for a digital implementation. The lit11 
sampled value of the estimated stator flux-linkage space vector (in the stationary 
reference frame) can be obtained as 

- 
1/ / , (k)=1~~( lc - l )+~~,~[S , ( l i -1)+nS, (k- l )  

+a2Sc(Ic-I)]-R,Ti,(Ic-l), (3.1-63) 

where T is the sampling time (flux control period) and & is the stator-current space 
vector. Resolution of eqn (3.1-63) into its real- and imaginary-axis components 
gives I/J,, and I// ,~: 

~.o(lc)=b'/.o(k-l)+$UdTRe[S,(lc-l)+nS,(lc-l) 

+a2S,(1c-I)]-R,Ti,,(lc-1) (3.1-64) 

~50(li)=~3Q(k-l)+$UdTIm[S~(lc-l)+c~S,(k-l) 

+a2Sc(lc-I)] -RsTisQ(lc-1). (3.1-65) 

I t  is important to note that eqns (3.1-64) and (3.1-65) are sensitive to: 

voltage errors caused by dead-time effects (e.g. at low speeds, the pulse widths 
become very small and the dead time of the inverter switches must be 
considered); 
the voltage drop in the power electronic devices; 
the fluctuation of the d.c. link voltage; 
the variation of the stator resistance (but this resistance variation sensitivity 
is also a feature of the method using monitored stator voltages). 

Due to the finite turn-off times of the switching devices (power transistors) used 
in a three-phase PWM VSI, there is a need to insert a time delay (dead time, 
t,,,,,) after switching a switching device off and the other device on in one inverter 
leg. This prevents the short-circuit across both switches in the inverter leg and the 
d.c. link. Due to the presence of the dead time, in a voltage-controlled drive 
system, the amplitude of the output voltages of the inverter (stator voltages of the 
machine) will be reduced and will be distorted. This effect is very significant at 
low speeds. In space-vector terms this means that at very low speeds, the 
stator-voltage space-vector locus produced by the inverter, without using any 
dead-time effect compensation scheme, becomes distorted and the amplitude of 
the stator-voltage space vector is unacceptably small. Due to the presence of the 
dead time, the output-voltage space vector of the inverter is not equal to the 
desired (reference) voltage space vector, but it is equal to the sum of the desired 
voltage space vector and an error-voltage space vector (Ah). 

The error-voltage space vector can be estimated by utilizing information 
available on the switching times of the power transistors. By using the known 
value of the dead time (Idc,,, which in practice can be several microseconds) 
together with the various switching times supplied by the manufacturer of the 
switching device: ON delay time (t,..), rise time (I,), O F F  delay time (t,,,,), 
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fall time (I,), it is possible to determine the control time (I,). Good approx- 
imation is obtained by considering t,=t ,,,, +t,,,+t,12-I,,,-1~12. When nei- 
ther the upper nor the lower transistor conduct in a particular inverter leg, then 
the stator currents also have an effect on the error voltage, since they determine 
which diodes conduct (in that inverter leg). For example, if in the first inverter leg, 
the upper switch (S1) and lower switch (S2) are not conducting, then either diode 
Dl (across S1) or diode 0 2  (across S2) conducts, depending on the sign of 
the stator phase current i,,. It follows that this inverter leg can be connected 
either to the positive d.c. rail, or to the negative d.c. rail. In general the 
error-voltage space vector also depends on the angle of the stator current space 
vector, us, where a,=tan-'(i,Qli,,) and e.g. iSn=i,,, i ,Q=(i, ,-i , ,)l~=i, , l  
&+2 i s , l d .  However, it is not necessary to compute this angle by using 
trigonometric functions, since we only need to know in which of six sectors the 
stator-current space vector is located, and this can be determined by using 
comparators. Due to the six-step inverter each of the sectors are 60 electrical 
degrees wide, the first sector spans the region-30" to 30 ", the second one spans 
30" to 90 ", . . . , the sixth sector spans the region from 270" to 330". For example, 
when i,,>O, i,,<O, i,,<0 then the stator-current space vector is in the first sector; 
when i,,,>O, i,,>O, i,,<O the stator-current space vector is in the second sector, 
etc. If the stator-current space vector is located in the lit11 sector, then the 
error stator-voltage space vector can be determined by using A17,=[4U,t,l 
(3T)]exp[j(k-1)x/3], where U, is the d.c. link voltage, T is the switching period, 
and /<=I, 2,. . . , 6. It should be noted that it is possible to implement such dead- 
time compensation schemes where the existing space vector PWM strategy is not 
changed but only the reference stator-voltage space vector (r7,,,,) is modified by 
adding the error stator-voltage space vector. However, it is also possible to have 
other solutions, which do not require knowledge of the position of the stator- 
current space vector (see also Section 8.2.6). 

Recent trends are such that in position-sensorless drives, the stator-voltage 
sensors are also eliminated and only current sensors are used, but the d.c. link 
voltage is also monitored, so in eqns (3.1-64) and (3.1-65) the actual value of the 
d.c. link voltage is used. It is possible to have a position-sensorless drive imple- 
mentation based on eqns (3.1-64) and (3.1-65), where the dead-time effects are 
also considered and the thermal variation of the stator resistance is also incorpor- 
ated into the control scheme, which will even work at very low speeds. Obviously 
there are other possibilities as well to solve the problem of integration at low 
frequencies, e.g. cascaded low-pass filters can be used wit11 programmable time 
constants, etc. In the voltage-source permanent-magnet synchronous motor drive, 
it is also possible to use appropriate voltage references instead of actual voltages 
if the switching frequency of the inverter is high compared to the electrical time- 
constant of the motor. In this case the appropriate reference voltages force the 
actual currents to follow their references. Such a solution has the additional 
advantage of further reducing the required number of sensors, and since no 
filtering of the voltages is required, no delay is introduced due to filtering. In 
general, a delay introduced by a low-pass filter (acting on the voltages) is a 



function of the motor speed (since the modulus of the voltage is a direct function 
of the speed, e.g. at low speeds it is small); thus in a vector-controlled drive, it is 
not possible to keep the stator current in the desired position as speed changes. 
This adversely affects the torquelampere capability and motor efficiency, unless 
filter-delay compensation is introduced (e.g. by using a lead-lag network). 

It has been emphasized above that drift-error compensation is important. Any 
d.c. onset arising in the voltage- and current-measurement circuits of a drive must 
he minimized. One solution is to calibrate these sensors every time the drive is 
started. For this purpose, during the calibration stage (prior to starting up the 
drive system), average offset values of the voltages and currents can he obtained 
(by taking hundreds of readings). During normal operation of the drive, these 
average values are then subtracted from the measured values. 

It has also been emphasized that if analog integrators are used, a source of drift 
is the thermal drift of these integrators and a transient offset also arises from the 
d.c. components which result after a transient change. Drift will cause an error in 
the flux position calculation, whose 'drifted' position is p; which differs from p, 
(thus the position error due to drift is Ap,=p;-p,). Drift compensation of the 
direct- and quadrature-axis stator flux-linkage components can be achieved by 
subtracting the respective drift flux-linkage components. If in the stationary 
reference frame the stator flux-linkage space vector without drift is gS= 
$i,o+j~/.Q=l$sl exp(jp,), and the drift is characterized by a drift vector 6, then 
the 'drifted' stator flux-linkage space vector is w= I$~ +6= (I/,";"+j~,"p= 
Iwlexp(jp:) .  These vectors are also shown in Fig. 3.22. Thus the stator flux 
components which are required for accurate position and speed estimation are 

where a and b are the real- and imaginary-axis components of the drift vector ((1) 
as shown in Fig. 3.22. 

In the steady state, the locus of the stator flux-linkage space vector is a circle 
and during the transient state it is almost a circle, since the main component of the 
stator flux is the magnet flux component. Equations (3.1-66) and (3.1-67) simply 
mean that the corresponding drift components of the drift vector are subtracted. 
In other words, a simple physical property has been utilized: due to the drift of 
the analog integrators, the space-vector locus of the stator flux-linkage space 
vector is shifted (drifted) by an amount characterized by the drift vector, 
(6=a+jb). It is interesting to note that if digital integrators are used, this shift 
is not present. However, a similar shift of the stator flux-Linkage space vector will 
arise if the stator flux is estimated by using an incorrect value of the stator 
resistance. This can be simply proved since it follows from eqn (3.1-44) that the 
actual value of the stator flux-linkage space vector is g5=J(r7,-R,i5) dt, where R, 
is the actual value of the stator resistance, and similarly the estimated value of the 
stator flux-linkage space vector is &,=](IT,-~,,i,) df,  where R,, is an estimated 
value of the stator resistance. Thus by introducing the stator resistance error, 
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I Fig. 3.22. Space-vector locus of the dnftcd stator flux-linkage spdce vector 

I 
I 

AR,= R,,- R,, the expression of the estimated flux-linkage space vector becomes 
rk,=~$~ -AR,Ji,dt =I/;, +AT&, where A& is the drift flux-linkage space vector due 
to the error in the estimated stator resistance. This can he expressed as 
A$*= -AR,J'i,dt. If AR,=O, it follows that Ag3=0, which is the expected result. 
It should also be noted that this drift can be used for the determination of the 
actual value of the stator resistance, since it can be expressed as R,= R,,+AR,= 
R,,-A$nlJi,dt, and it follows that if the drift due to the stator resistance error is 
known, R, can be estimated by using this deviation. If the estimated stator 
resistance is deliberately chosen Lo be zero, then the stator resistance is obtained 
simply from R,= -A~$,lJi~dt (and of course it is incorrect to deduce that R,=O 
if A$s=O, since due to the deliberate selection of R,,=O, AqS#O). 

For accurate position estimation the required position angle of the stator 
flux-linkage space vector is not p: but it is p,, which can be expressed as 

It should be noted that it is eqn (3.1-68) which must be used to obtain the correct 
value of the flux-linkage space vector position, but this contains the parameters a 
and b. However, these parameters can be obtained from the space-vector locus 
of the drifted stator flux-linkage space vector, by considering its four extreme 
points shown in Fig. 3.22. These correspond to $:::.. (point A, where the 
direct-axis stator flux-linkage component of the drifted flux linkage is maximal), 

(point B where the direct-axis stator flux-linkage component of the drifted 
flux linkage is minimal), $i::finx (point C, where the quadrature-axis stator 
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flux-linkage component of the drifted flux linkage is maximal), and finally to 
I $ ~ < ~ ~ ~ ,  (point D, where the direct-axis stator flux-linkage compone~lt or the drifted 
flux linkage is minimal). Thus parameters a and 6 can be determined from 

a + I)$::~,,) (3.1-69) 
drift b + hornin). (3.1-70) 

Obviously, the minimum values must be substituted by considering their negative 
sign (and when a maximal value is equal to the minimal value, then the corres- 
ponding drift value is zero, as expected). 

3.1.3.2.2 Rolor positiori estirizatiorr irsirig stcrtorjlrrs lir~lirrges 

In addition to the techniques described above to determine the stator flux 
linkages, it is also possible to use another technique, which also allows rotor 
position detection over a wide speed-range, including acceleration from standstill. 
For simplicity, only a permanent-magnet synclironous machine with surface- 
mounted magnets is considered, but the technique can also be used for a machine 
with interior permanent magnets. For this purpose it is again considered that the 
stator voltage equation in the stationary reference frame is l i ,=~, i ,+d$~/dt .  
However, for tlie machine with surface-mounted magnets, the stator flux- 
linkage space vector in the stationary reference frame can be expressed as 
i~=L,i,+l//,exp(je,), where I), is the magnet flux defined in eqn (3.1-2) and 0, 
is tlie rotor position. It should be noted that when the expression of the stator 
flux-linkage space vector is substituted into tlie stator voltage equation, and linear 
magnetic conditions are assumed, then eqn (3.1-5) is obtained, but in general 
17,=R,i,+d[L,i,+$,exp(jUr)]Idt. If the stator flux linkages are known (e.g. by 
integrating tlie terminal voltage minus the ohmic voltage drop), then it is possible 
to obtain the rotor position information by utilizing the expression which defines 
the stator flux-linkage space vector. Thus by using the known value of I& in the 
expression ~ ~ = ~ , ~ , + i / ~ , e x ~ ( j I ) , ) ,  and if the stator currents are also measured and 
L, and $, are known, it is possible to estimate 0,. Tl~ere are various possibilities 
for implementing this technique, and only one specific solution is now briefly 
discussed, and the algorithmic steps are summarized here. 

Step 1: Estirrrcrtiorr of statorJus-li~ilcag spare vector. by using 

When a numerical integration routine is used, this contains the initial value of 
the stator flux-linkage space vector, $+,(O), which is defined by the position of the 
magnet. Thus if the rotor is brought to a known initial position (I),,), the initial 
value in the integration is defined. Of course this estimated stator Rux-linltage 
space vector may not be equal to the actual one, and will be corrected later in the 
algorithm. Incorrect stator flux linkage leads to incorrect position estimation, i.e. 
to position error, which will also be estimated (in Step 4). 

Step 2: Estirrzatiorr of stator crirwits (first estimation) by using the initial rotor 
position and the estimated stator flux-linkage space vector by using the definition 
given above: 

Thus the estimated stator-current space vector can be expressed as 

(the subscript 1 appears due to the fact that this is a first current estimate, and 
later the subscript 2 will be used fur a second current estimate). Of course, in a 
practical implementation the line currents or the direct- and quadrature-axis 
stator currents are determined, e.g. i ,,,, = [I//,,, - i/~,cos(jO,,)]lL,. 

Step 3: Stator cvrrerlf error estiri~otiorr by using 

where i, is the actual stator-current space vector (is,, is the estimated stator- 
current space vector determined in Step 2). Again, it should be noted that in a 
practical implementation, the line current errors, or the direct- and quadrature- 
axis stator current errors, are determined, e.g. Ai,,, =is,-i,,,,. 

Step 4: Rotor positiori el.ror estirrrafiorr from the line current errors. This uses the 
fact that the stator flux linkage is a function of the stator currents and also a 
function of the rotor position, and thus the rotor position error can be obtained 
by using the current estimation errors. For example, for stator phase sA, 
mathematically this follows rrom the following expression: Ai),,=(ai/~,,I 
iii,,, )A;,,\, +(d~),~lJO,)Afl,,,, where by considering the real part of eqn (3.1-72), 
it follows that the first term gives L,Ai,,, and the second term gives 
-~/~,sin(O,,)AlJ,,,. Thus if it is assumed that Ai/1,,=0, then the position error Tor 
stator phase sA is obtained as 

Tlie expressions of the position errors due to the current errors in  the other 
two stator phases (AU,,,,AU,,,) can be similarly obtained and are similar to 
eqn (3.1-75), but contain the corresponding current error, and also the initial 
rotor-angle values are displaced by 120" and 240" respectively. The three position 
errors are then used to obtain a single average value, 

Step 5: Rotor positiorr estiriratiorr correctiori using the rotor position error and the 
previous rotor position estimate: 

I),= a,, + Aa,. (3.1-77) 
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Step 6: Stator lirre clrrrerit estinlatiort using the corrected rotor position: 

(again in a practical implementation the line currents or the direct- and 
quadrature-axis stator currents are obtained). 

Step 7: Stator crrrrerir error esrirt~frtiorr (second estimation) using 

Ais2=i5-iYc2 (3.1-79) 

Step 8: Fllrs-lir~lcage error estiri~atiorr using the current errors, assuming that the 
flux-linkage error arises only due to the current errors: 

Step 9: Flrrs-lirrlc~rge spilce uector estirllation cor?.ectiorr using the flux-linkage error, 

L. (3.1-81) 

Thus the stator flux linkage obtained by integration, qS.. is updated by 
adding AI~;,,. 

It should he noted that the rotor estimation technique described above is 
problematic at very low speeds (the problems are associated with the flux 
estimation). Parameter variations (due to saturation and temperature effects) 
also influence the accuracy of the estimation. Since the rotor-position estimation 
technique described with this algorithm is hased on flux-linkage estimation, the 
technique can he extended to other machines, including the brushless d.c. machine 
and the synchronous reluctance machine. By using the determined rotor position, 
it is also possible to determine the rotor speed and then a drive without position 
and speed sensors can be implemented. Since the technique is computationally 
intensive, for practical implementation, the application of a DSP is required, 
e.g. for this purpose the TMS320C30 can he used. 

3.1.3.2.3 Ope!?-loop speed estif~iotors 

For the synchronous machine, the first derivative of the angle p, is equal to the 
rotor speed, 

and in the speed control loop of the permanent-magnet synchronous motor drive, 
this relationship can he directly utilized. The estimation of the rotor speed hased 
on the derivative of the position of the stator flux-linkage space vector can be 
slightly modified, by considering that the analytical differentiation dp,ldr, where 
p.= tan-'(~&,~/~b,,), gives 

In eqn (3.1-83) the derivatives of the flux-linkage components can he eliminated, 
since they are equal to the respective terminal voltages minus the corresponding 
ohmic drops [this also follows from eqn (2.1-124)]. Thus 

In eqn (3.1-84) the denominator is the square of the stator Rux-vector modulus 
(IILI') and the stator flux-linkage components can be obtained by using eqns 
(3.1-45) and (3.1-46). 

For digital implementation, eqn (3.1-84) can he transformed into the following 
form: 

where is the value of the speed at the kt11 sampling time, and T, is the 
sampling time. It should be noted that eqn (3.1-85) is only one specific sampled- 
data form of eqn (3.1-84) and contains a modelling error; thus it yields an error 
in the estimated speed. However, this can be removed by using a low-pass filter. 

The rotor speed estimation based on the position of the slator flux-linkage space 
vector can also be conveniently used in other schemes, i.e. stator-flux-oriented 
control of the permanent-magnet synchronous machine or in vector-controlled or 
direct-torque-controlled induction motor drives (e.g. in the case of the induction 
motor see Section 4.5.3.1). However, in all of these applications. for operation at 
low speeds, the same limitations hold as above. Furthermore, for the induction 
motor, dpsldt will not give the rotor speed, but will only give the speed of the 
stator m.m.f.s, which is the synchronous speed (o,), and the rotor speed is the 
dimerence between the synchronous speed and the slip speed (w,=w,-w,,). 

In the present section a stator current-controlled inverter-fed PMSM drive control 
scheme is discussed which uses an open-loop position and speed estimator. It 
rollows from Fig. 3.19 that in general, in a drive which contains a current- 
controlled voltage-source PWM inverter, the reference stator-current space vector 
(expressed in the stator reference frame) takes the following form when expressed 
in polar coordinates: 

where a, is the position of the stator-current space vector with respect to the 
direct-axis of the slator reference frame. For the special case of unity power 
factor, the stator Rux-linkage space vector is in quadrature to the stator-current 
space vector (as shown in Fig. 3.19), thus 
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In general. by lcnowing the reference stator-current space vector, the required 
stator current references can be obtained in two steps by employing a polar-to- 
rectangular conversion to give the stator current components (i,,,,,,;,,,.,), and 
these can be transformed into the three-phase stator current references by using 
the phase transformation. However, it is simpler to obtain the reference stator 
currents in one step, since it directly follows from eqn (3.1-86) that 

and by considering that no zero-sequence stalor currents are present: 

is obtained. These currents are used in the current-control loop of the drive, the 
control sclieme of which is sliown in Fig. 3.23. Since u,=p,+nl2, eqns (3.1-88)- 
(3.1-90) depend on the angle p,, which c m  be estimated by using the monitored 
stator voltages and currents, and also by using the known value of the stator 
resistance (R,) as shown above. 

As discussed above, around standstill, it is difficult to estimate the position of 
the stator flux-linkage space vector by tlie open-loop Hux-linkage estimator 
described above, since the terminal voltages minus the ohmic drops are too small. 

I I stator llux linhpe esdmator ....~..--.....--------. 
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However, to ensure acceleration from standstill to a speed where the stator 
flux-linkage space vector can be accurately estimated an open-loop control (with 
the speed control loop opened) can be performed. For this purpose ramp 
acceleration can be used (the reference speed signal is a mmp). This will only 
produce a smooth start (no oscillations in the speed) if the initial rotor position is 
chosen adequately (it is a small value). 

In Fig. 3.23 the machine is supplied by a current-controlled PWM voltage- 
source inverter, and the current controllers are hysteresis controllers. As discussed 
above, tlie stator Hux linkages are obtained by an open-loop flux estimator 
surrounded by the dashed lines. In Fig. 3.23 this is obtained by using the 
monitored values of the stator voltages and currents, but, as shown in Section 
3.1.3.2.1, the stator flux-linkage components can also be obtained by using the 
monitored stator currents and the monitored d.c. link voltage together with the 
switching signals (since in this case it is possible to reconstruct the stator voltages). 
The obtained flux components (~,k,,, 1/1~,) are then used for the calculation of 
the flux angle p, and then tlie current angle u,=p,+nl2 is obtained. This is 
the phase angle of the reference stator currents and this is controlled to maintain 
near-unity power factor. The first time-derivative of this angle gives the unfiltered 
speed signal or, and this is the input to a low-pass filter on the output of which 
the filtered speed signal cu,, is present. This is then compared to the speed 
reference. However, as discussed above, it is also possible to obtain the speed 
signal by using eqn (3.1-84) and in this case, there is no need for the differentia- 

In Fig. 3.23, there is a speed control loop, which is the outer loop, and there is 
also a current loop, which is the inner loop. The speed error is fed into a PI  
controller, the output of which is the input to a current limiter wliicll outputs the 
modulus of the reference stator-current space vector. As discussed above, the 
limiter limits the initial acceleration to ensure a small value of acceleration during 
starting to yield minimal speed oscillations during start-up. During start-up, the 
Hux-linkage estimator is inactive and switch S is open, and w,,,, is the reference 
value of the ramp speed. The modulus and position of the reference stator-current 
space vector are then input to a circuit which uses eqns (3.1-88)-(3.1-90) and 
outputs the three reference stator currents. These are then used by the hysteresis 
urrent controllers, which control the PWM inverter. 
In the PWM-fed drive the line-to-line stator voltages change very rapidly and 
ve high-frequency content (modulation noise). The stator currents also contain 
h frequency components. It follows that any differentiation used in the differen- 

block sliown in Fig. 3.23 would amplify these. Thus a low-pass filter is used 
is noise. If the filter is a digital filter, then its algoritlim can be obtained 

p y as follows. If the output of the filter is u,~, and the input to the filter is U J ~  

Fig. 3.23), then the filter transfer function in the Laplace domain is 

Fig. 3.23. Posilion-smsorless vector-control oC a PM synchronous machine supplied by a current- 
controlled PWM voltagc-source inverter. 
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where s is the Laplace operator. By the substitution s=2(z-l)I[T(z+l)], where 
T is the sampling time, the pulse transfer function F(z) is obtained as 

Thus the filtered speed signal at the kth sampling instant, w,,(li), can be 
obtained from the unfiltered speed signal and also by using the previous sampled 
value of tlie filtered speed signal, w,,(li-I), as follows: 

It  has been emphasized above that if analog integrators are used to obtain the 
stator flux-linkage components (by integrating the terminal voltages reduced by 
tile ohmic voltage drops), then it is important to eliminate the effects of stator 
flux-linkage drirt. For this purpose eqns (3.1-69) and (3.1-70) can be used. The 
importance of this can be simply proved by considering that tlie rotor speed which 
would result by using the stator flux vector with drift is 

which is similar to eqn (3.1-82), but now the position p; of IF is used, where p: 
is also shown in Fig. 3.22 above. The drifts a and b are also shown in Fig. 3.22. 
In the steady-state, the stator flux linkage (without drift) can - be expressed as 
1$3(,1exp(jolt)=~$slexp(jp:""dy), thus ~$,,=~&lcos~:""", ~$~~=I$.Isinp:""~, and it 
follows by considering eqn (3.1-94) that 

- - w1(l~Tsl +a  cos P:""~Y+ b sin p:""d") (3.1-95) 11F%1 +(a'+b')l I1~,1'+2(acos~:'"~y+b sinpYd") ' 

By introducing per-unit drift values 

eqn (3.1-95) can be put into the following fom?: 

o, [I +a,,cos &"""+ bPusin p:"""] 
C'JYrL= 1 +a:, + b:, + 2(a cos p;'c'*+ b sin p:'c"dy) ' 

(3.1-98) 

From eqn (3.1-98) the ratio w:'"'lo, can be determined, which is the ratio of the 
incorrect speed (when drift is present in the flux-linkage estimation) to the actual 

speed in the steady state. This ratio is plotted in Fig. 3.24, for various values of 
a,,, and b,,, as a function of p:"'"(which is the stator flux-linkage position in the 
steady state). It  has been assumed that the flux-linkage drift in the direct and 
quadrature axcs is equal, a,, = b,,: 

It  follows from. eqn (3.1-98) that IF there is no drift (a,, = b,, =0), and m y ' =  o, 
as expected, but in the presence of drift (when a,,iO, b,.iO), the speed error 
increases with the drift significantly. This increase can be well visualized in 
Fig. 3.24 where the largest error in the examined cases occurs when a,, = b,, = 0.4, 
and even for a,,=b,,=O.l, the error is more than 15%. It is interesting to note 
that for all the curves shown, tlie maxima occur at the same flux-linkage position, 
which is 225". This is physically due to the fact that the maximum point in the 
drifted speed signal must be present at a position where the position error is a 
minimum and t l ~ e  minima are at the same place for all the cases considered (but 
where a,,=b,,). A simple physical proof of this is now presented. 

The position of the drifted flux-linkage space vector is p: and thus the drifted 
speed is the rate of change of this position, o:l'"'=dp:ldt, in agreement to that 
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shown above. However, p:=Ap,+p,, thus the drifted speed must be maximum, 
where the position error Ap, is minimum. When a,,= b,, # O  (this holds for all the 
cases considered above) the drift vector has a position of 45" (see also Fig. 3.22 
above), and if the resultant drifted stator flux-linkage vector (p") is coaxial with 
this, then the position error is minimal. A minimum position error occurs when 
the position of the undrifted flux vector is p,=45" (since the resultant drifted flux- 
linkage vector will then have a position angle p:=45" and Ap,=p:-p,=O) or 
p,=180+45=225" (since the resultant drifted flux-linkage vector will then have 
a position angle p:=225" and Ap,=p:-p,=O). For better understanding, the 
drift vector and the drifted stator flux-linkage space vector and the various angles 
are shown for these two cases in Fig. 3.25. Thus both of these cases result in zero 
position errors. However, the rate of change of the position error is larger in the 
neighbourbood of 225" than around 45" so the 225 " is the position at which the 
maximum value of the drifted speed must occur. 

A mathematical proof of the two positions (45 " and 225 ") corresponding to the 
minimum position error can he obtained by considering that in the steady state, 
the position error can be expressed as follows (for simplicity no superscript is used 
for the steady-state value of the stator flux-linkage position): 

lqSlsin p,+b sin p,+ b,, =tan-,[ - 1-p.=tan-'[ (3.1-99) 
I$,lcos p,+n cos P, +a,, 

It is this expression which can be used to find the zero-crossings of the Ap,(p,) 
function and if n,, = b,,, then, as expected, p, =45" and 225" result. It should be 
noted that if a,,#b,, then the minima of the flux-linkage position error will not 
be at 45 " and 225 ". 

A similar technique can be used to obtain the positive and negative maximum 
values of the flux position error. For this purpose eqn (3.1-99) can be used. It can 
he sliown, by differentiation of Ap, and then by equating the time-derivative 
d(Ap,)ldt to zero, that these occur where 

For example, for ap,=b,,=0.4, the negative maximum occurs at 166.2" and the 
positive maxima occurs at 280.7 ". 

It is also interesting to note that for all the cases shown in Fig. 3.24, the drifted 
speed is equal to the undrifted speed in two points of tlie curve. However, these 
two points must occur at the positions where the position error due to drift 
is maximal, so e.g. for up,=bp,=0.4, these must occur at 166.2" and 280.7" res- 
pectively, and it can be seen from Fig. 3.24 (a,,=b,,=0.4) that these are indeed 
the angles where w,d""/cu, = I .  Physically this is due to the fact that the drifted 
speed is equal to the rate of change of the position of the resultant flux-linkage 
space vector due to drift. However, the angle of this vector (p:) is the sum of tlie 
position error due to drift (Ap,) and the position of the undrifted flux-linkage 

25. Illustration or minimum posilion errors for two cases when rr = b 4 . 4 .  (a) A,,, -p,= nu "Y , p:=45";  (b) Ap,=p:-p,=O; p,=p'=Z25'; 

ector (p,). In the steady state, the rate of change of the position of the undrifted 
ector is w,, and thus it follows that the drifted speed can only be equal to w, if 
e rate of change of the position error is zero. This occurs where the oscillatory 

osition error has its extreme values (for ap.=b,,=0.4, this is at 166.2" and 
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280.7" respectively). Finally it should also be noted that when the drift increases, 
the two points will move closer, where m:l'"'lo, = I. 

3.1.3.3 Vector control using a stator phase third-harmonic voltage-based 
position estimator 

In the present section the monitored stator phase third-harmonic voltage is utilized 
to obtain indirectly the rotor position of a permanent-magnet synchronous ma- 
chine. This information can also be used to obtain the rotor flux-linkage space 
vector. The rotor position can be used to control the switching functions of the 
inverter which supplies tlie motor. 

For a P M S M  with trapezoidal flux distribution (brushless d.c. machine), only 
two of the stator phases are excited at any instant of time, so that constant current 
flows into one of tlie excited windings and out of tlie other. The stator currents 
of the machine are square waves with 120 electrical degree conduction periods. 
The back e.m.f.s (open-circuit stator voltages induced in tlie stator windings due 
to tlie magnets) are approximately trapezoidal, where a back e.m.f. waveform 
contains two constant parts, each of which is 120 electrical degrees wide. The 
amplitude of the back e.m.f, is proportional to the speed. To continually syn- 
chronize the stator excitation with the m.m.f. wave produced by the magnets, the 
six inverter switches are switched at every 60 electrical degrees and switching is 
initiated at the beginning and end of the flat part or the corresponding trapezoidal 
back e.m.f. \~aveform. As a result of the synchronization, the developed electro- 
magnetic torque of the machine is proportional to the pliase winding current. Tlie 
polarity of the torque is reversed by reversing the direction oT the current Row 
through tlie two excited stator windings. Thus the machine can operate as a motor 
or a generator in both directions of rotation, providing tlie basis for four-quadrant 
operation. 

It follows that in the drive when a position sensor is not used, the measurement 
of the back e.m.f.s is required. However, basically all back e.m.f.-based techniques 
utilize measured phase voltages, which however contain modulation noise (liigh- 
frequency noise). This can be eliminated by using a low-pass filter which, how- 
ever, causes a pliase delay. This delay is a function of the speed, and thus it is not 
possible to achieve optimum control (stator current is in space quadrature to the 
rotor flux linkage), which affects the torquelampere capability and eEciency of 
the motor adversely as the speed changes. Although this problem can be reduced 
by applying a filter pliase-delay compensator (lead-lag network), maximum per- 
formance can still not be achieved at low speeds. However, it is possible to extract 
the rotor position by using the monitored third-harmonic stator voltage due to the 
trapezoidal shape. When this simple technique is used, lower speed operation can 
be achieved than with the conventional method of back e.m.f. sensing, since the 
third harmonic voltage has a frequency three times lugher than tlie fundamental 
back e.m.f. (but zero speed operation cannot be achieved). The derivation of the 
inverter switching functions using the monitored third harmonic stator voltage is 
discussed below. 

As shown in Fig. 3.26 the inverter contains six switches (Sl, S2, .  . . , S6) and the 
goal is to obtain the switching strategy (six switching functions). Due to the 
approximately trapezoidal resultant air-gap flux-density distribution, in the stator 
windings of tlie brusliless d.c. machine with surface-mounted magnets, trapezoidal 
back e.m.f.s., e,,, e , , ,  e,, (open-circuit stator voltages due tlie magnets) are 
induced. The idealized back e.m.f. waveforms are shown in Fig. 3.27. However, 
n trapezoidal e.m.f. contains tlie fundamental component plus higher-order 
harmonics, and in particular it contains a dominant tliird-harmonic component. 
Tlie harmonic content depends only on the magnets and the stator winding con- 
figuration, and saturation does not influence the back e.m.f.s. The stator pole- 
pitch and rotor pitch have to be dilferent to 213. otherwise no tbird-harmonic 
voltages are induced in the stator windings. 

When the three stator phase voltages are added, the obtained zero-sequence 
stator voltage will contain a dominant tliird-liannonic component (tr,,) and also 
high frequency zero-sequence components (ti,,,), 

The third-harmonic voltage component keeps a constant phase relationship with 
tlie fundamental air-gap voltage for all speed and load conditions. It is practically 
free of inverter modulation noise, and only a small amount of filtering is required 
to eliminate the switching frequency and its side bands. The main disadvantage 
is that it has a relatively low value at low speed. In a star-connected machine 

Pig. 3.26. Schematic of inverter supplyig the brushless d.c. machine. 

Fig. 3.27. ldeeiized trapezoidal e.m.f.s in a brushless d.c. machine 
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where zero-sequence stator currents cannot flow, the third-harmonic voltage is an 
air-gap voltage component, and thus it is equal to the rate of change of the rotor 
flux. It follows that integration of the third-harmonic voltage gives the third- 
harmonic rotor flux 

$r3  = 1 dl. (3.1-102) 

It follows that zero-crossings of the third-harmonic rotor Aux occur at 60 
electrical degrees, which are exactly the desired switching instants (current 
commutations instants). Thus the third-harmonic rotor flux (integrated third- 
harmonic stator voltage) is input to a zero-crossing detector and the output of the 
zero-crossing detector determines the switching functions. To get maximum 
torquelampere, the stator-current space vector is lcept at 90 electrical degrees with 
respect to the rotor flux I//,. The complete derivation of the switching functions is 
shown in Fig. 3.28, where for completeness the time variations of e,,, e,,, e,, are 
also shown in addition to rt,,, rotor flux $,, stator currents i,,, is,, is, and the 
six switching functions. 1t can be seen that, as discussed above, tlie back e.m.f. 
waveforms are trapezoidal and contain two constant parts, each of which is 120 
degrees wide. The stator currents are square waves with the appropriate 120 
degree conduction periods. 

It follows from Fig. 3.28 that for the implementation of the required switching 
functions, it is necessary to know the positive zero-crossing of the back e.m.f. in 
stator phase sA, and for this purpose the zero-crossing of one of the stator phase 
voltages has to be detected. The zero-crossing of the back e.m.f. in stator phase 
sA is possible, since at that instant tlie stator phase current i,, is zero, and thus 
e,,=u,,. When the zero-crossing of e,, is detected, the control algorithm waits 
for the next zero-crossing of the integrated third-harmonic stator voltage (third- 
harmonic rotor flux), in order to turn on the current is, and to turn OR the current 
is,. The six zero-crossings of tlie third-harmonic rotor flux are numbered in 
Fig. 3.28 (by 1, 2,. . . , 6). In the second zero-crossing of the third-harmonic rotor 
flux, stator current i,, is turned OR, and is, is turned on. At  the third zero-crossing 
is, is turned OR and i,, is turned on, at the fourth zero-crossing is, is turned on, 
i,, is turned OR. In the fifth zero-crossing is, is ON, i,, is OFF, and it can be seen 
from Fig. 3.28 that in the sixth zero-crossing is,, is ON, is, is OFF. This completes 
the entire period. 

To  obtain the zero-sequence stator voltage, it is necessary to lcnow the stator 
phase voltages. This requires access to the neutral point of the stator phases. In 
this case the zero-sequence voltage can be obtained by adding the phase voltages 
of the stator (e.g. by using potential transformers, or by using operational 
amplifiers) and then u,, can be obtained by eliminating the high-frequency voltage 
component (by using an analog or digital Mter). When three potential trans- 
formers are used, their secondary windings are connected in series as shown in 
Fig. 3.29. 

However, it is also possible to monitor the zero-sequence voltage by the scheme 
shown in Fig. 3.30, where three identical resistors are connected in star, and this 

l'ector control of perrimncr~t-~ilugrlet s j ~ ~ ~ c l ~ r o ~ ~ o u s  111nc11i11es 

Pig. 3.28. Time variation back e.rn.f.s. I,.,, rb,,. ~b,, i.,, i,,, i,, and the switching functions. 
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is obtained. Thus it can be seen that the voltage between the two neutral points 
can be nsed directly to obtain (1/3)(11,, t rf1,), from which rr,, can be obtained by 
filtering out the voltage u,,. When tliis technique is used, it is an advantage that 
the required third-harmonic stator voltage can be obtained without having to add 
the three stator voltages. 

It is also possible to use an alternative monitoring scheme to obtain the 
third-harmonic stator voltage, without the need to access the neutral point of 
the stator windings. This is now discussed. For tliis purpose the voltage between 
the neutral of the resistor network and the mid-point reference (point m) of the 
d.c. bus can be used. This mid-point is also shown in Fig. 3.30, between the two 
resistors R,, which are connected across the d.c. rails of the d.c. link. It will be 
shown below that when only two switches of the inverter are conductine at one - 

Fig. 3.29. zero-sequence stator voltage monitonng ming three potential transfotmcrs. time (e.g. S1 and S2; or  S2 and S3; or S3 and 54; or S5 and S6; or S6 and SI) 
then this voltage can be expressed as 

Fig. 3.30. Zero-sequence stator voltage monitoring using three identical external resistors. 

arrangement is connected in parallel with the motor windings. The zero-sequence 
stator voltage is obtained across the neutral point of the stator winding (point 0) 
and the pseudo-neutral point of the three external resistors (0'). This must 
then be isolated. This can be simply proved by using the following three voltage 
equations which can be obtained by inspection of the appropriate loops in 
Fig. 3.30: 

~r,,+u~,.+u,.,=O (3.1-103) 

By adding these three equations, and considering that the sum of the three 
voltages across the star-connected resistor network is zero (11,.,+1r,.,+11,.,=0), 

is obtained. Substituting eqn (3.1-101) into eqn (3.1-106) and considering that 
[lo.,= -lloo., fiwally 

During commutation, when two switches are connected to the positive rail of I the d.c. bus (e.g. when the switching changes from SI and S2 to S2 and S3) then 

However, during commutation when two switches are connected to the negative 
rail of the d.c. bus, 

where U ,  is the d.c. link voltage. It follows from eqns (3.1-108)-(3.1-110) that 
the voltage between the neutral of the resistor network and the d.c. bus mid- 
point can be used to obtain the third-harmonic stator voltage, and the high- 
frequency component if,, can be eliminated by a filter, but during commutation, 
on the third-harmonic voltage there is a superimposed a.c. voltage, which varies 
from -U, to +U,. This superimposed voltage is of three times the fundamental 
frequency, since six commutations occur in any given period of the fundamental 
inverter output voltage. The superimposed voltage introduces notches in the 
third-harmonic voltage and they are at the same frequency as the third- 
harmonic component for the case when the motor is driven by a six-stepped (not 
PWM) waveform. The presence of the third-harmonic component is not so clear 
when PWM is used, because a commutation notch of f U ,  is generated at the 

f of eqns (3.1-108)-(3.1-110) is now given. It follows from 

II,,+I~,,.+II,.,+II,,=~ (3.1-111) 

rr,,+u,,.+u,.,+~r,,=O (3.1-112) 
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where g denotes the negative rail of the d.c. bus. If only two switches of the 
inverter conduct, e.g. S1 and S2, then ir,,=U,, ir,,=O, lr,,=U,/2, I,,,= -U 17 9 - 
and it follows from eqn (3.1-113) tliat II,,.= -u,.,-UJ2. The same expression 

holds for all the other cases when only two switches conduct. However, the d.c. 
term in ir,,, can he eliminated if instead of point g, the mid-point m is used and 
in this case by using eqn (3.1-107) for ir,., given above, 

is obtained which agrees with eqn (3.1-108). 
The proof of eqn (3.1-109) is as follows. During commutation, when e.g. the 

switching sequence changes from S1 and S2 to S2 and S3, the following conditions 
hold: ir,,=U,, ii,,=U,, 11,,=0. When these are substituted into eqns (3.1-111)- 
(3.1-113) and by using tlie mid-point m instead of tlie point g [similarly to the 
operation performed for the derivation of eqn (3.1-114)], tlien 

is obtained, which agrees with eqn (3.1-109). The proof of eqn (3.1-110) is similar, 
and therefore is not discussed further. 

3.1.3.4 Vector control using back e.m.f.-based position estimators 

It  has also been discussed in Section 3.1.3.2 that in a PMSM the magnitude of a 
back e.m.f. (open-circuit voltage induced in a stator winding due to the magnets) 
is position dependent. Thus if tliis can be accurately monitored, the rotor position 
can be accurately determined in real-time and tliis can be used to control the 
switching pattern of the inverter. Although not all the back e.m.f.-based tech- 
niques can he used for high-dynamic-performance applications, they are briefly 
reviewed here for better understanding and to help the reader when developing a 
position-sensorless drive system. The four main methods are as follows: 

1. The zero-crossing method, where tlie instant (switching point) is detected at 
which the hack e.m.f. of an unexcited stator phase crosses zero or reaches a pre- 
determined level (this is the simplest technique, but is only suitable for steady- 
state operation). 

2. The phase-locked loop method, where the position signals are locked on to the 
back e.m.f. in the unexcited stator phase during each sixty-degree interval (there 
is automatic adjustment to inverter switching instants to changes in rotor speed). 

3. The hack e.m.f. integration method, wliere a switching pulse is obtained when 
the absolute value of the integrated hack e.m.f. reaches a pre-set threshold 
value (integrator results in reduced sensitivity to high-frequency modulation 
noise caused by the inverter and also provides automatic adjustment to inverter 
switching instants to changes in rotor speed). 

4. The indirect estimation of the back e.m.f.s by detecting the conduction interval 
of free-wheeling diodes connected in anti-parallel witli the power transistors of 

the inverter (allows detection of position at very low speeds as well, but not 
zero speed). 

However, all of these methods are problematic at low speeds. Since the zero- 
crossing method is the simplest, it will now he first discussed, altliough it cannot 
be used in high-dynamic-performance applications. This will he rollowed by the 
discussion of the back e.m.f. integration metliod and finally the indirect estimation 
of back e.m.f.s will be described briefly, a method which uses the detected con- 
duction interval of tlie free-wheeling diodes. 

3.1.3.4.1 Applicrrtiorr ofthe zero-crossing r~retlrod 

The zero-crossing method can be used to obtain equivalent rotor posit~on m- 
formation in an inverter-fed brusliless d.c. motor (PMSM witli trapesoidal m.m.f.) 
drive. The zero-crossing method is based on detecting the instant (switching point) 
where the hack e.m.f. in the unexcited phase crosses zero. This zero-crossing is 
tlien used to ohtain the switching sequence. The PMSM with trapesoidal m.m.f. 
distribution is an ideal candidate for this technique since, as discussed above, only 
two of the three stator phases are excited at any time instant, and thus tlie back 
e.m.f. can he conveniently measured. 

The zero-crossing method can be simply proved by considering tliat if tlie 
inverter is connected to a brusliless d.c. machine witli star-connected stator 
windings, 21s shown in Fig. 3.31, tlien at the instants of the zero-crossings or a 
back e.m.f., tlie corresponding terminal voltage is equal to the neutral voltage. 
In Fig. 3.31 tliere is also shown the equivalent circuit of the machine when 
switches S3 and S2 are ON. 

For example, it follows from Fig. 3.31 tliat ii,=rr,+e,,, where r r ,  is the terminal 
voltage of stator phase sA and ir, is the neutral voltage of the machine with 
respect to the negative d.c. bus. Due to the ract that S3 and S2 are ON, the 
terminal voltages 11, and rt, can be expressed as rr,=U, and ir,=O, as shown in 
the equivalent circuit of Fig. 3.31, and physically the unexcited stator phase 
winding sA sees an infinite impedance and conducts no current despite the con- 
tinued presence of its back e.m.f. es, voltage source, which is therefore also shown 
in the equivalent circuit. Thus at the instant of the zero-crossing of the hack e.m.f. 
e,,, ll,,=rrN as expected. Furthermore it will now he shown below tliat lrN=ti,/2, 
wliere ti, is the d.c. link voltage, and therefore u,=u,= U,I2. Figure 3.32 shows 

Fig. 3.31. Invcrtcr-fed machine and the equivalent circuit when switches S3 and S2 are ON. 
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Fig. 3.32. Deleclion orswitching point P from the crossing of the neutral voltage and tcrminel voltage. 

the variation of tlie neutral voltage and terminal voltage rr,, which are used to 
detect the switching point P (at the position of 210"). Since u,,=U,, the 
intersection of tlie two voltage curves gives point P (when c5,,=O). The position 
defined by point P is independent of the load current. In a practical implementa- 
tion the required intersection is performed by a comparator and the neutral 
vollage is obtained from tlie terminal voltages by connecting three equal resistors 
in star, and by connecting tile thus-obtained network in parallel with the stator 
windings (see also Section 3.1.3.3). Ilowever, since the terminal voltages contain 
higher-frequency components due to tlie PWM inverter, the terminal voltages are 
filtered (by using low-pass filters). 

By also considering Fig. 3.28 in Section 3.1.3.3, it can be seen that to use the 
switching point P (which is at position 210 ") to obtain tlie switching signals. this 
point has to he phase shifted by 30" (e.g. it also follows from Fig. 3.28 that if this 
point is shifted 30" to the left (to the 180" position), this is where the 120 "-wide 
conduction period of switch S1 ends or the 120" conduction period of switch S3 
begins, etc.). The conduction of the six switches is also shown in Fig. 3.32. In a 
practical implementation, to achieve the 30" shift, the terminal voltages are first 
converted into triangular waveforms, where the peak of the triangle is at point P, 
and these triangles are then intersected (compared) witli tlie neutral voltage. 

The proof of rr,=U,,/2 is as follows. By inspection of the equivalent circuit in 
Fig. 3.31, rr,=U,-e,,-R,i,,, and U,=2 R,is,,+e,,-e,,. When an expression for 
is,, is obtained from tlie second equation, and is substituted into the first equation, 
rr,=U,lZ-(1/2)(e,,+csC) is obtained, but when es,=O, the equality e,,,+e,,=O 
holds (since the hack e.m.f.s are symmetrical, and therefore r,,,+e,,+e,,=O) and 
thus 1r,=U,/2 is ohtained. 

Since the back e.m.f.s are zero at zero speed, the technique cannot he used at 
zero speed, and the machine is not self-starting (see also the first part in Section 
3.1.3). Ideal applications for such a system are steady-slate applications. Since the 
modulation noise is eliminated by using low-pass filters (as discussed above), this 
can cause a phase delay which is a function of the speed, and thus it is not possible 

to achieve optimum control (the stator current is in space quadrature to the rotor 
flux), which affects the torquelampere capability and efficiency of the motor 
adversely as tlie speed changes. Although this problem can be reduced by apply- 
ing a filter phase-delay compensator (lead-lag network), maximum performance 
can still not be achieved at low speeds. 

The back e.m.f. integration technique can be used for the detection of the rotor 
position of the brushless d.c. machine, wliich is supplied by an inverter. When this 
technique is used, first tlie phase-to-neutral voltage of the unexcited stator winding 
of the brushless d.c. machine is selected. This is equal to the desired hack e.m.f. 
required for position sensing as soon as the residual inductive current flowing in the 
unexcited winding, immediately following the removal of excitation, decays to zero. 
The modulus of this back e.m.f. is integrated as soon as tlie hack e.m.f. crosses zero. 
The integrated voltage (ui) contains pulses whose shapes can he described by 
ili=E,t?(21i), since the instantaneous back e.m.f. varies approximately linearly 
with time in the neighbourliood of zero-crossing, so e3(f)=Eor, where E, is the 
amplitude of tlie hack e.m.f., and thus its integrated value becomes E,t21(2k), 
where li is the gain or tlie integrator. When tlie integrated voltage reaches a pre-set 
threshold value, the next switching instant occurs. 

The integrator has also the advantage of reducing the switching noises. 
Furthermore, since the back e.m.f. amplitude is proportional to the speed, the 
conduction intervals automatically scale inversely witli the speed, so there is an 
automatic adjustment of the inverter switching instants to changes in the speed. 
The values of the tliresliold voltage and integrator gain depend on the motor and 
also on the alignment of the phase-current excitation waveform with the back 
e.m.f. Varying the threshold value or integrator gain has the effect of varying 
the current-voltage alignment. A reduction of the gain can he used to change 
this alignment and to force faster current build-up to develop extra torque at 
high speeds. 

Similarly to other back-e.m.f-based control schemes, accuracy problems arise 
at low speed and in addition the machine is not self-starting. Control of the motor 
currents is important in a high-dynamic-performance drive, since this provides the 
basis for instantaneous torque control. It is possible to utilize the back e.m.f. 
integration method in a drive to have liigli quality current and instantaneous 
torque control in all operating modes [Becerra et rrl. 19911. 

313 .43  Applicotiorr of the iridirecf estiriirrtiorl of [Ire brrcli e.nilf:s bj, 
detecting the coridrrctior~ ir~terurrl offree-l~jheelir~g diodes 

Indirect position estimation of the back e.m.f.s can be based on detecting the 
conduction state of the free-wheeling diodes in the unexcited stator phase of a 
brushless d.c. machine. Tlie approach can be used over a wide speed-range, even 
at very low speeds (but not zero speed). The free-wheeling diodes are connected 
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in anti-parallel with the power transistors. and provide a current flow path to 
dissipate inductive energy stored in a wind~ng. 

In an inverter-fed brushless d.c. motor drive, the inverter-gate drive signals are 
chopped during each 120 electrical degree operation (conduction interval is 120 
electrical degrees). Thus only two transistors, i.e. a positive-side transistor in one 
phase and a negative-side transistor in another phase. are ON, at one particular 
instant. The other phase, in which no active drive signal is given to tlie positive- 
side and negative-side transistors, is called the open-phase. 

Tlie open-phase current under chopped operation results from the back e.m.f.s. 
produced in the stator windings. To continue producing the maximum torque, the 
inverter switching has to be performed every 60 electrical degrees, so the rectangular 
motor lime current is in phase with tlie back e.m.r. Tlle position information is 
obtained at every GO degrees by detecting whether the free-wheeling diodes are con- 
ducting, or not. Since the detected position signal leads the next switching by 30 
electrical degrees, the switching signals of the inverter are shifted by a phase-sllirter. 

Since the amplitude of the back e.m.C is proportional to the rotor speed, similarly 
to the otlier back-e.m.f.-based techniques, the motor is not self-starting and a special 
starting technique must be applied. On tlie other hand, it is an advantage tliat it 
allows tlie detection or tlie position at very low speeds as well, but the technique 
requires tlie inverter to operate in the chopping mode [Ogasawara and Akagi 19911. 

3.1.3.5 Vector control using observer-based speed and position estimators 

By using monitored stator voltages and currents and Kalman or Luenberger 
observers, it is possible to implement high-dynamic-performance PMSM drives 
without position and speed sensors. In the present section, tlie extended IQalman 
filter will be used for this purpose. 

3.1.3.5.1 Esterrded Rfllr~rcrr~ filler nppliccrlior~: ger~ercrl i f~ l ro f /ud io f~  

An Extended Kalman Filter (EKF) is a recursive optimum-state estimator which 
can be used for the joint state and parameter estimation of a non-linear dynamic 
system in real-time by using noisy monitored signals tliat are distributed by 
random noise. This assumes that the measurement noise and disturbance noise 
are uncorrelated. Tlie noise sources take account of measurelnent and modelling 
inaccuracies. In a first stage of the calculations, the states are predicted by using 
a mathematical model (which contains previous estimates) and in the second 
stage, the predicted states are continuously corrected by using a feedback cor- 
rection scheme. This scheme makes use of actual measured states. by adding a 
term to the predicted states (wliicli is obtained in tlie first stage). The additional 
term contains tlie weighted ditTerence of the measured and estimated output 
signals. Based on the devia~ion from the estimated value, the EKF provides an 
optimum output value at t11e next input instant. In a PMSM drive the EKF can 
be used for the real-time estimation of tlie rotor position and speed. This is 
possible since a matllematical dynamical model of tlie machine is suficiently well 
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known. For this purpose the stator voltages and currents are measured and for 
example, tlie speed and position of the machine can be obtained by the EICF 
quickly and accurately. 

To be more specific, the goal of the Kalman filter is to obtain unmeasurable 
states (e.g. speed and rotor position) by using measured states, and also statistics 
of the noise and measurements (i.e. covariance matrices Q, R, P of tlie system 
noise vector, measurement noise vector, and system state vector (x) respectively). 
In general, by means of the noise inputs, it is possible to take account of 
computational inaccuracies, modelling errors, and errors in the measurements. 
The filter estimation (3) is obtained from the predicted values of the states (x) and 
this is corrected recursively by using a correction term, which is the product of 
the Kalman gain (K) and the deviation of tlie estimated measurement output 
vector and tlie actual output vector (y-9). The ICalman gain is chosen to result 
in the best possible estimated states. 

Thus the filter algorithm contains basically two main stages, a prediclion stage 
and a filtering stage. During the prediction stage, tlie next predicted values of the 
states x(li+l) are obtained by using a matliematical model (state-variable 
equations) and also tlie previous values of the estimated states. Furthermore, the 
predicted state covariance matrix (P )  is also obtained before the new measure- 
ments are made and for this purpose the mathematical model and also the 
covariance matrix of the system (Q) are used. In the second stage, which is the 
filtering stage, the next estimated states, 3(k+l),  are obtained from tlie predicted 
estimates s(/i+ 1) by adding a correction term K(y-9) to the predicted value. 
This correction term is a weighted dilference between the actual output vector (y) 
and the predicted output vector ( 9 ) .  where K is the Kalman gain. Thus the 
predicted state estimate (and also its covariance matrix) is corrected through a 
feedback correction scheme that makes use of tlie actual measured quantities. Tlie 
Kalman gain is chosen to minimize tlie estimation error variances of tlie states 
to be estimated. The computations are realized by using recursive relations. 

The algorithm is computationally intensive, and the accuracy also depends on 
the model parameters used. A critical part of the design is to use correct initial 
values for the various covariance matrices. These can be obtained by considering 
the stochastic properties of tlie corresponding noises. Since these are usually not 
known, in most cases they are used as weight matrices, but it should be noted that 
sometimes simple qualitative rules can be set up ror obtaining the covariances in 
the noise vectors (see also Section 3.1.3.5.2). With advances in DSP technology, it 
is possible to implement an EKF conveniently in real time. 

3.1.3.5.2 Appliccrtior~ of rm EKF lo a PALYI1.I ~sitlt si~~usoidaIJlrrs disfribrttior~ 

Tlie main design steps for a speed- and position-sensorless PMSM drive imple- 
mentation using a discretized EICF algorithm are as follows: 

1. Selection or the time-domain machine model; 
2. Discretization of the machine model; 
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3. Determination of the noise and state covariance matrices Q, R, P; 
4. Implementation of the discretized EKF algorithm; tuning. 

These main design steps are now discussed. 

I. Selectiorl of the tirile-dorilrrir~ rilaclrille rllodel It is possible to have EKF 
implementations using time-domain machine models expressed in the stationary 
reference frame, or expressed in the rotor reference frame. Obviously the selection 
of the reference frame has an important effect on the execution time, which is a 
crucial Factor, especially in view of the computational intensity of the EKF filter. 
First, the EKF using equations expressed in the rotor reference frame is discussed, 
and this will form a firm basis for comparison with the other solution, which uses 
the machine model obtained in the stationary reference frame. 

The voltage equations of the PMSM in the rotor reference frame are obtained 
as follows. In the stationary reference frame the stator voltage equation is similar 
to that of the induction machine and 

where for the PMSM with surface-mounted magnets the stator flux-linlcage space 
vector can be defined as 

In eqns (3.1-116) and (3.1-117) R, and L, are the stator resistance and stator 
inductance respectively, $, is the magnet flux [also defined in eqn (3.1-2)], and 8, 
is the rotor position. The stator voltage equation in the rotor reference frame is 
obtained by considering that the transformed stator voltage, stator current, and 
stator fiux-linkage space vectors are defined as is'= 17, exp(-jR,), i: = is exp(-jO,), 
and $:=~&ex~(-j~,) ,  and thus by considering eqns (3.1-116) and (3.1-117), 

is obtained. In eqn (3.1-118) 

$:=L,i:+$, (3.1-119) 

is the stator flux-linkage space vector in the rotor reference frame. Resolution 
of eqns (3.1-118) and (3.1-119) into their real- and imaginary-axis components 
gives 

dl)$, 
tr5, = RSi5, + - - w , ~ ) ~ ~  (3.1-120) 

dt 

where 

In these equations, is, and i,, are the stator current components in the rotor 
reference frame. To obtain the state-space model of the PMSM, the voltage equa- 
tions are arranged into their state-variable form, where is, and i,, are used as 
state-variables, but these are augmented with the quantities which have to be esti- 
mated, i.e. o, and 0,. The extra two equations required are w,=dU,ldt, and by 
assuming that the rotor speed derivative is negligible, do,ldt=O. This last 
equation corresponds to infinite inertia, which in practice is not true, but the 
required correction is performed by the Kalman filtee For the derivation of 
the state-variable equations, it will be assumed that the effects of saturation or the 
magnetic paths of the machine can be neglected, thus the stator inductance is 
assumed to be constant. This assumption is justified, since it can be shown that 
the EKF is not sensitive to changes in the stator inductance, since any changes in 
the stator parameters are compensated by tlie current loop inherent in tlie EKF. 
Tlius from eqns (3.1-120)-(3.1-123) and the extra two equations given above, and 
also considering the component equations arising from ii:= 11,,+ju,,= I7, exp(-jd,) 
- - ( ~ , ~ + j ~ r , ~ ) ( c o s  0,-j sin 0,) and i:=i,,+ji,,=~ exp(-j8,)=(i,,+ji,Q)(cos 0,- 

j sin a,), finally 

is obtained, and the output vector is 

y=Cx. (3.1-125) 

In these equations, x is the state vector, x=[i,,,i,,, w,,B,]~, y is the output 
vector, y = [i,,, iSQlT, u is the input vector, u= [rr,,, tisQ, lrPlT, where up is the voltage 
induced in the stator windings by the magnet flux, ~r,=o,C'/, and in the EKF, rated 
rotor speed is used in the expression of the induced voltage (thus lrp=constant in 
the EKF). Furthermore, in eqns (3.1-124) and (3.1-125) A is the slate matrix, B is 
the input matrix, and C i s  the transformation matrix, 

cos O,lL, sin O,lL, 
O 1 

-sin H,IL, cos O,IL, -1IL, 

0 0 0 
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cos, s i n  0 01  
c=[ 

sin 0, cos 0, 0 0 

Equations (3.1-124) and (3.1-125) are non-hear. It can be seen from eqn (3.1-128) 
tliat C contains a sub-matrix tliat transforms the two-axis stator current components 
in tlie stationary reference frame into tlie two-axis stator current components of the 
rotor reference frame. Equations (3.1-124) and (3.1-125) describe the time-domain 
model of the PMSM and can be visualized by tlie block-diagram shown Fig. 3.33. 

It should be noted tliat so far o, and 0, have been treated as known quantities, 
although they have to be estimated. To allow a digital implementation of the 
Extended Kalman Filter, the time-domain equations of the PMSM will now be 
discretized. 

2. Tirile-discrere state-space ri~odel of tire PhISM The time-discrete state-space 
model of the PMSM can be obtained from eqns (3.1-124) and (3.1-125) as follows 

x(li + 1) = A,x(k) + B,(li)u(Ii) (3.1-129) 

y(k) = C, (1~)s (I<). (3.1-130) 

It should be noted that for the sampled value of x in the t, instant, the notation 
x(t,) could be used, or the corresponding more simple x(k), which strictly means 
x(lcT), which corresponds to sampling at the lith instant, and the sampling time 
is T(T=t,+, -1,). In eqns (3.1-129) and (3.1-130) A, and B, are the discretized 
system matrix and input matrix respectively, 

A,=exp[A(lc)]-I+A(k)T (3.1-131) 

8, = B (Ic)T, (3.1-132) 

where I is an identity matrix and C, is the discrete transformation matrix, and is 
obtained from eqn (3.1-129) as 

Cd = C(li). (3.1-133) 

It should be noted that when eqns (3.1-131) and (3.1-132) are used, they require 
very short sampling times to give a stable and accurate discretized model. 
However, a better approximation is obtained with a second-order series expan- 
sion, and in this case 

Fig. 3.33. Block-diagram or the time-domain state-space model of the PMSM machinc. 

In general, to achieve adequate accuracy, the sampling time should be appreci- 
ably smaller than tlie characteristic time-constants of the machine. The final 
clioice for this should be based on obtaining adequate execution time of the full 
EKF algorithm, satisfactory accuracy, and stability. The second-order technique 
obviously increases the computational time. 

By using eqns (3.1-129) and (3.1-130), the time-discrete state-space model of the 
PMSM is obtained as shown in Fig. 3.34. The obtained time-discrete model is a 
fourth-order model, it is non-linear, and is time variant. This model is used in the 
EKF algorithm for tlie estimation of the state vector, if the stator voltages and 
currents are monitored (and sampled). 

The discrete EKF utilizes tlie state-variable equations of tlie time-discrete 
model of the PMSM, given by eqns (3.1-129) and (3.1-130). However, the state 
vector is disturbed by the noise vector v (system noise vector), thus 

and the output vector (measurement vector) is disturbed by the noise vector m 
(measurement noise): 

The addition of noise is required, since the equations without noise (deter- 
ministic model) define an ideal system. However, in practice, the machine cannot 
be modelled perfectly due to the various assumptions used for deriving the ideal 
model, and also due to errors arising from measurements. A more realistic model 
(stocliastic model) is obtained by adding tlie noise vectors. To  summarize: by 
means of noise inputs, it is possible to take account of computational inaccuracies, 
modelling errors, and errors in tlie measurements (see also the section discussing 
discretized EKF implementation and tuning). 

The system noise vector v is a zero-mean, white Gaussian noise, independent 
of the initial state vector, and its covariance matrix is Q. White noise is the 
terminology used for a noise source that is perfectly random from one time 
instant to the next. Thus white noise possesses a constant power spectral density 
at all frequencies. A Gaussian noise refers to the fact that the probability density 
function of the amplitudes of a Gaussian noise source has the familiar bell-shaped 
(Gaussian) curve. The noise vector is also a zero-mean white Gaussian noise 
that is independent of the initial state vector and also of w, and bas a covariance 
matrix R. The covariance matrices (their elements) are assumed to be known. 

Fig. 3.34. Block-diagram of the lime-discrete state-space model of khe PMSM 



By using eqns (3.1-136) and (3.1-137) the PMSM model of the EKF is shown in 
Fig. 3.35. 

3. Deterrllinatiorl ofthe rroise mld state courrrirnrcr rllatrices Q, R, P A critical part 

of the design of the EKF is to use correct initial values for the various covariance 
matrixes, Q, R, and P. These have important effects on the filter stability and con- 
vergence time. The system noise covariance Q accounts for the model inaccuracy, 
the system disturbances, and tlie noise introduced by the voltage measurements 
(sensor noise, AID converter quantization). The noise covariance R accounts for 
measurement noise introduced by the current sensors and AID quantization. 

The noise covariance matrices Q and R have to be obtained by considering the 
stochastic properties of the corresponding noises. However, since these are usually 
not known, in most cases they are used as weight matrices, but it should be noted 
that sometimes simple qualitative rules can be set up for obtaining the covariance 
values. It is even possible to design fuzzy-logic-assisted covariance estimation (see 
also the discussion at the end of the section below on the implementation and 
tuning of the discretized EKF). In many applications, trial and error is used for 
the initial estimates of the elements of Q, R and the state covariance matrix P, 
and diagonal covariance matrices are assumed, due to the lack of statistical 
information to evaluate the off-diagonal elements. Sometimes these are set to be 
identity matrices, or they are identity matrices multiplied by a constant. 

In general, Q is a 4 by 4 matrix, R is a 2 by 2 matrix, and P is a 4 by 4 matrix. 
This means that in total there are 36 covariance elements to be determined. 
Horvever, since the noise signals are not correlated, a reduction of the required 
elements results, and e.g. Q and R will only contain 6 unknown diagonal elements. 
Similarly, it can be assumed that P is diagonal, and it contains 4 elements. 
However, a further reduction arises by considering that the covariance matrix 
elements do not depend on the axes d and q. Thus the lirst two elements of Q are 
equal, the only two elements of R are equal and the first two elements of P are 
equal, i.e. 

Q = Q, = diag(a, a, b, c )  Po = diag(e, c, f, g) R = R, = diag(~n, ?TI). 

Among the various covariance elements, the elements of the initial-state covariance 
matrix have tlie smallest iduence in the initial tuning procedure. To obtain the best 
estimated values of the states, tlie EICF has to be tuned, and tuning involves an 
iterative search for the covariance matrices which yield the best estimates. 

4. I111pler~1erlmtion of tlre rliscretized EKF algorithn~; trrrrirr~ As discussed above, 
the EICF is an optimal, recursive state-estimator, and it contains basically two 
main stages, a prediction stage and a filtering stage. During the prediction stage, 
the next predicted values of the states x(k+ I) and the predicted state covariance 
matrix (P)  is also obtained. For this purpose the state-variable equations of the 
machine are used, and also the system covariance matrix (Q). During the filtering 
stage, the filtered states (2 )  are obtained from the predicted estimates by adding 
a correction term to the predicted value (x), this correction term is Ke=K(y -$), 
where e=(y-j.) is an error term, and it uses measured values. This error is 
minimized in the EICF. The structure of the EKF is shown in Fig. 3.36. 

The state estimates are obtained in the following steps: 

Step 1: I~ritializatiorl of the state uector crud couariarrce rrlatriccs Starting values 
of the state vector xo=x(to) and the starting values of the noise covariance 
matrixes Q, and R, are set, together with the starting value of the state covariance 
matrix Po, where P is the covariance matrix of the state vector (the terminology 
'covariance matrix of prediction', 'error covariance matrix' is also used in the 
literature). 

Step 2: Prerlictiolr of tlre state vector Prediction of the state vector at sampling 
time (/<+I) from the input vector u(k)  and the state vector at previous sampling 
time ~ ( 1 ~ 1 ,  by using A,(k) and B,(k), is obtained by performing 

Tlie notation s ( k i  111~) means that this is a predicted value at the (li+i)th instant, 
and it is based on measurements up to the lith instant. However, to simplify the 
notation, it has been replaced by x(lci1). Similarly, x(1cllc) has been replaced x(1c). 

P.M.S.M. ........................................... 

v(k) 

Fig. 3.35. System model of the EKF. Fig. 3.36. Structure of the EKF. 
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Step 3: Covnrionce estirilntiori ofpredicliorz The covariance matrix of prediction 
is estimated as 

~ ( l i + l ) = f ( k + l ) ~ ( k ) f ~ ( k + l ) + ~ ,  (3.1-139) 

where (to have simpler notation), P(lc+llk) has been replaced by P(k+l),  P(kllc) 
has been replaced by P(li) [where lillc denotes prediction at time k based on data 
up to time k], and f(lc+ llli) has been replaced by f (I;+ I), where f is the following 
gradient matrix: 

Step 4: Kalrrinri filfer gnirl corliprrfofion The I<alman filter gain (correction 
matrix) is computed as 

For simplicity of notation P(k+llli) bas been replaced by P(k+l),  and h(k+l)  
is a gradient matrix, defined as 

Step 5: Stnte vector esfi~llufiorr The state vector estimation ('corrected state 
vector estimation', 'filtering') at time (I<+ I) is performed as 

where for simplicity of notation, d(/c+llk+ I) has been replaced by -3(/i+l), 
x(li+llk) has been replaced by x(li+l), and 

$(k+l)=C,(/c+l)x(li+l). (3.1-144) 

Step 6: Counrinrrce riintris of estblmrion error The error covariance matrix can 
be obtained from 

~ ( k + 1 ) = ~ ( k + l ) - ~ ( l r + l ) h ( k + l ) ~ ( / c + 1 ) ,  (3.1-145) 

where for simplicity of notation ~ ( l c+ l l l i+ l )  has been replaced by ~ ( / i + l ) ,  and 
b(li+ Ilk) has been replaced by P(lc+l). 

Step 7: l i=k+l ,  x(li)=x(/c-I), P(k)=P(li-1) and go to Step 1. 

For the realization of the EKF algorithm it is very convenient to use a signal 
processor because of the large number of multiplications required and also 
because of the Fact that all of the computations have to be performed fast-within 
one sampling interval. The extended Kalman filter described above can be used 
under both steady-state and transient conditions for the estimation of the rotor 
speed and rotor angle. By using this filter in the drive system, it is possible to 
implement a PWM inverter-fed PMSM drive without the need of extra position 
and speed sensors. It should be noted that accurate speed and position sensing is 
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obtained in a very wide speed-range, down to very low values of speed (but not 
zero speed). However, care must be taken in the selection of the machine para- 
meters and covariance values used. The tuning of the filter involves an iterative 
modification of these parameters in order to yield the best estimates of the states. 
Changing the covariance matrices Q and R affects both the transient duration and 
steady-state operation of the filter. Increasing Q corresponds to stronger system 
noises, or larger uncertainty in the machine model used. The filter gain matrix 
elements will also increase and thus the measurements will be more heavily 
weighted and the filter transient performance will be faster. If the covariance R is 
increased, this corresponds to the fact that the measurements of the currents are 
subjected to a stronger noise, and should be weighted less by the filter. Thus the 
filter gain matrix elements will decrease and this results in slower transient 
perfomlance. Finally it should be noted that in general, the following qualitative 
tuning rules can be obtained: 

Rfrle I :  if R is large then K is small (and the transient performance is faster); 
Rifle 2: if Q is large then K is large (and the transient performance is slower). 

However, if Q is too large or if R is too small, instability can arise. It is possible 
to derive similar rules to these rules and to implement a fuzzy-logic-assisted 
system for the selection of the appropriate covariance elements. 

3.1.3.5.3 An nlterrrntiue r~~ncliine rrloilel rrrzd E K F  

It has been mentioned above that it is possible to speed up the execution time of 
the EKF algorithm if another machine model is used. For this purpose it is 
possible to use the machine model expressed in the stationary reference frame. In 
this case, the output vector y = [i,,, i,Q]T is obtained simply from the state vari- 
ables, and the computation time is reduced. 

The space vector form of the stator voltage equation of the PMSM in the 
stationary reference frame has been given by eqns (3.1-116) and (3.1-117). The 
corresponding two-axis voltage equations are 

If the state variables are chosen to be the stator currents (is,, i,,$, the rotor speed 
(o,), and the rotor position (O,), then the state vector is x=[i,,,isQ,o,, O,IT; this 
contains both o, and 0, which have to be estimated. The input is defined as 
u= [rr,,, ~ r , ~ ] ~ ,  the output vector as y = [is,, iSQlT The state-variable form of the 
equations will now be obtained by also assuming that the rotor inertla has an 
infinite value (thus the derivative of the rotor speed is negligible, do,ldf =0) and 
o,=dO,ldt. Although in practice the rotor ~nertia is not mfinite, the required 
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correction is performed by the Kalman filter algorithm, as discussed above. Thus 
the following state-variable equation is obtained: 

and the output vector is 
y=Cx. (3.1-149) 

In eqns (3.1-148) and (3.1-149) f(x) is defined as: 

1- (R,/L,)i,,+(1//,IL,)o,sin0,1 

Furthermore, the input matrix B is defined as 

1 0 1 

and the transformation matrix is 

In contrast to the transformation matrix of the model expressed in the rotor 
reference frame, which was given by eqn (3.1-128), the transformation matrix in 
eqn (3.1-152) contains only constant elements, and this also results in simplifica- 
tions in the implementation of the EKF. The system described by eqns (3.1-148) 
and (3.1-149) is a non-hear  system. It is this non-linearity which ensures that the 
EKF has to be used, and not the conventional, linearized Kalman filter (unex- 
tended version). It is important to note that this model cannot be used for the simu- 
lation of the performance analysis of the machine, but it can be used in the EKF 
algorithm for the estimation of the augmented state-vector, if the stator voltages 
and currents are monitored. To allow digital implementation of the EKF, the sys- 
tem equations of the PMSM have to be f is t  discretized, and then the discretized 
EKF algorithm can be applied. This will not be discussed in detail, but it should 
be noted that the time-discrete model is now put into the following form (where the 
noise vectors have also been added to obtain a system model required by the EKF): 

x(k) =f  [x(k), k] + B(k)u(k) + v(1c) (3.1-153) 

y(k) =C(lc)x(lc) + w(lc). (3.1-154) 

For example, in eqn (3.1-153) B(k)=BT, where T is the sampling time 
(T=tk+,-I,), similarly to that shown above in eqn (3.1-132). Furthermore, 
C(/c)=C. Equation (3.1-153) is in a different form compared to eqn (3.1-136), since 
now f[x(lc)] is present instead of A,(k+l)x(k). Thus the discretized EKF 
algorithm given above has to be slightly changed and is now summarized. The 

~~~~~ ---- -. . ..- 
covariance matrices can be chosen to be-diagonal, and Q is a 4 by 4 matrix, R is 
a 2 by 2 matrix, and P,=P(O) is a 4 by 4 matrix. In general they are assumed to 
take the form 

The steps of the discretized EKF algorithm are as follows: 

Step 1: Irritia1i:atiorr of tire slate vector. urrd covariarzce nmtrices Starting values 
of the slate vector xo=x(fo) and the starting values of the noise covariance 
matrixes Qo and A, are set, together with the starting value of the state covariance 
matrix Po. The initial value of the state vector can be a zero vector (with all 
elemenls zero), since if the motor starts from standstill, the initial values of the 
stator currents are zero and the initial value of the speed is zero. For simplicity 
the initial value of the rotor position can be assumed to be zero as well. I t  is 
imporlant to note that in general, if incorrect initial values are used, the EKF 
algorithm will not converge to the correct values. 

Step 2: Prediction of tlte state vector. Prediction of the state vector at sampling 
time (k+l )  from the input u(lc), the state vector at previous sampling time x(k), 
by using f and 6 ,  is obtained by performing 

On the right-hand side of this equation, the simplified notation has been used, 
and it should be noted that this is different from the expression given in Step 2 
of the earlier algorithm, since integration of f[x(lc)+Bu(k)] yields the new 
expression (when first-order Euler integration is used). In eqn (3.1-155) a predic- 
tion of the states is performed by using the previous state estimate x(kllc), and 
also the mean voltage vector u(k) which is applied to the motor in the period 
(k LO f k + l .  

Step 3: Covar.iarlce estirr~ation of prediction The covariance matrix of prediction 

P(k+Ill~)=P(l~lk)+T[F(lc)P(k+l~/c+1) 

+P(lc+llk+l)FT(lc)]+Q, (3.1-156) 

vhere F is the following system gradient matrix (Jacobian matrix): 
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Step 4: Kalrrian filter. gain cor~~ptltatio~t The Kalman filter gain (correction 
matrix) is computed as 

Step 5: State vector estir17~1tior1 The state vector estimation ('corrected state 
vector estimation', 'filtering') at time (/<+I) is performed through the feedback 
correction scheme, which makes use of the actual measured quantities (y): 

Step 6: Covariance rlmtris of estirliatior~ error The error covariance matrix can 
be obtained from 

Step 7: k = k + l ,  x(k)=x(lc-l), P(k)=P(li-1) and go to Step 1. 

It should be noted that this scheme requires the measurement of the stator 
voltages and currents. However, in a PWM voltage-source inverter-fed PMSM 
drive, it is also possible to reconstruct the stator voltages from the d.c. link voltage 
and switching states as discussed in connection with eqn (3.1-59). This requires 
the measurement of the d.c. link voltage, which can vary. However, it is also 
possible to use such a scheme in which it is not necessary to monitor any voltage 
at all, but instead of using the actual stator voltages, they can be replaced by the 
voltage references, which are inputs to the PWM modulator used. This is possible 
if the PWM inverter switching period is small with respect to the stator electrical 
time constant (T,=L,IR,) of the machine. Such an approach has the advantage 
of not only leading to a further reduction of the number of sensors required, hut 
it does not require the low-pass filtering used with the usual method of stator 
voltage monitoring (to eliminate the modulation noise). The reference voltages can 
he determined by using the estimated values of the currents, position, and speed 
obtained by the EKF. The need for the presence of the estimated currents is 
obvious in the reference voltages, since these voltages must contain an ohmic 
voltage component, which contains these currents (and the currents are multi- 
plied by an ohmic type of gain to give the ohmic reference voltage). However, the 
presence of the estimated speed and position is also required, because the refer- 
ence voltages must also contain back e.m.f. components, which depend on the 
speed and position in the stator reference frame. This can also he seen from eqns 
(3.1-146) and (3.1-147), where the direct-axis back e.m.f. contains rb,o,sinH,, and 
the quadrature-axis hack e.m.f. contains Jl,o,cosH,. Thus a direct-axis stator 
reference voltage will contain the estimated d~rect-axis stator current, the esti- 
mated value of the speed, and the estimated value of the sine of the rotor angle. 
Similarly, the quadrature-axis stator reference voltage will contain the estimated 
quadrature-axis stator current, the estimated value of the speed, and the estimated 
value of the cosine of the rotor angle. Thus the following reference voltages can 
be used in the interval t(li) to t(k+ I), and they can be used in a PWM inverter-fed 

PMSM drive with a space vector modulator [Bado el a/. 19921: 

where T, is the stator time constant and T is the sampling time, i,,(li+llli), 
f,o(lc+l/li), d,(k+llk), and 8,(li+llli) are the estimated stator current compon- 
ents, speed and rotor position respectively, which are obtained by the EKF. The 
second part of the voltage references is the hack e.m.f. component, In the next 
sampling period, t(k+l) to t(/i+2), these reference voltages to the space-vector 
modulator force the actual stator currents i,,(k+l), i,,(lc+l) to match their 
reference values i,,,,,(k+2), i,,,,,(lc+2) at the sampling instant t(k+2). The 
technique described is one type of predictive current control, which ensures that 
the reference currents match the ones estimated by the EKF. 

An EKF-based position- and speed-sensorless vector-controlled PMSM drive 
can work in a very wide speed-range, down to very low speeds. However, around 
zero speed, the speed control system loses its control properties. This is due to the 
fact that at lower speeds the stator voltages become smaller and the measurement 
errors and the inaccuracies in the machine model become significant and lead to 
estimation errors of the states. 

3.1.3.6 Vector control using position estimators based on inductance 
variation due to geometrical and saturation elfects 

In vector-controlled permanent-magnet synchronous motors (PMSM) the rotor 
posltlon can also be estimated by using inductance variations due to saturation 
and geometrical effects. These two techniques are discussed below. 

3.1.3.6.1 Scherl~e I, rrtilizing satitratio~i efects: rl~achirre lvith 
srrrfcrce-r~ioirnted rimgnets 

In a PMSM, because of saturation elfects, the stator inductances are a function 
of the rotor position. This variation can be used for the estimation of the rotor 
position. The variation arises even in a PMSM with surface-mounted magnets. In 
such a machine, due to saturation in the stator teeth the direct-axis synchronous 
inductance is smaller than the quadrature-axis synchronous inductance and these 
inductances are functions of the rotor position. It can be shown that, in general, 
these inductances depend on 21, where /l is the angle of the magnet flux (with 
respect to the stator-voltage space vector) [Schroedl1991]. It is possible to deter- 

even at standstill by applying test stator voltages with different directions 
, with respect to the stator reference frame) and by measuring the resulting 

es of the stator-current space vector. This can he proved by considering the 
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stator voltage equation at standstill. Thus by neglecting the stator resistance, from 
the stator voltage equation we find that di,ldt =17,IL holds, where i, and 17, are the 
space vectors or the stator voltages and currents respectively, and L is a complex 
inductance, which depends on 28. This technique can he combined with the 
open-loop flux estimator techniques described in Section 3.1.3.2 and could he used 
for the detection of the stator flux in the zero-speed region. It is interesting to note 
that a similar technique could also he used for an induction motor for the 
estimation of the angle of tlie magnetizing flux (or the rotor flux) with respect to 
the real-axis of the stator reference frame. This is based on the fact that in the 
induction motor, due to saturation of the stator and rotor teeth, the stator 
inductances depend not only on the level of saturation but also on the position of 
the main flux. At standstill disldt=&lL holds, where L is a complex stator 
transient inductance of the induction machine and, by applying appropriate stator 
voltage test vectors (17) disldt call he measured. The angle of the mag- 
netizing flux can then he obtained since the locus of the modulus of the complex 
transient inductance is an ellipse and the minimum of this ellipse is in the 
direction of the magnetizing flux. 

3.1.3.6.2 Sclrml~r 2, ~tfilizirlg geomrtrical scrlier~c~~ ej'ects: r~~ochii~e iiith 
irllerior nlagrrels 

A PMSM with interior magnets behaves like a salient-pole machine, and the 
inductances are different in the direct and quadrature axes. Furthermore, it 
should he noted that L,,>L,, is obtained (in contrast to a salient-pole syn- 
chronous machine with wound rotor and damper windings, where L,,>L,,).,The 
inductance variation can again be used for the estimation of the rotor position 
and the inductances can be obtained by using the monitored stator voltages and 
currents. This will be discussed for the case when the PMSM with interior magnets 
is supplied by a current-controlled PWM inverter and the switching frequency is 
assumed to he high. 

In a PMSM with interior magnets, the dikrent  inductances are physically due 
to the fact that each magnet is covered by a steel pole-piece, and thus high- 
permeance paths are produced for the magnetic Auxes across these poles and also 
in space quadrature to the magnet flux. However, in the magnetic circuit on the 
quadrature-axis of the rotor there is only iron, and in the direct-axis of the rotor 
a part of the magnetic circuit consists of the magnet whose permeability is 
approximately equal to that of air. Thus the reluctance in the direct-axis is 
increased and the inductance is decreased, and since the reluctance in the direct 
axis is much larger than in the quadrature axis, L,,> L,, arises. 

As mentioned above, the inductances of the PMSM with internal pernlanent 
magnets can he ohpained by using monitored stator voltages and currents. In general, 
due to the saliency, all the stator inductances vary with (20,), where 0, is the rotor 
angle. For example, the stator phase sA self-inductance can he expressed as 

where L,,=L,,+L,,.. The stator self-inductances in stator phases sB and sC 
can he expressed similarly, hut are functions of (20,+2rr13) and (20,-27113) 
respectively. The mutual inductances between the stator phases are also functions 
of twice the rotor angle, and for example the inductance LA,, between stator phase 
sA and stator phase sB can be expressed as 

Similarly L,, varies with (20,) and LA, varies with (20,+2n13). In these 
expressions L,, is the leakage inductance of a stator winding, L,,. is the magnet- 
izing inductance due to the fundamental air-gap flux, and Ls2 is the self- 
inductance due to the position-dependent flux. If the direct- and quadrature-axis 
synchronous inductances are known (L,,, L,,), then Ls2 and L,,+(3/2)L5,, can he 
expressed in terms of L,, and L,, by considering [Vas 19931 

L s q = L , I + ~ ( L ~ o ~ + L s 2 ) ,  (3.1-166) 

since it follows from eqns (3.1-165) and (3.1-166) that 

In general the stator voltage equation in the stationary reference for stator 
phase sA can he expressed as u,,=R,i,,+dr~.,Idt, where the stator flux linkage 
I$,, contains the stator flux-linkage components due to the three stator currents 
and also a component due to the magnet flux. However, if it is assumed that the 
switching frequency of the PWM inverter supplying the motor is lugh (inductance 
variation with rotor position can he neglected in one switcliing period) then the 
stator voltage equation takes the form 

where R, and L,, are the resistance and synchronous inductance of stator phase 
sA respectively, and e,, is the hack e.m.f. of stator phase sA. In general the back 
e.m.f is proportional to the motor speed. In eqn (3.1-169) the inductance L,, can 
he expressed as follows: 

L,A= LA,- LAB. (3.1-170) 

Before perrorming the measurement of L,,, first the variation of L,, with the 
rotor angle is obtained using tlie known values of L,, and L,,. For this purpose 
eqns (3.1-163) and (3.1-164) are substituted into eqn (3.1-170), and then in the 
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resulting equation, the inductances LSZ and L,,+(3/2)L3. are substituted by eqns 
(3.1-167), (3.1-168) respectively. Thus 

is obtained. Similar expressions can be obtained for the synchronous inductances 
of the other two stator phases, L,,, L,, respectively: 

Lsd+ Lsq +[L,.; L ~ ~ ] ~ c o s ~ ~ e . - ~ ~ ~ 3 ~ - C o S ~ ~ ~ r - ~ ~ ~ l  13.1-173) 
L,, = ----- 7 - 

The obtained variation of the three synchronous inductances with the rotor angle 
is shown in Fig. 3.37. 

By using eqns (3.1-171)-(3.1-173), a look-up table can be created which contains 
corresponding values of the synchronous inductances and the rotor angle. This 
table can then be used for the estimation of the rotor angle by using measured 
values of these inductances. The measurements will be described below, but it 

135" 195" 255O 315" 360' 
8, (electrical degrees) 

Pig. 3.37. Variation of synchronous inductances with the rotor angle 
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should be noted that to obtain accurate values of the rotor position, L,, and L,, 
have to be known with great accuracy. The reason for using three synchronous 
inductances is now discussed. In theory, the rotor position can be estimated from 
the measured inductance L,,, but it must be considered that since it varies with 
twice the rotor angle, in every electrical cycle it goes through two cycles and a 
specific value of the inductance corresponds to four different rotor positions. For 
example, in Fig. 3.37, the value of L,, is the same at four points C, G, I, and M. 
Therefore to obtain an unambiguous rotor-position estimation for a specific value 
of the inductance, the information on all three inductances (L,,, L,,, and L,,) has 
to be utilized by calculating them during different intervals of each electrical cycle. 
A simple solution is obtained if the appropriate inductances are determined in the 
AB, CD, EF, GH, U, KL, and MA intervals shown in Fig. 3.37. For this purpose, 
L,, is determined from point A to point B in Fig. 3.37 (0 to 15 electrical degrees 
interval), L,, is determined from point C to point D (15 to 75 electrical degrees), 
and L,, is determined from point E to point F (75 to 135 electrical degrees). L,, 
is then determined from point G to point H (135 to 195 electrical degrees), L,, is 
determined from point I to point 3 (195 to 255 electrical degrees), L,, is 
determined from point K to point L (255 to 315 electrical degrees), and finally L,, ,) 

is determined from point M to point A (315 to (ll:electrical degrees). The :.>i.':7 
determined inductance values are stored in the look-up table, e.g. for every 0.05 
electrical degree steps. However, since only parts of each inductance variation are 
utilized to estimate the rotor position, the look-up table has to be only 60 electrical 
degrees long and a position estimator using this scheme with an accuracy of 0.1 
electrical degrees requires only 1200 stored elements (memory locations). 

By using the monitored voltage u,, and monitored current i,,, the inductance 
L,, can be determined from eqn (3.1-169), but again it should be emphasized that 
it is assumed that the PMSM with interior magnets is supplied by a current- 
controlled PWM inverter with a hysteresis controller and the switching frequency 
is high (thus in one switching period the variation of the inductance can be 
neglected). By using eqn (3.1-169), it is possible to estimate the synchronous 
inductance L,, from 

where the back e.m.f is assumed to be constant (during a switching period); it is 
proportional to the rotor speed (w,): 

In eqn (3.1-175) c is a constant, and the derivative d0,ldt can be approximated 
by using the rotor positions of two previous time instants, t i + ,  and t i - 2 .  Thus the 
rate of change of the rotor angle is 
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At lower speeds the back e.m.f. is smaller, hence the assumption of constant back 
e.m.f. at lower speed results in a smaller error. Similarly, in eqn (3.1-174) the rate 
of change of the stator current can be approximated as 

It should be noted that a similar technique can be used for the estimation of 
the synchronous inductances in phases sB and sC respectively (these are L,, and 
L,, respectively). The synchronous inductances obtained by measurements can 
then be used in the look-up table described above to obtain the corresponding 
rotor position. However, it should also be colisidered that a measured inductance 
may not be contained in the look-up table and in this case the rotor position can 
be determined by considering the inductance in the table whose value is closest 
to the measured one. 

The position estimation using tlie real-time estimates of the inductances can 
be conveniently performed by using a DSP. The position sensing error can be 
minimized by using a higher switching frequency (in this case the assumption of 
tlie constancy of the inductances and the back e.m.f during a switching period is 
more valid). 

3.1.3.6.3 Scherne 3, vtiliziilg geoiiietrical salienc~~ effects: I I IOCII~II~  111ith 
interior iilagiiets 

For the estimation of the rotor position and rotor speed of an interior-permanent- 
magnet synchronous machine, even at zero and low speeds, it is also possible to 
use saliency effects in another way to that described above. In order to be able to 
track the saliency, high-frequency voltages are injected into tlie stator (the 
amplitude and angular frequency of these are Us! and w, respectively). These 
produce high-frequency currents which vary with the rotor position. By detecting 
these currents and by using appropriate processing, a signal is produced, which 
is proportional to the difference between tlie actual rotor position and the 
estimated rotor position. The position error signal is then input into a controller 
which outputs the speed estimates and when this is integrated the rotor position 
estimates are obtained. 

First, it is shown below that in the permanent-magnet synchronous machine with 
interior magnets, the position dependency of the stator inductances causes position- 
dependent current responses when the stator is supplied by high-frequency voltages. 
By measuring these stator currents, it is then possible to extract the information on 
the rotor position. 

In the interior-permanent-magnet synchronous machine the stator inductances 
(L,,, L,,) in the direct and quadrature axes of the rotor reference frame are different 
(L,,<L,,) and the injected stator Rux-linkage compo~tents in the d, q axes are 
$,,,=L,,i,,,, I & ~ ~ ~ = L ~ ~ ~ ~ ~ ~ .  However, in the stator reference frame, the injected 
stator flux linkages ($,,,, jk.,,) contain rotor position (0,) dependent inductances, 
L,,=L,+ALcos(?;O,), L,,=L,-ALcos(?O,), L,,,=LSQD=ALsin(20,), where 
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L, =(L,,+L,,)IZ and AL=(L,,-L,,)12. A simple proof of this can be obtained, 
for example, by performing the transformation of the injected stator-flux space 
vector expressed in the rotor reference frame, ~ ~ = ~ , , i , , , + j ~ , , i ~ ,  into the 
injected stator flux-linkage space vector expressed in the stationary reference - - 
frame, I&,! = $5'jexp(j0,) = I/J.~,+ j$,,,, and then by resolving the obtained flux 
linkages into their real- and imaginary-axis components. For this purpose the 
expressions of the stator-current space vector in the rotor reference frame, is',= 
i,,,+ji,,,, and also in the stator reference frame, i,i=i,oi+ji,,i=i~'jexp(jO,), are 
also introduced. Thus 

is obtained, and resolution into its components ($sDi,!bsQi) yields the injected 
stator Rux-linkage components (in the stationary reference frame) which contain 
the inductances defined above. However, due to the appropriate injected high- 
frequency stator voltages, the injected stator flux-linkage components in the 
stationary referelce frame -are obtained from I/I,,, +~I/I.,~ =  IF^^ = ~$;,ex~(jO,) = 

($5di+j~/lsqi)e~p(jOr), where 8, is the estimated value of the rotor position, 1@,,,=0, 
and i&,,,=~ir,,(t)dt, ri,,(t)=U,,cos(oit) (due to the high frequency, the stator 
ohmic voltage drop can be neglected), thus $, , i=(U,i lo,)s in(~) .  It is important 
to note that the direct-axis injected stator flux is zero and only a quadrature-axis 
stator flux is injected. It follows that 

=  lo,) sin(w,t) sin O , + j ( ~ , ~ l w ~ )  sin(wit)cos 0,. (3.1-179) 

It follows that in the steady-state the stator currents due to the injected stator 
voltages can be obtained from eqns (3.1-178) and (3.1-179) as 

where the high-frequency current amplitudes are 

and 

It follows from eqn (3.1-180) that the high-frequency stator current in the rotor 
reference frame is 
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Thus the direct-axis stator current in the rotor reference frame due to the 
injected high-frequency stator voltages is obtained as 

i,,i={~,i,sin[2(0,-~r)]}sin(o,t). (3.1-184) 

It follows that the frequency of this stator current is equal to the frequency of the 
injected high-frequency voltages and is amplitude-modulated by the error between 
the actual rotor position and the estimated rotor position. It is this signal from 
which the rotor position can be extracted. For this purpose, this signal is low-pass 
filtered and demodulated and thus the d.c. signal c ,=I , , ,  sin[2(0,-8,)1 is oh- 
tained, which contains the position error 0,-8,. The demodulation can be per- 
formed by multiplication of the high-frequency signal by another signal at the 
injected frequency. 

The obtained demodulated error signal (el) is then fed into a linear controller 
which updates the estimated rotor position and drives the error to zero (in other 
words the d-axis stator current at the injected frequency is forced to zero). Thus 
the filtered and demodulated signal drives a controller, K, + Kllp, where K, and 
K,  are gains of the controller (linear observer), thus the rotor position is obtained - - 
as O,=Jdrd:, where d ,=(K,+K2/p)~ ,  is the estimated rotor speed. The esti- 
mated electromagnetic torque can be used to obtain the dynamic accuracy of the 
estimation. For this purpose the estimated electromagnetic torque is used as'  
feedforward which drives an estimated mechanical model of the machine [Corley 
and Lorenz 19961. It is a great advantage that the steady-state tracking ability of 
the estimator does not depend on machine parameters. Although the current 
amplitude I,,, depends on the machine inductances, it is only a scaling term and 
does not affect the accuracy of the rotor position estimates since its spatial angle 
is tracked and not the amplitude. Furthermore, I,,, is independent of the speed, 
thus the observer eigenvalues are independent of the speed if a linear observer is 
used. The estimation scheme relies on the total decoupling of the direct and 
quadrature-axes in the rotor reference frame. However, under saturated magnetic 
conditions (at load) a position error will arise due to saturation, but this error is 
only an offset [Corley and Lorenz 19961 which can be compensated for. The 
estimator can be used in a wide speed-range, including zero speed. 

The voltage command feedrorward signals which are required to ensure that 
~~;,=~~~~,+j~~~~,=j(U~~lw,)sin(o,t) can he obtained by considering the stator volt- 
age equation expressed in the rotor reference frame. However, due to the high 
injected frequency, the stator ohmic drop can be neglected, and it follows from 
eqn (2.1-148) that &'i=d$;j/dt+jd,$;j holds (all the primed quantities are ex- 
pressed in the rotor reference frame and d, is the estimated rotor speed). By sub- 
stitution of ~ ~ ~ = j ( ~ , , l o , ) s i n ( w , : ) ,  finally 

17:,=1r,,~+jir,,~= -d,(U,ilwi) sin(w,/)+jU,icos(w,t) (3.1-185) 

is obtained. In a vector-controlled drive, the command stator voltages in the rotor 
reference frame can then he obtained by considering that the drive contains 
synchronous current regulators on the outputs of which 11, and rr, are present, and 

thus the reference voltages ir,,,,,, ir,,,,, in the rotor reference frame can be 
obtained from 

where tr,,,, ir,,, are given by eqn (3.1-185). Thus the command voltages in the 
stationary reference frame can he obtained from 

It should be noted that in Sections 4.5.3.3.3 and 4.5.3.3.4 a similar rotor speed 
estimator is discussed for an induction machine, but in the induction motor 
saliency due to magnetic saturation or deliberately introduced rotor asymmetry is 
utilized. 

In the final part of the present section the initial rotor-position estimation of an 
interior-permanent-magnet machine is described, by utilizing saliency effects. As 
discussed above, in a PMSM with interior magnets, there exists saliency and the 
direct and quadrature axis inductances (L,,, L,,) are different, L,,<L,,. When 
symmetrical three-phase sinusoidal stator voltages are applied to this machine at 
standstill, due to the saliency, in the steady-state, the locus of the space vector of 
the stator currents in the stationary reference frame becomes an ellipse (in a PWM 
VSI-fed drive system, the currents are not perfectly sinusoidal and this locus is 
not perfect ellipse). If the stator currents are monitored, and thus the locus of the 
space vector of the stator currents is known, then the position of the major axis 
of the ellipse can be used to obtain information on the rotor angle (0,). By 
definition, the direct axis of the rotor (rd) is in the direction of the north pole of 
the rolor magnet. If the major axis of the ellipse is located at angle 6 from the 
real-axis of the stationary reference frame (sD), and the direct-axis or  the rotor 
(rd) is located at angle 71 from the major axis of the ellipse, then the rotor angle 
can be obtained from 0,=6+y. The displacement angle, y,  is caused by the 
armature impedance. If the frequency of the armature current is constant, then y 
is constant. The frequency of the applied stator voltage can he selected to be high. 
This generates a very small torque so the rotor cannot turn and stays still during 
the initial rotor-position estimation procedure. 

When the machine is at standstill, in the absence of saliency (L,=L,,=L,,), in 
the steady-state, the locus of the stator-current space vector is a circle when the 
stator voltages are symmetrical three-phase voltages. This fact also follows 
from the space-vector voltage equation of the machine at standstill, ii:=R,c+ 
d(L,ii)ldt (the magnet flux, I//,, is not present in this equation, since because 
o,=O, the rotational voltage component jo,$,exp(jO,)=O). Thus i,,+ji,,= 
Ii,\exp[(ot-I~J)] is obtained, where the phase angle is +=tan-'(X,lR,) and 
the radius or the circle is equal to IT,[ =U,I(R:+X~)'", where X,=oL,. However, 
for the machine with saliency, from the direct- and quadrature-axis voltage 
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equations of the machine at standstill (t~,,= R,i,,+d(L,,i,,)ldt, r rSq= Rsisq+ 
d(L,,i,,)/dt) it follows that is, = li,,lcos(ot - </I , )  and is,= li,,lcos(wt -4 ) In these 
expressions i = U s ( + X s ) ,  i q = U R +  X ~ d = t a n - 4 ' ; ~ , d / ~ , ) ,  
and 4,=tan-'(X,,IR,). Thus the space-vector locus of the stator currents is an 
ellipse. The major axis of tlie stator-current space-vector locus can be obtained 
from the monitored stator currents (i,,,isQ). Since in tlie interior-permanent- 
magnet machine L,,>>L,,, it follows that the modulus of is, is larger than the 
modulus of i,, and thus tlie major axis of the ellipse is close to the rd-axis. 1r tlie 
erects of magnetic saturation are neglected then the ellipse is described by the 
second-order equation: Ai:D+2Bi,,i,Q+Ci2D+l =O and the angle of the major 
axis can be obtained from 6=(1/2)!an-'[2B/(A-C)]. 

It has been stated above tllat due to the PWM inverter the stator-current 
space-vector locus is not a perfect ellipse. When the d.c. link voltage is large, the 
ripple in the currents is larger and the deviation from the ellipse is larger. In the 
case when there are current ripples, the coefficients A, B, and C can be determined 
in such a way that the square error between the ellipse described by the equation 
given above and the current space-vector locus should be minimal. For this 
purpose it is possible to use the Newton-Rapllson method. Since the number of 
data used to obtain the stator-current space-vector locus coefficients is large, the 
estimation is very accurate and is robust against current ripples and noise. 

Since S is estimated by using the inverse tangent function, there is an 
ambiguity or n. degrees in the estimation. Physically this means that i t  is not 
known if this angle is the angle between the north pole of the magnet and the 
sD-axis or the south pole of the magnet and the sD-axis. However, it is possible 
to identify the direction of the north pole by using the fact tllat the centre of the 
stator-current space-vector locus will shift due to magnetic saturation [Kondo 
et 01. 19951. 

3.1.3.7 Vector control using artificial-intelligence-based estimators 

The application of two types or artificial-intelligence-based estimators is briefly 
discussed below; these use an artificial neural network (ANN) or a fuzzy-neural 
network. However, for further details, the reader is referred to Section 4.4 and 
Chapter 7. 

It is possible to train a supervised multi-layer feedforward ANN with back- 
propagation training for the estimation of the rotor position and rotor angle. By 
using the back-propagation algorithm, the square of the error between the 
required and actual ANN output is minimized. The trained ANN can tben be 
used in real-time applications. Such an ANN contains an input layer, an output 
layer, and the hidden layers. However, the number of hidden layers to be used is 
not known in advance: this has to be determined by trial and error, although it 
should be noted as a guideline that in electrical engineering applications the 
number of hidden layers is usually one or two. Furtliermore, the number of 
hidden nodes in the hidden layers is also not known in advance and again this 
has to be obtained by trial and error. The number of input nodes depends on the 

training data used, and various possibilities exist for this purpose. This also 
depends on tlie type of PMSM (machine with surface-mounted magnets or 
machine with interior magnets). However, it is possible to construct such a neural 
network wliich also uses a1 its inputs the stator currents of the machine (is,,isQ), 
but for each of the stator currents used, there are two inputs, corresponding to a 
present and also to a past input [i,,(k), i,,(li-I), isa(li), i8a(lc-l)]. I t  is an 
advantage of such an approach that, in contrast to other conventional techniques 
described in the previous sections, it does not require a mathematical model of 
the machine, since a well-trained ANN which uses supervised learning is capable 
of approximating any non-linear function (by using the examples during the 
learning stage). It is also an advantage that the training can be automized. 

It is possible to overcome some of tlle ditliculties of the ANN-based approach 
described above by using a fuzzy-neural estimator instead of the conventional 
neural estimator. This is basically a neural network with fuzzy features. As dis- 
cussed above, a conventional neural network using supervised learning uses a 
fixed topology and back-propagation learning. However, it is difficult to relate the 
structure of tlie network to the physical processes and there are no guidelines for 
the selection or  the number of hidden layers and nodes. A fuzzy-neural system 
combines the advantages of fuzzy-logic and neural networks. In a fuzzy-neural 
system the struc'ture of the network is based on a fuzzy-logic system. It is another 
advantage of a fuzzy-neural network that the number of layers and also the 
number of nodes is known. In a conventional fuzzy-logic-based system, the 
number of rules, the rules themselves, the number of membership functions, and 
the membership functions themselves have to be known n prior!. However, in an 
adaptive fuzzy-neural network this is not the case, and thus it is possible to obtain 
automated design and tuning of the fuzzy-neural estimator. 

There are many possibilities for implementing an adaptive fuzzy-neural esti- 
mator, e.g. there exist Mamdani-type and Sugeno-type ruzzy-neural networks (see 
the reference list at the end of Cbapter 7). In a Mamdani-type fuzzy-neural 
system, there is an  input layer, followed by a fuzzification layer, and there can be 
three more layers corresponding to the fuzzy AND, fuzzy OR, and defuzzifica- 
tion. Each layers contain well-defined node functions. The design or such a net- 
work can use a two-stage learning process [Stronach 19971, a first-stage clustering 
by supervised learning and a second-stage fine-tuning by supervised learning. The 
first-stage learning algoritllm can be the competitive (instar) learning algorithm 
and after the first stage, the number or rules, the rules themselves, the number of 
input and output membership functions, and initial shapes of these are known. 
In the second-stage linal tuning is achieved. There are again many possibilities for 
the selection of the input data, and e.g. i t  is possible to train a fuzzy-neural 
network where the measured stator currents are also used (as with the ANN 
described above) for position and speed estimation. It sl~ould be noted tllat when 
a fuzzy-neural network is used, the network arcliitecture can be more complicated 
than the required architecture with a 'pure' (non-fuzzy) ANN (e.g. it could 
contain an increased number of nodes), and this could be a disadvantage of this 
technique. 
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Although some large manufacturers (Yaskawa, Hitachi) have already incorpor- 
ated artificial intelligence into their induction motor drives, it is expected that in 
the future artificial-intelligence-based estimators will have a larger role in other 
drive applications as well. 

3.2 Vector control of synchronous reluctance machines 
and synchronous machines with electrically excited rotor 

3.2.1 M A G N E T I Z I N G - F L U X - O R I E N T E D  C O N T R O L  O F  A 
SYNCHRONOUS M A C H I N E  W I T H  ELECTRICALLY E X C I T E D  ROTOR 

3.2.1.1 General introduction 

It is possible to design high-performance drive systems employing salient-pole 
synchronous machines with electrically excited rotor. In this section, the principle 
of the drive control will be based on field-oriented or more precisely, magnetizing- 
flux-oriented control. The control method can be applied to voltage-source. 
inverter-fed synchronous machines, cycloconverter-fed synchronous machines, 
and force-commutated current-source inverter-fed synchronous machines. 

Vector control is not suitable for the load-cornmutated inverter-fed syn- 
chronous machine. In this drive, there is a phase-controlled rectifier on the supply 
side of the d.c. current link, which has a current control loop and operates as a 
controlled current source. The controlled d.c. current is passed through a d.c. link 
inductor to the thyristor-commutated three-phase inverter which supplies the 
synchronous machine with quasi-square-wave line currents. The role of the d.c. 
link inductor is to smooth the d.c. link current and to allow the rectifier and 
inverter to operate independently. Load commutation is ensured by overexcitation 
of the synchronous machine and thus the machine operates at leading power 
factor. Since the inverter is commutated by the induced voltages of the syn- 
chronous machine, load commutation will not function at a very low rotor speed, 
since in this case the induced voltage is low. The torque and the speed of the 
machine are controlled by the d.c. link current and the frequency of the inverter 
respectively. Vector control is not suitable for this drive because the stator 
currents of the synchronous machine cannot be freely controlled as, for example, 
in the case of the current-controlled PWM inverter, since the firing angle of the 
machine-side inverter must be formed to ensure safe commutation of the inverter 
and to yield a maximum link voltage and minimal link current for a given torque 
to achieve a higher power factor of the machine-side inverter. The control of the 
firing must be performed to give a minimal value of the turn-OK angle (which is 
equal to the inverter advance angle minus the overlap angle), to give maximal 
motor power factor and eficiency, hut it should he large enough not to produce 
commutation failure. Thus at any speed the turn-off angle must have a value such 
that it will allow a safe recovery of the outgoing thyristor. Furthermore, as a result 
of operation at leading power factor, decoupling of the torque- and flux-producing 
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components of the stator currents is not possible. Since this drive requires a 
smaller number of switching devices (e.g. thyristors) than those found in cyclocon- 
verter drives, and since higher frequencies and speeds can be obtained than with 
the drive using a cycloconverter, the load-commutated inverter-fed synchronous 
machine has found extensive high-power, high-speed applications. At such high 
power levels (several megawatts) there are no d.c. machines available. However, 
in these load-commutated inverter-fed synchronous drives high dynamic perforn- 
ance is usually not required, and thus the fact that vector control cannot he 
employed does not represent a great disadvantage. 

Similarly to that described for smooth-air-gap machines, it is a main feature of 
the magnetizing-flux-oriented control of salient-pole synchronous machines that 
the stator current is divided into two components, a direct-axis component i,, and 
a quadrature-axis component i,,,, which determine the magnetization and the 
electromagnetic torque independently of each other. The quadrature-axis stator 
current component is in space quadrature to the magnetizing flux-linkage space - 
phasor I//,,, and the electromagnetic torque is proportional to the product of the 
modulus of the magnetizing flux-linkage space phasor II~,I and the quadrature- 
axis stator current is,. Figure 3.38 shows the steady-state phasor diagram for the 
salient-pole synchronous machine. 

In Fig. 3.38 I//,, and I$,, are the magnetizing flux-linkage components in 
the reference frame fixed to the rotor and the space phasor of the stator currents 
i, is also shown for the case of unity power factor. By using eqns (2.2-10) and 
(2.2-ll), these flux components can be expressed in terms of the stator and rotor 
currents as 

lbmd =Lrncl(iSd +irn+ i , ~ )  =Lmdirnd (3.2-1) 

~b,~=L.,,(i~,+i~~)=L~~i~~, (3.2-2) 

I 
/ y v  0 \ &qmd No-load point . . 

? d 
i,d -Z-.. '%,I Lmd i r ~  

Lm, i,d 

Fig. 3.38. Steady-state phasor diagram of the salient-pole synchronous machine. 
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where L,, and L,,, are the magnetizing inductances along the direct (d) and 
quadrature (q) axes fixed to the rotor, i,, and i,, are the direct- and quadrature- 
axis stator currents in the rotor reference frame, i,, and ;,,, are the damper currents 
along the d and q axes respectively, which are zero in the steady state, i,, is the 
field current and i,,, i,, are the magnetizing current components in the rotor 
reference frame. The magnetizing flux-linkage space phasor is defined as Gm= 
@,,+~I/I , ,  and is also shown in Fig. 3.38. As previously, a special (s,y) reference 
frame is chosen, where the direct axis (s) is aligned with the magnetizing flux- 
linkage space phasor and the special reference frame rotates at the speed of the 
magnetizing flux-linkage space phasor. In Fig. 3.38 the magnetizing-current space 
phasor is also shown and is defined as im=i,,+ji,,. As a result of saliency this 
is not coaxial with the magnetizing flux-llnkage space phasor. 

3.2.1.2 Implementation for a cycloconverter-fed salient-pole synchronous machine 

Here the control scheme for the magnetizing-flux-oriented control of a salient-pole. 
synchronous machine with electrically excited rotor winding is discussed. The 
excitation winding on the rotor of the synchronous machine is supplied by a 
controllable three-phase rectifier. The stator windings are supplied by a cyclocon- 
verter, which utilizes the current control described in Section 3.1.1. 

The cycloconverter is a frequency converter which converts power directly 
(without an intermediate d.c. link) from a h e d  frequency to a lower frequency. 
In one specific implementation, the cycloconverter consists of three sets of anti- 
parallel six-pulse bridge rectifiers without circulating currents. Figure 3.39 shows 
the schematic of the cycloconverter-fed synchronous machine drive. 

Each of the motor phases is supplied through a three-phase transformer and an 
anti-parallel thyristor bridge and the field winding is supplied by another three- 
phase transformer and a three-phase rectifier using the bridge connection. The 
synchronous machine is equipped with rotor-position (0,) and rotor-speed (or) 
transmitters and the stator currents (i,,, i,,,i,,) and the excitation current (i,,) are 
also monitored. The control circuits utilize the rotor speed, rotor position, and 
monitored currents to control the relationship between the magnetizing flux and 
currents of the machine by modifying the voltages of the cycloconverter and the 
excitation current in the field winding. 

Since each of the anti-parallel converters carries only one direction of the output 
current, and the output voltage of each converter can have positive or negative 
polarity, the cycloconverter is suitable for four-quadrant operation and can supply 
inductively or capacitively excited synchronous machines without the need for any 
extra equipment. The output currents of the cycloconverter have low harmonic 
content. The excellent current waveforms enable the synchronous machine to 
produce a uniform torque at standstill and during starting. In practice there are 
several power-circuit configurations to connect the cycloconverter to the supply. 
In one of the applications there is an isolation transformer (or three separate 
transformers) between the supply network and the cycloconverter phases as 
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Fig. 3.39. Schematic of the cycloconverler-fed syncl~ronous machine drive. 

shown in Fig. 3.39. This is necessary to ensure that the three sets of anti-parallel 
bridge rectifiers can operate independently. 

It should he noted that since the bridge rectifiers are line-commutated, the 
frequency range is limited to approximately half the supply frequency and thus 
with a line frequency of SOHz, the output frequency of a 6-pulse cycloconverter 
can vary between approximately 0 and 25Hz. However, this limited output fre- 
quency is or no importance in low-speed drives. 

At  higher voltages and frequencies the utilization of the cycloconverter can be 
improved by changing the output voltages of the cycloconverter from sinusoidal 
to trapezoidal waveforms since the amplitude of the fundamental voltage compon- 
ent exceeds the maximum instantaneous value by 15%. However, it should be 
ensured that air-gap harmonics, which are uneven multiples of 3, should be as low 
as possible, to give the best utilization of the drive system. This can he achieved 
by appropriate machine design. 

In the past, for large-power and low-speed applications, d.c. drives have been 
used. However, owing to the problems associated with d.c. machines discussed 
earlier and also because in large drives, owing to the limited output power of d.c. 
machines, it would he necessary to employ a multi-motor d.c. drive, it is more 
economical to use a single-motor a.c. drive. Since the cycloconverter has practi- 
cally unlimited output power, it is very suitable Tor driving low-speed and large- 
horsepower a.c. motors, e.g. mine-shaft winders, rolling mill drives used in the 
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steel industry, or gearless cement-mill drives. Conventionally low speeds could be 
obtained by, for example, the use of a four-pole machine together with a gearset 
having a large gear ratio. However, the maintenance and cost of these large gears 
is a disadvantage which can be avoided by using the cycloconverter-fed synchro- 
nous machine. Cycloconverter-fed synchronous machines are also used in ship 
propulsion drives, large compressors, large excavators, and large belt conveyor 
systems. In such drives it is preferable to use synchronous machines rather than 
induction machines, because of their big11 power factor and large torque capability 
at low speeds. Furthermore, a synchronous machine draws less reactive power from 
the supply. In comparison with converter-fed d.c. drives, in the cycloconverter-fed 
synchronous machine drive, commutation problems do not exist, the drive has 
higher elliciency and higher overload capacity, and tl~ere are lower maintenance 
and ventilation requirements. The rotor diameter of the synchronous machine can 
be kept smaller in comparison with an equivalent d.c. machine and thus the inertia 
is reduced. The physical size of the synchronous machine fed by a cycloconverter 
is smaller than that of the converter-fed d.c. machine of equal power rating. , 

The control scheme described in the present section is suitable for, say, a rolling 
mill application. For the control system of a rolling mill, the following charac- 
teristics are required: 

high torque and power control response; 

quick accelerationldeceleration; 
frequent startlstop operation; 
four-quadrant operation including field-wealcening mode; 

high overload capacity from zero to maximum speed; 
production of constant torque at zero speed; 

small torque oscillations. 

It should be noted that similar characteristics are required for propulsion 
systems, where until recently d.c. drives have played a dominant role. However, 
in the cycloconverter-fed propulsion drive it can be a great disadvantage to 
employ isolation transformers which are bulky and heavy. Therefore these can be 
eliminated by isolating the three stator phases of the synchronous machine and 
by supplying all the stator phases separately from a separate phase of the cyclo- 
converter (cycloconverter with isolated output phases). 

All the characteristics described above are almost perfectly combined in the drive 
containing a salient-pole synchronous machine fed by the line-cornmutated cyclo- 
converter and subjected to field-oriented control. With the implementation shown 
in Fig. 3.40, operation is possible in both constant-flux and flux-weakened modes. 

Derivation of the reference signals: In Fig. 3.40 the reference rotor speed (a,,.,) 
and the actual monitored value of the rotor speed (a,) are compared and their 
difference is fed into the speed controller, which is a PI  controller. The output 
voltage of the speed controller is proportional to the developed electromagnetic 



torque (I,) of the synchronous machine, and thus the reference torque (t,,,J is 
obtained. This is divided by the modulus of the magnetizing flux-linkage space 
phasor (I$,,J) to yield the reference value of the torque-producing stator current 
component is,.,.,. 

The monitored rotor speed serves as input to function generator FGI, which 
below base speed yields a constant value of the magnetizing flux reference l$,, , , ,rI;  
above base speed this flux is reduced. The flux-linkage reference lii;,,,,l is compared 
with the actual value of tlie magnetizing flux linkage and their difference is fed 
into the flux controller, which is also a PI-controller. The flux controller maintains 
tlie magnetizing flux linkage in the machine at a preset value, independent or the 
load. To ensure optimal utilization of the motor, the magnetizing flux-linkage 
reference l$m,'m,,,l is raised to a very high value during starting to yield a high hreak- 
down torque, but for normal operating conditions it is set to the rated value. The 
output of the flux controller is the reference value of the magnetizing current Ii,,,,,I. 

In Fig. 3.40 the reference value of the field current (i,,,.,) and the reference values 
of the magnetizing and torque-producing stator current components (is,,,,, is,,,,,) are 
obtained as follows. The general expression for the magnetizing-current space 
phasor in the rotor reference frame is obtained from eqns (3.2-1) and (3.2-21, as 

and in accordance with Fig. 3.38, it follows from this equation that because of 
magnetic saliency, the magnetizing flux-linkage space phasor and the magnetizing- 
current space phasor are not coaxial. In the steady state the damper currents i,, 
and i,,, are zero. 

The control strategy is defined in such a way that in the steady state there is 
no reactive power drawn from the stator. In this case the power factor is max- 
imum (cosi/~,=l, where 0, is the pl~ase angle between the stator-current space 
phasor and the stator-voltage space phasor) and the stator currents are optimal, 
i.e. at the minimal level. The zero-reactive-power condition can be fulfilled by 
controlling the stator component is, to be zero and thus from Fig. 3.38 and eqn 
(3.2-3), the following expression is obtained for the reference value of the mag- 
netizing current (rererence of the modulus of the magnetizing-current vector), if 
it is assumed that the space angle of the magnetizing-current space phasor and 
the space angle of the magnetizing flux-linkage space phasor with respect to the 
direct-axis of the rotor are approximately equal, 

., ., 
~ i m r ~ l ~  =irFre1c0s 6 = ( f ~ ~ ~ ~ r - f [ ~ ~ ~ r ) ~ ~ ' ~  (3.2-4) 

where i,,,,, and i,,,,,, are the reference values of the field current and quadrature- 
axis stator current respectively, and the latter current component is formulated in 
the reference frame fixed to the special reference frame. Thus it rollows from 
eqn (3.2-4) that the reference value of tlie field current can be obtained as 

. Iinlrcrl 1 .  =- rPrer cos 6 

Sj~r~chrorior~s riruchines i~rith electricallj~ excited rotor 185 

Because the field winding has a large inductance, it is sometimes necessary to 
keep the magnetizing flux linkage constant by keeping the field voltage transiently 
high. It is therefore erective to provide an additional magnetizing-current com- 
ponent i,, from the stator in the transient state. It should be noted that i,, is the 
direct-axis stator current component in the special reference frame, and thus it is 
collinear with the magnetizing flux-linkage space phasor. Thus in the transient 
state the modulus of the magnetizing-current space phasor is not equal to the 
magnetizing current component produced by the field current in the real axis of 
the special reference frame (i,,cosd), but is the sum of the current components 
i,,cos d and is,. It follows that the reference value of the stator current component 
in the special reference frame can be obtained as 

This reference value becomes zero in the steady-state when the required 
magnetizing current is produced only by the field winding. 

The stator current components i,,,,,, i,,.,,, are first transformed into the stator 
current components i,,,,,, is,,,, established in the rotor reference frame by utilizing 
eqn (3.1-24): 

These components are transformed into the stationary-axes stator current 
components i,,,,,, iSQ,,, by a similar transformation, hut taking into account that 
the phase displacement between the stator direct axis (sD) and the direct axis of 
tlie rotor (d) is 0, in accordance with Fig. 3.19: 

Of course it is possible to combine these two transformations into a compound 
transfornation and thus the following reference values of the currents are 
obtained: 

These equations are similar to the eqns (3.1-28). It should be noted that in eqns 
(3.2-12) and (3.2-13) the angle 8,+5 appears; this is the space angle between the 
magnetizing flux-linkage space phasor and the real-axis of the stationary reference 
frame fixed to the stator. By utilizing the inverse of the transformation matrix 
defined in eqn (2.1-69), the obtained two-axis stator current references are 
transformed into the three-phase stator current references by the application of 



186 JlpLto~. ulld direct torqrte co~lrrol of s~mclrronous ~nacl~irles 

the three-phase to two-phase transformation indicated by the block containing the 
symbol '2-3'. The reference stator currents are compared wit11 their respeclive 
monitored values, and their differences are fed into the respective stator current 
controllers, which are PI-controllers. The output signals from these current con- 
trollers are used to generate tlie firing pulses of the cycloconverter which supplies 
the salient-pole synchronous machine. 

Similarly, tlie reference value of the field current and the actual value of the 
field current are compared and their dilference serves as input to the field current 
controller. This supplies the necessary signal to a controlled three-phase bridge 
rectifier. 

To obtain the reference values of the three-phase stator currents and the 
reference value of the field current, it is necessary to utilize the rotor speed and 
the modulus and phase angle of tlie magnetizing flux-linkage space phasor in 
various reference frames. Thus it is necessary to obtain the load angle 6, the 
rotor speed cu,, and the rotor angle 0,. For this purpose tlie rotor speed is 
monitored, e.g. by a d.c. tachogenerator. In Fig. 3.40 the rotor angle is obtained 
by using the integration block. In practice this can be obtained by using a 
resolver, or by other techniques descrihed in earlier sections. The load angle, the 
components and tlie modulus of the magnetizing-flux space phasor can be 
obtained as descrihed in the next section. 

Deterf~rifmtion of /he confpo~le~nts of /lie ~~irrgnetirirlg Jilts-lirrkage space plmasor 
rrsirlg a a~rrart r?~orlel: The two-axis components of the magnetizing flux-linkage 
space phasor ~b,,, 1/1,, can he determined in many ways. It is possible to use a 
method similar to the one descrihed in the case of the interior-permanent-magnet 
machine. Thus these flux linkages can be determined from the monitored values 
of the machine currents and some machine parameters. However, in contrast to 
the tecllnique descrihed in Section 3.1.2 for the IPMSM, there are now damper 
circuits as well and it is not possihle to monitor the damper currents directly. 
Therefore it is not possible to use directly the flux linkage equations, eqns (3.2-1) 
and (3.2-2), but when the voltage equations of the machine are considered and 
the damper currents are eliminated from the rotor voltage equations, it is possihle 
to obtain expressions for tlie required magnetizing flux components in terms of 
the stator currents and the field current. Such a current model is now described. 

It follows from eqns (3.1-36) and (3.1-37) that the stator voltage equations of 
the salient-pole synchronous machine in tlie reference frame fixed to the rotor can 
be put into the form, 

where the two-axis components of the stator flux linkages are 
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and 

$sq = Lslfsq + lbmq. (3.2-17) 
R, and L,, are the resistance and leakage inductance respectively of a stator 
winding and the magnetizing BILK-linkage components are defined by eqns (3.2-1) 
and (3.2-2). The voltage equation for the field winding can be put into the 
following form in the reference frame fixed to tlie rotor: 

where R,, is the resistance of the field winding. $,, is the flux linking the field 
winding and can be expressed as: 

$ ~ F = ~ F I ~ ~ F + $ ~ ~ ?  (3.2-19) 
where L,, is the leakage inductance of the field winding. Similar equations hold 
for the damper circuits: 

where R,, and R,,, are the resistances of the damper windings along the direct and 
quadrature axes respectively, i,, and i,,, are the currents in the two damper wind- 
ings, and $,, and I//,,, are the flux components linking the damper windings. These 
can be expressed as 

~k,, =L,,, L C  lk,d (3.2-22) 

lbTfl=Lrp~ f ro+@mq> (3.2-23) 
where L,,, and L,,,, are the leakage inductances of the damper windings in the 
direct and quadrature axes of the rotor respectively. 

Expressions for the magnetizing flux linkages which contain the stator and 
field current components and not the damper currents can be obtained from 
the damper voltage equations by eliminating the damper currents. Thus by con- 
sidering eqns (3.2-I), (3.2-201, and (3.2-221, the voltage equation for the a-axis 
damper winding can he put into the following form 

where T,, is the time constant of the damper winding along the u-axis, T,,= 
(L,,+L,,)IR,, and T,, is tlie leakage time constant of the same damper 
winding, T,,, = L,.,IR,. 

Similarly by considering eqns (3.2-2). (3.2-211, and (3.2-23), the voltage equa- 
tion of the damper winding along the P axis can be obtained as 
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where T,,, is the time constant of the p-axis damper winding, TrP=(L,,+L,,,)I 
R,], and T,,(, is the leakage time constant of the damper winding in the p-axis, 
Tr,,=L,lIR,. 

Equat~ons (3.2-24) and (3.2-25) can be arranged as 

where p=dldt. When the magnetizing inductances and the time constants used in 
these equations are known (e.g. by utilizing the results of measurements per- 
formed prior to starting up the drive system) and the currents i,,, f,,, i,, are 
obtained from monitored currents, eqns (3.2-26) and (3.2-27) can be used to 
obtain the magnetizing flux linkages $,,, ~k,, in tlie direct and quadrature axes 
of the rotor. For this purpose it is necessary to obtain is, and is, from the 
monitored stator currents is,, is,, i,,, and therefore to use the inverse of the ahove 
transformations. This is also shown in Fig. 3.40, where tlie monitored stator 
currents are first transformed into their stationary two-axis components i,, and 
iSQ by the application of the three-phase to two-phase transformation, and these 
components are then transformed into the is, and is, currents by the application 
or the block containing the e-'" transformation. The currents i,,, is,, and i IF serve 
as inputs to the block which contains the magnetizing flux-linkage estimator, 
which is based on eqns (3.2-26) and (3.2-27). 

To  achieve successful field-oriented control, it is extremely important to obtain 
accurate values of the flux-linkage components. However, this requires accurate 
values of the machine parameters in the current model descrihed by eqns (3.2-26) 
and (3.2-27). 

In contrast to the current model, it is also possible to use a voltage model, where 
the magnetizing flux-linkage components in the reference frame fixed to the stator 
( $ , , , ~ l / ~ ~ )  are directly obtained from the terminal voltages. In this case the 
monitored terminal voltages of the salient-pole synchronous machine are reduced 
by their respective ohmic and leakage voltage drops and the resulting magnetizing 
voltages are integrated. However, when such a scheme is implemented, at low 
speeds problems can arise concerning the accuracy of the determined flux-linkage 
components. It is possible to have a hybrid implementation, where at lower speeds 
(say below 10% of the rated speed), the current model is used for the estimation 
of the flux-linkage components and at higher speed the voltage model is used. 

Deriuation of the loud nrtgle arid modtrlus of the rtiugnetizing ,ptcs-lirtlcuge space 
phasor.: By considering the vector diagram shown in Fig. 3.38, the load angle 
can be ohtained from 
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and the modulus of the magnetizing flux-linkage space phasor is obtained as 

=(I);,+ d/iq)1'2. (3.2-30) 

Equations (3.2-28) and (3.2-29) are also utilized in Fig. 3.40, and the block 
labelled 'Ahs' yields the absolute value of the magnetizing flux-linkage space 
phasor in accordance with eqn (3.2-30). 

In the control scheme descrihed in Fig. 3.40 it has been necessary to use the 
monitored rotor angle in the blocks containing the transformation ejuc and its 
inverse. However, when the space phasor of the magnetizing flux linkages is 
directly determined in terms of its stationary-axes components, I/I,, and tkmQ, 
which are ohtained from the monitored stator voltages and currents in the way 
descrihed above, it is not necessary to use the monitored value of the rotor anele - 
for the determination of the two-axis stator current references i,,,,,, is,,,, since it 
follows from Fig. 3.38 that 

and thus the required angle in the compound transformation ej'uc+fl is obtained 
from $,,,, and llTm1 or $mo and /IT,,, by using eqn (3.2-31) or eqn (3.2-32). 

It should he noted that by using high-speed microprocessors or signal pro- 
cessors it is possible to perform the computation of the direct- and quadrature- 
axis magnetizing flux linkages, tlie modulus of the magnetizing flux-linkage space 
phasor and the load angle, as well as all the required transformations. 

Ctirrertt control i~aiflr r.111f. conlpenscrtiort: The control system described in 
Fig. 3.40 is similar to the control of a d.c. drive with a bridge converter. However, 
at higher output frequencies of the cycloconverter, even in the steady state, owing 
to a.c. induced stator voltages, which disturb the current control system shown in 
Fig. 3.40, there will he a phase error and also an amplitude (gain) error which 
the current controllers cannot eliminate. There are several ways of eliminating 
these errors and in the present section a current control scheme with e.m.f. 
compensation is descrihed. 

In the current control system shown in Fig. 3.41, which replaces the compon- 
ents surrounded with a broken line in Fig. 3.40, feedforward voltages are added 
to the outputs of the current controllers and the cycloconverter is mainly 
controlled by the feedforward stator voltage references ~r~. ,~~, ,  trirUrel, and triwrer. 
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These voltages are obtained by utilizing the rotor speed and the direct- and 
quadrature-axis components of the stator flux linkages. It follows from eqns 
(3.2-14) and (3.2-15) that the direct- and quadrature-axis components of the 
feedforward e.m.f.s in the reference frame fixed to the rotor are 

l r i r d =  - curJlSq (3.2-33) 

and 

Ssq= ~ , l / / , d ,  (3.2-34) 

where the direct- and quadrature-axis stator flux linkages have been defined by 
eqns (3.2-16) and (3.2-17) respectively. Thus to obtain the corresponding two- 
axis components iris, and lriSQ in the stationary reference frame, by considering 
eqn (2.1-143), it is necessary to perform the transformation ui,,+juj,,=(trird+ 
juj,,)ej0,, and the transformation ejor is also shown in Fig. 3.41. This transforma- 
tion is followed by the two-phase to three-phase transformation and thus the 
induced voltages i r is , ,  u ;,,, and I ( , ,  are obtained. 

The induced stator voltages can he obtained from eqns (3.2-33) and (3.2-34), 
together with eqns (3.2-16) and (3.2-17). Thus the block containing the induced 
voltage estimator uses as its inputs the monitored rotor speed and the stator 
currents i,,, is,.  These stator current components are obtained from the monitored 
three-phase stator currents by utilizing the three-phase transfornation and the 
complex transformation e-j'l,, as shown in Fig. 3.40. 

Curreilt control ~sith no e.1n.f. corllpensatiorl, Olrt utilizing corrtr.ollrrs operating bl 
the irlagnetizblg-flvx-orierrtecl refererlce fiarrle: It is possible to have an imple- 
mentation of the current control loops where there is no e.m.f. compensation but 
the drive will still have excellent control characteristics. In such a control system 
integrating current controllers operating in the magnetizing-flux-oriented refer- 
ence frame are used, since the deviations in the steady state between the reference 
stator currents and the actual values of the stator currents will be zero when i,, 
and i, ,  are controlled by integrating (I) controllers. Figure 3.42 shows a possible 
implementation and this should replace the components surrounded with a 
broken line in Fig. 3.40. 

In Fig. 3.42 the differences i ,,,, ,-is, and iSJ,,.,-is,, serve as inputs to the 
respective I controllers. The output signals of these controllers are transformed 
into the three-phase components of the stationary reference frame by the success- 
ive application of the transformation e"OciJ' and the three-phase to two-phase 
transformation, since the first transformation transforms the real- and imaginary- 
axis components of the magnetizing-flux-oriented reference frame into the real- 
and imaginary-axis components of the stationary reference frame. The stator 
currents i ,  and is, are obtained from the monitored values of the three-phase 
stator currents by utilizing the three-phase to two-phase transformalion and also 
the transformation e-"l'r'"'. 

However, when only the currents is, and i , ,  are controlled, any imbalance and 
non-linearity of the gain of the e-jl"+fl and 2-3 coordinate converters, gate 
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pulse generators of the cycloconverter, etc. are amplified by the gain of tlie stator 
circuit of the synchronous machine under consideration. I t  is possible to eliminate 
this deficiency by controlling the three-phase stator currents, which are a s .  
quantities, using proportional (P) controllers. For this purpose it is necessary to . . 
obtain the signals i ,,,, , -I , , ,  I ,,,. r-i , l , ,  and isc,cr-i,c respectively, and in Fig. 3.42. 
the reference stator currents i ,,,.,, i ,,,,,, and i,cr.r are obtained rrom i ,,, , and i ,,,,. , 
by the application of the transformation el"'+ "' and the two-phase to three-phase 
transformation. The output signals of the P controllers are added to the output 
signals or the transformed signals of the I controllers and the signals obtained are 
the commands for the gate control of the cycloconverter. With the implementation 
shown in Fig. 3.42 a high-response current control is achieved. 

3.2.2 VECTOR CONTROL OF SYNCHRONOUS RELUCTANCE 

MOTORS (SYRM) 

In the present section the general aspects of syncl~ronous reluctance motors are 
first described. This is followed by a description of implementations using position 
sensors and then position-sensorless implementations. 

3.2.2.1 General introduction; rotor-oriented control using a position sensor 

The synchronous reluctance motor (SYRM) is a singly-salient synclironous motor 
where the symmetrical three-phase sinusoidally distributed stator windings are 
excited witli balanced a.c. currents and there is a reluctance rotor. Tlie three- 
phase stator windings are situated in the smooth but slotted stator bore. The 
reluctance rotor is made of steel laminations, it is salient-pole, but does not have 
any windings or magnets. The rugged simple structure, low-cost manufacturing, 
possibility of high torque per unit volume, and the absence of rotor windings 
resulting in simple control schemes and decreased losses make this motor an 
attractive candidate for numerous industrial and automotive applications. How- 
ever, the torque density, power factor, and efficiency of the SYRM is only high if 
the saliency ratio (L,,IL,,) is liigh, and if L,,-L,, is high. Furthermore, in 
general, a SYRM is characterized by torque pulsations, vibration and acoustic 
problems, but these are not as severe as for variable reluctance, doubly-salient 
machines. Both vector control and direct torque control techniques can be applied 
to synchronous reluctance motors. 

I t  is interesting to note that, despite the fact tliat synchronous reluctance motors 
were discussed as early as 1923 (tlie early versions with conventional reluctance 
rotor are characterized by high torque pulsations, low torque density, very low 
power factor and efficiency) and axially laminated versions appeared in the 1960s 
(wliicli improved tlie perrormance), and more advanced axially laminated versions 
bave been available for many years, at present there are only a few companies 
who manufacture these motors. However, it is expected that the practical 
applications of the SYRM will increase in the future especially if reliable position- 
and speed-sensorless drives are industrially implemented. 

In earlier constructions, rotor saliency was achieved by removing certain teeth 
from tlie rotors of conventional squirrel cages. Such synchronous reluctance 
machines with low output power have been used for a long time. Their inferior 
performance combined witli their relatively big11 price have resulted in their 
limited use. However, as a result of recent developments, more reliable and robust 
constructions exist. In the new type of synchronous reluctance machines there are 
basically three types of rotors: segmential, Rux barrier, and axially laminated 
rotors. In tlie SYRM with segmental rotor, saliency ratios or 6-7 have been 
obtained. If the number of rotor segments is very large, then a distributed 
anisotropic structure is obtained, which is similar to the various axially laminated 
structures used in the past. By using multiple segmental structures, the saliency 
ratio can be increased. In the SYRM witli axially laminated rotor, the rotor is 
made of conventional axial lamination bent into U or V shapes and staclced in 
the radial direction. With this structure it is possible to produce very high saliency 
ratios, and L,,IL,, ratios of 9-12 have been obtained. This also leads to fast 
torque responses. However, it should be noted that there is a physical limit to the 
maximum value of L,,IL,,, since the maximum value of L,, is the synchronous 
inductance, and the minimum value of L,, is the stator leakage inducance. 
Synchronous reluctance motors with liigh rotor anisotropy are suited for liigh- 
performance applications, such as machine-tool drives, robotics, electric vehicles, 
electric traction, etc., and can become strong competitors for existing variable- 
speed brushless high-performance drives. The new type of synclironous reluctance 
machines have higher output power which is comparable to that of corresponding 
induction machines. However, it is a distinct advantage over induction machines 
tliat reluctance machines run at exactly the synchronous speed-which is solely 
determined by the stator excitation frequency and the number of poles-and 
there are no rotor currents. These are important aspects in many industrial 
applications. 

It is possible to operate reluctance motors without a rotor cage. Conventionally, 
it is necessary to bave a cage winding in a reluctance machine, since tlie machine 
does not have a starting torque when excited from a constant frequency supply. 
By using the cage winding, tlie machine runs up to synchronous speed by 
induction motor action where the rotor loclcs into synchronism with the field 
produced by the stator. For sinusoidal stator excitation, at synchronous speed the 
only role of the cage winding is to damp the oscillations in tlie rotor speed. 
However, if variable stator excitation is used, it is not necessary to have a rotor 
cage for slarting purposes, since the excitation can be controlled in such a way 
that the motor is always kept in synchronism. Reluctance machines with cageless 
rotors lead to a reduction of the rotor losses, improved eficiency, higher power 
factor, and higher torquelweight ratio. 

Tlie operation or the SYRM is now briefly discussed. Similarly to the switched 
reluctance motor discussed in Chapter 5, the syncl~ronous reluctance motor 
utilizes the principle that electromagnetic torque is produced to minimize the 
reluctance of the magnetic paths. The three-phase stator currents carry balanced 
three-phase currents, and thus a rotating air-gap flux is produced. When the 
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rotor rotates in synchronism with the air-gap Aux, torque is produced which 
tries to align the minimum reluctance path of the rotor with the rotating air-gap 
Aux. When a load torque is present, the rotor begins to lag the rotating air-gap 
flux producing a misalignment of the minimum reluctance path and the rotating 
air-gap flux. Thus electromagnetic torque is produced to minimize the reluc- 
tance which tries to maintain alignment. When this torque is equal and opposite 
to the laad torque on the rotor, the rotor will again rotate with synchronous 
speed. 

For better understanding, in Table 3.1 the SYRM is compared with the 
switched reluctance motor (SRM). It can be seen that the SYRM is a singly- 
excited, singly-salient rotating field motor, in contrast to the SRM. which is also 
a singly-excited, but doubly-salient motor. In the SYRM the stator currents are 
polyphase a.c. currents and in the SRM the currents are unidirectional (see also 
Chapter 5). The stator windings of the SYRM are polyphase windings, whilst the 
stator windings of the SRM are concentrated windings. The stator windings of 
the SYRM are similar to those of a three-phase induction motor. A converter-red 
SYRM does not require a starting cage. Thus the rotor can be designed purely 
for synchronous performance. 

Similarly to the SRM drive, the SYRM drive also requires the information on 
the rotor position for closed-loop control, but this information is in addition 
required for starting purposes as well. This is a disadvantage of SYRM drives; 
however, speed and position information can be obtained without using speed and 
position sensors, as discussed below. Both vector control and direct torque control 
techniques can be applied to the SYRM, but it is possible to have implementa- 
tions of these drives where there is no conventional position sensor present 
('sensorless' drives). The anisotropic rotor of the SYRM offers an advantage for 
rotor position estimation since, due to anisotropy, information on the rotor 
position can be simply extracted even at low speeds including zero speed, e.g. from 
the monitored stator currents. 

It was shown in Chapter 1 that the electromagnetic torque of a synchronous 
reluctance motor can also be expressed similarly to that of the induction motor 
or the permai~ent-magnet synchronous motor. For convenience eqn (2.1-9) is 

Table 3.1 Main features of switched reluctance motors (SRM) 
and synchronous reluctance motors (SYRM) 

SRM SYRM 
Stator salient pole smooth bore (but slotted) 
Rotor salient pole salient pole ...~-. 
Stator winding concentrated multiphase 
Rotor winding - - 
Stator currents unidirectional multiphase balanced 
Control [eedback position feedback 
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( repeated here: 

where L,, and L,, are the direct- and quadrature-axis synchronous Inductances 
respectively (sometimes these are denoted in the literature by L, and L,). In 
eqn (3.2-35) the stator current components (r,,,~,,) are expressed in the rotor 
reference frame, and can be obtained from the stator currents (i,,,~,,) in the 
stationary reference frame by considering 

where 0, is the rotor angle, and it is this transformation which implies the use of 
a position sensor, which most often is a resolver. Equation (3.2-35) can also be 
put into the following form, if i$,,=L,,i,, is utilized: 

= L - L i i q = P 1  - L ) / L ~ ] I ~ ~ = ~ I / , ~ ~ ~ ,  (3.2-37) 

where c=(3/2)P(1-L,,)lL,, and in general it is saturation dependent. The 
direct-axis synchronous inductance L,, depends strongly on is,, and at very high 
torques on is, as well. The direct-axis stator flux is also saturation dependent, in 
general it also depends on is, and decreases when the quadrature-axis current is 
increased (cross-saturation effect). In general there is cross-saturation coupling 
between the d and q axes, due to saturation. Equation (3.2-37) greatly resembles 
the electromagnetic torque expression of a separately excited d.c. motor, that of 
the vector-controlled induction motor, and also that of the permanent-magnet 
synchronous motor (PMSM) with surface magnets (see also Section 1.2). When 
the torque expression of the PMSM motor [t,=c,~/~,i,, as shown in eqn (2.1-5)] is 
compared with that for the synchronous reluctance motor given by eqn (3.2-37), 
it follows that the torque of the synchronous reluctance motor is lower than 
that of the PMSM, since eqn (3.2-37) contains the factor (1-L,,)IL,,<l and also 
because the quadrature-axis stator current o l  the synchronous reluctance motor 
is smaller than that of the PMSM, due to the magnetizing requirement. How- 
ever, at high speeds the synchronous reluctance motor can be superior to the 
PMSM, because the iron losses can be consistently reduced by some type of flux 
weakening. 

For rotor-oriented control, eqn (3.2-35) [or eqn (3.2-3711 together with eqn 
(3.2-36) can be used. Two control strategies will be discussed below: current 
control and combined current-voltage control. 

In a vector-controlled synchronous reluctance motor drive, where the motor is 
supplied by a current-controlled PWM inverter, and where rotor-oriented control 
is performed, independent control of the torque and flux (torque-producing stator 
current and flux-producing stator current) can be achieved by the current control 
scheme shown in Fig. 3.43. 



Espressiori for i,,,,, oboue base speed Above base speed i,,,,, is decreased with 

I the speed: 

: 
Kobas, 

Ldrcr = - . (3.2-41) 14 
~ i ~ .  3.43. ~ ~ h ~ ~ ~ t j ~  rotor-orientcd current control o i a  synchronous reluctance malor (supplied I E-v~ressiorl f o r  is,,,, By considering eqn (3.2-35), the quadrature-axis stator 
a currcnt-controlled PWM inverler) using a position sensor. ! current reference can be obtained as 

The gating signals of the six switching devices of the inverter are obtained on 
the output of hysteresis current controllers. On the inputs of these the difference 
between the actual (measured) and reference stator line currents are present. The 
three-phase stator current references are obtained from their two-axis components 
(i,,,iSQ) by the application of the two-phase to three-phase ( 2 4 3 )  transforma- 
tion, and these are obtained from the reference values of i,,, i,, (which are is,,,,, 

) by the application of the exp(j0,) transformation. These reference values are I.qrer 
obtained in the appropriate estimation block from the reference value of the 
torque (I,,,,) and sometimes the monitored rotor speed (o,) is also used (e.g. when 
there is field weakening). This estimation block can be implemented in various 
ways, according to the required control strategy. In general there are two main 
types of control strategies: 

constant angle (7) control; 
control with constant i,, and controlled i,,. 

The second type of control is more suitable below base speed; it gives the highest 
rate of change of torque at low speeds. The expressions for i,,,,, below and above 
base speed are now given. 

Espressior~ for i,,,,, belo~v base speed Below base speed, is, is kept constant: 

i,,,,,= K =constant (3.2-38) 

where 

~/',~,,~.r K=-- (3.2-39) 
Lr*& ' 

In eqn (3.2-39) the maximal value of the reference stator flux linkage can be 
obtained from the reference value of the electromagnetic torque as 

This expression follows from eqn (3.2-44) which is given below. It should be noted 
that in general the inductance L,, is constant, it depends greatly on i,, (and due 
to cross-saturation, on i,, as well). When the cross-saturation effect is neglected, 
L,, depends only on is, and the non-linear function L,,(i,,) can be stored in a 
look-up table and can be used for the generation of i,,,.? 

When i,, varies, L,, also varies and I, is not proportional to is,, and thus 
to eliminate the effects of parameter detuning, more sophisticated techniques 
(application of self-tuning controllers, or model rererence adaptive controllers etc.) 
must he used to produce i,,,,,. 
There are three types of dilferent constant-angle control strategies: . fastest torque control (gives the fastest torque response); 

maximum torquelampere control (for this control, the inverter runs out of 
volts at rated speed); 
maximum power factor control (operates the machine at highest power factor). 

The estimation block in Fig. 3.43 contains the estimation of the reference cur- 
rents is,,,,, i,,,,, and as shown below, these depend on tan y for the three constant- 
angle control strategies. In the next three subsections the estimation of the 
reference currents will he discussed and the expressions for tang will he obtained 
for the three control strategies. 

Fastest torque control strategy It will now first be proved that fastest torque 
response can be obtained by a controller where B= tan-'(L,,lL,,) and is 
the angle of the stator-current space vector with respect to the real-axis of 
the rotor reference frame (d-axis) as shown in Fig. 1.4(b) in Section 1.2. This is 
a so-called constant-angle control strategy. Fastest torque response can he 
obtained for maximum torque for a given stator flux. From $;=$,, +jib,, = 
L,,i,,+jL,,i,, the flux vector modulus is Ig51 = [(L,,is,)'+(L,,i,,)']l~', it follows 
by substitution into eqn (3.2-35) that the electromagnetic torque for a given flux 
modulus is 

~.=~P[(L,,-L,,)IL,,~~,,[($~("L~,~;',]'~'. (3.2-43) 

Thus the maximum torque for a given stator flux (modulus) can be obtained 
from eqn (3.2-43) by considering atjai,,=O. This yields i,,=l~$~ll[~,,&] and 
also i,,=~$~~l[~,,,,h], and thus the maximum torque can be obtained rrom 
eqn (3.2-43) as 
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It follows that for fastest torque response, the torque is maximum for a given 
stator flux if the following condition holds: 

However it follows from Fig. 1.4(b) in Section 1.2 that tan y=i,,li,,, thus by also 
considering eqn (3.2-43, 

y =tan-l(L,,IL,,) (3.2-46) 

is obtained. The estimation block in Fig. 3.43 contains the estimation of tlie 
reference currents as follows. Substitution of II?J= [~,,$]i,, into eqn (3.2-441, 
rearranging for i,,, and replacing the actual torque by its reference torque value 
(t,,,,), gives 

By utilizing eqns (3.2-45) and (3.2-46), the quadrature-axis stator current refer- 
ence can he obtained from 

is,,,, sgn(l.,,,) ',,,.,= tan )' 

Masirr~rrrn torquelarr~pere corrtrol strategy The second control strategy considered 
is maximum torquelampere control. It will now be proved that for this case ;I= nI4 
is required. It follows from Fig. 1.4(b) that i,=li,lexpLi(j1+Or)], where y is the 
torque angle, thus the transformed stator current is 

i;=i,exp(-jO,)=li,l exp~(y+O,)]exp(-jO,)= li,l exp(jg), (3.2-49) 

and substitution into eqn (3.2-35) gives 

Thus maximum torquelampere is obtained with y =r14. The reference stator 
current components can be determined by using eqns (3.2-47) and (3.2-48) 
with y = n14. 

hIaxirr~rrrrl power factor control strategy The third control strategy is maximum 
power factor control. It will now be proved that this requires y=tan-'[(L,.l 
L,,)'I'] and the reference stator current components can be determined by using 
eqns (3.2-47) and (3.2-48) with this 11 value. 

If the stator winding losses and core losses are neglected, the power factor can 
he obtained as follows: 

t,w,lP 
cos d, = 

(3/2)117~lIi~l' 

Substitution of the torque expression from eqn (3.2-35) into eqn (3.2-51) and 
by also considering =oI II?~I where [ & , I =  [(L,,i,,)'+ (L i )'I1" 19 ~q , and liJ= (i;,+j' )I/' 

3q , 

cos I/) = (Lsd-Lsq)isdisq - - [(Lsd/Lsq)-11i3disq (3.2-52) 
t $ s l l ~ l  [(irdLsd/Lrq)'+i~q]112(i~d+i~q)q)l/' 

is obtained. It can be seen that the power factor depends on the ratio of the syn- 
chronous inductances. This equation can he manipulated into a form such that 
tlie ratio of the stator currents (i,,l;,,) is present and thus the maximum power 
factor can he obtained from eqn (3.2-52) by considering a(cost~)la(i,,li,,)=O. 
This gives 

3.2.2.1.2 Corrrbirrerl c~rrrent-voltage corrtrol 

In this section the rotor-oriented control of the synchronous reluctance machine 
is discussed, hut a scheme using combined current and voltage control is 
described. When such a scheme is used, delays in the a.c. currents and saturation 
at high speeds can be avoided. The scheme is similar to the corresponding one 
developed later in the book for an induction machine. The machine is supplied 
by a PWM voltage source inverter and is current-controlled along the direct (dj 
and quadrature (q) axes of tlie rotating reference frame fixed to the rotor. It is 
assumed that the drive operates in both constant-torque and constant-power 
regions. Figure 3.44 sliows the block diagram of the drive system. 

In Fig. 3.44 the rotor speed (or)  is monitored and the rotor angle (0,) is also 
obtained. However, it sliould he noted that the integration block is only symbolic; 
there are many ways of obtaining the variation of the rotor angle in real time, by 
the use of a resolver. It is also possible to obtain tlie rotor speed from tlie rotor 
angle from the expression 

d(sin0, j d(cos [I,) 
o,=cosO,-- sinor-. 

do, dl', 

The monitored rotor speed is fed into the function generator FG1, the output 
of which is the direct-axis stator flux reference (I),,,,,). During field weakening, 
this reference signal is a function of the rotor speed. 

The direct-axis stator flux linkage lk,, is obtained with the stator flux-estimation 
circuit surrounded with the dashed lines. Below base speed, the direct-axis stator 
flux loop is current controlled. The difference between $.,,., and I//,, is fed into a 
flux controller, a PI controller, and tlie output is the direct-axis stator current 
reference i ,,,,,. The error Ai,,=i ,,,,, -is, is fed into a current controller, also a PI 
controller, and the output signal of this controller is added to the rotational 
voltage component, o,I/l,,, where I),, is the quadrature-axis stator flux linkage 



expressed in the reference frame fixed to tlie rotor. Thus d-axis stator voltage 
reference u,,,,, is obtained and it sliould be noted that it is expressed in the rotor 
reference frame. 

Tlie speed error w,,,,-w, is fed into a speed controller to produce the reference 
signal for tlie electromagnetic torque (r,,,,). From eqn (3.2-35), it is possible to 
obtain the reference torque as 

and thus the quadrature-axis stator current reference i,,,., is obtained as 

The error Ai,,=i,,,,,-is, is fed into the quadrature-axis current controller (a PI  
controller) and tlie output signal together with tlie rotational voltage component 
ro,~/~,, is added to yield the q-axis stator voltage reference ~r,,,,,, which is expressed 
in tlie reference frame fixed to the rotor. 

Witli eqn (2.1-143), the voltage components LI,,,,, and LI,,,,, are transformed into 
their stationary-axes components rr,,,,,, rr,,,,, via the complex transformation ej"', 
and these components are finally transformed into tlie three-phase stator voltage 
references rr  ,,,,,,, 11 ,,,, ,, and rr  ,,,,,, by the application of the two-phase to three- 
phase transformation shown in the bloclc labelled '2 43 ' .  These are the reference 
voltages for the inverter. 

It  has been necessary to use the stator current components is,, is, wliich 
correspond to the rotor reference frame. In Fig. 3.44 these are obtained from 
the monitored three-phase stator currents (is,, is,, is,) by the application of the 
three-phase to two-phase and e-jor complex transformations. Because or the 
absence or the zero-sequence currents, it is possible to obtain is, and is, by 
utilizing only two monitored stator currents. 

The stator flux components are obtained by the stator flux estimator circuit 
shown in Fig. 3.44, which uses i//,,=L,,i,, and ~,,=L,,i,, and assumes L,, and 
L,, to be known; they can even vary with i,, and is,. It is also possible to 
implement other flux estimators, e.g. those which involve monitored machine 
terminal voltages and currents. 

3.2.2.2 Position-sensorless and speed-sensorless implementations 

In a high-performance speed-sensorless and position-sensorless SYRM drive, the 
inrormation on the rotor position andlor rotor speed andlor flux position and flux 
speed can he obtained by using one of the following techniques: 

1. Estimation using stator voltages and currents, utilizing the speed of the stator 
flux-linkage space vector; 

2. Estimation using the spatial saturation third-harmonic voltage component; 
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3. Estimators based on inductance variation due to geometrical and saturation 
eflects; 

4. Estimators using observers (e.g. extended Kalman filter); 
5. Estimators using artificial intelligence (neural networks, fuzzy-logic-based 

systems, fuzzy-neural networks, etc.). 

If the SYRM is supplied by a PWM inverter and is subjected to rotor-oriented 
vector control (see also Sections 1.2.1.3, 3.2.2.1) then it can operate at maximum 
torque per ampere. However, the SYRM requires tlie rotor position information 
to synchronize the inverter output voltages with the rotor position for starting and 
closed-loop control of the motor. In a vector-controlled rotor-oriented-controlled 
SYRM drive, the position information is used for transformation purposes 
[e.g. to transform the stator currents of tlie stationary reference frame (i,,,isQ) 
into stator currents in the synchronously rotating (rotor-oriented) reference frame 
(isd,irq)], i~=i.d+jirq=(irD+ji,Q)exp(-jO,), and it is also used to obtain the 
speed, since this is required for speed control purposes. 

In a direct-torque controlled SYRM drive with a speed-control loop, the speed 
siwal has also to be known; this can also be obtained by using the monitored 
stator voltages and currents and using three machine parameters (R, ,  L,,, L,,). 
An accurate estimation requires accurate values of R,  and for this purpose a 
thermal model of the machine can be used. Furthermore, in general, the induct- 
ances are not constant, and the saturated values have to be used (see also below). 
However, if there is no speed-control loop in the direct-torque-controlled SYRM 
drive, then it is very simple to implement the required control scheme, which does 
not require L,, and L,, since the flux linkage and electromagnetic torque 
estimator uses only R,  and the monitored stator voltages and currents. It should 
be noted that in a torque-controlled SYRM drive, it is also possible to obtain a 
stator flux-linkage estimator (flux model) which uses a position estimator and the 
monitored values of the stator currents. In this case, by using the monitored rotor 
position, first the stator currents expressed in the stationary reference frame 
(i,,,i,Q) are transformed into the stator current components in the rotor reference 
f a m e  ( , i q ) ,  i s ,+ j ig=( is+j i  )exp(-jB,) (see also Fig. 3.43, and then the =a 
flux-linkage components are obta~ned as ib,, = L,,i,,, I//,, = L,,i,,. However, due 
to saturation the appropriate L,,(i,,) function has to be used. This gives the stator 
flux modulus as l$91=(~~~,+~&~q>1". The angle of the stator flux-linkage space 
vector, p, (with respect to the direct-axis of the stator reference frame), which is 
also shown in Fig. 3.45, can also be obtained, but this again uses the monitored 
rotor position, since the stator flux-linkage space vector in the stationary reference 
frame can be obtained from that in the rotor reference frame as JI,,+jlk,$= 
(JIrd+jik5,)exp(j0,). Since the angle (6) of the stator flux-linkage space vector wltll 
respect to the real-axis of the rotor reference frame can be determined from the 
flux linkages JI,, and ~b,, by using S=sin-l(JI,,l/$sl) (see also Fig. 3.45; math- 
ematically this follows from tb,, +jll,,,= IlT31 exp(jS)), thus 

Fig. 3.45. Stator Rm-linkage and stator current space vectors in the SYRM.  

Hence it can be seen that p,=sin-1(JI,,11$5';,1)+0, is the angle of the stator 
fl ux-linkage space vector with respect to the real-axis of the stator reference frame, 
where ~k,, =L,,(i,,)i,,. Thus 

The various 'sensorless' schemes are described below, but it should be noted 
that due to the rotor anisotropy, in the SYRM it is possible to extract accurate 
information on the rotor position by utilizing simple concepts (e.g. inductance 
variation with rotor speed), and the rotor position can be accurately estimated 
even at zero speed. 

3.2.2.2.1 Estiri~atiarl rising stator. voltages arid cnrrents (rrtilirirrg speed of stator 
jrrs-lirikage space uector) 

It is possible to estimate the rotor angle and the speed in both the transient and 
steady state of the SYRM by using the estimated stator flux-linkage components. 
In the steady state the speed of the stator flux-linkage space vector (o,,) is equal 
to the rotor speed (o,), since in this case the angle (6) between the stator flux- 
linkage space vector and the direct-axis of the rotor is constant. However, in the 
transient state, e.g. when there is a change in the torque reference, the stator 
Rux-linkage space vector moves relative to the rotor to produce the desired new 
torque. For example, if an increased torque is required, the stator flux-linkage 
space vector will move in the opposite direction of speed rotation. 

In Fig. 3.45, 0, is the rotor angle (the angle between the real axis of the 
stationary reference frame and the real axis of the rotor reference frame), and ps 
is the angle of the stator flux-linkage space vector with respect to the real axis of 
the stationary reference frame. It can be seen that 6 is the angle between the stator 



204 T'ector rrrld direct tovqrfe corltrol of s~~nchvonorrs rllachirles 

flux-linkage space vector, IL (expressed in the stationary reference frame), and the 
real axis of the rotor reference frame. As discussed above, the angle 6 is constant 
in the steady-state. It follows from Fig. 3.45 that the rotor angle can be expressed as 

Thus the rotor speed can be expressed as 

where o,,=dp51dt is the speed or  the stator flux-linkage space vector (relative to 
the stator) and w,=dS/dt is the speed of the stator flux-linkage space vector 
relative to the rotor. It is important to note that in the steady-state m,=O, but in 
the transient state o, is not zero (e.g. when there is a change in the torque 
demand, as discussed above). In a drive where the rate of change of the torque is 
limited, w, is small. However, in general, p,, w,,, 6, and w, can be obtained as 
follows, by utilizing measured stator voltages and currents. 

Detevnlil~crtior~ oj'p, and w,, Since in the stationary reference frame, the stator 
flux-linkage space vector can be expressed as 

lTS= I ~ ; , I ~ ~ P ( P , ) = I / / , D + ~ $ . Q .  (3.2-61) 

thus 

where l ~ J , , , l = ( b ' / ~ ~ + ~ ~ $ ~ ) ~ ' '  is the modulus of the stator flux-linkage space vector. 
The stator flux components can be obtained by considering that the stator voltage 
equation of the SYRM in the stationary reference frame is 

Thus the stator flux-linkage components can be obtained from the measured 
direct- and quadrate-axis stator voltages and currents (expressed in the stationary 
reference frame) by using the following integration. 

$ ,D=J(".~-R,~,~)  dl (3.2-64) 

llr,Q=J(1~qa-R.i5~)dt. (3.2-65) 

Furthermore, the angle of the stator flux-linkage space vector can be obtained by 
using the known stator flux-linkage components as 

It should be noted that the obtained stator flux-linkage estimator is much 
simpler than the one which uses the rotor position and the monitored stator 
currents is,, iSQ (see the introductory part of Section 3.2.2.2), in which the stator 

flu-linkage modulus is obtained as II~J=[(L,,~,,)'+(L,,~$~)]"' and the angle of 
the stator flux linkage is obtained by using p,=si~~~~[L,,i,,l~(L,,i,,)'+(L,,i,,)'~] + 
tl,, where the stator currents are obtained from i,,+ji,,=(iSD+jisQ)exp(-jUr). 

Eslirl~rrtiorl of 6 rrrld w, The angle 5 [which was introduced in eqn (3.2-59)J and 
the speed o,=dSldt can be determined as follows. The angle d can be determined 
from the estimated electromagnetic torque (I,), or directly from the stator currents. 
The electromagnetic torque has to be estimated in both vector- and direct-torque- 
controlled drives, so if this is known, it is possible to estimate 6 from it. 

By considering that in the rotor reference frame the stator flux-linkage space 
vector can be expressed as 

where L,, and L,, are the direct- and quadrature-axis synchronous inductances 
and i,,, i,, are the stator current components in the rotor reference frame (they 
are also shown in Fig. 3.45), thus 

where it has also be utilized that is,= I cos SIL,, and is, = I I ~ , I  sin SIL,, (since it 
follows from Fig. 3.45 that $,, = l$,l cos S = L,,i,, and I/,,, = 1 sin S = L,,iiq). 
However, since it is also possible to express the electromagnetic torque using the 
stator flux linkages expressed in the stationary reference frame, re= (312)  PIT^ xi ,= 
(3/2)P((/,Di,Q-$,Qi,,), thus by substitution of this torque expression into eqn 
(3.2-68), it follows that 

sin (2S)= - 
(413P)t, 

11ks12(L3d - L9q)1(Lsd Lsq) ' 

where 

In eqn (3.2-70) the stator flux components are obtained by using eqns (3.2-64) and 
(3.2-65). It follows that 

and 

However, - it is also possible to obtain the angle S by considering Fig. 3.45, and 
thus Il/,,=l~k,l cos6= L,,is,. It follows that cosd = ~,,i,,ll$~l, and by also 
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considering Ii,l'=i$,+i$q, and from Fig. 3.45 is, = ~k,,lL,, = I~k,Isin SIL,,, finally 

is obtained. Hence by using sin'b+cos'S=l, 

It also follows that since p, and 5 have been determined, the rotor angle can be 
obtained as p,-S [see eqn (3.2-59)I. 

The estimation of the stator flux linkage based on eqns (3.2-64) and (3.2-65) 
requires the measured stator voltages and currents and also the stator resistance. 
For accurate estimation, accurate measurements of the voltages and currents are 
required. Furthermore, at low frequencies, the stator resistance has to be known 
very accurately. However, pure integration will cause some drift, but this can be 
avoided by using special techniques described in other Sections. (e.g. see Sections 
3.1.3.2.1 and 4.5.3.1). Furthermore, it should also be noted that in a voltage-source 
inverter-fed SYRM, tlie stator voltages can be reconstructed by utilizing the 
switching signals of tlie inverter and the monitored d.c. link voltage (e.g. see 
details in Sections 3.1.3.2.1 and 4.5.3.1). The estimation of the angle 6 also requires 
the parameters Lr,, L,,. By considering eqn (3.2-74), it can be seen that it contains 
L:, and also L:JL$,. In an SYRM with axially laminated rotor it can be assumed 
that L,, is constant due to the large air-gap, although in some axially laminated 
rotors, non-linearity is introduced due to ribs which are present (which connect 
the various segments). Furthermore, L,, varies strongly with saturation (e.g. if 
cross-coupling effects are neglected, it varies strongly with i,, and, for example, 
the saturated value can even be 30% less than the unsaturated value). How- 
ever, the ratio L:,IL:, is very small for an SYRM with high L,,IL,, saliency ratio, 
and thus 

In general, the variation of L,, with saturation can be considered by starting 
the estimation with a certain value of L,,, and in the next computation step 
(sampling instant), this is changed to the value which can be obtained from 

11&1cos6 - 1II/,IcosS 
- - I 11.~ 1 cos 6 

L,,= . (3.2-76) 
I,, (IiJ-i' ~q )l/' - (~i5~'-~~~~~'sin'51L~,)11'~ 

All the equations used for the derivation of eqn (3.2-76) have been given above. 
In eqn (3.2-76), the stator flux-linkage space-veclor modulus is estimated from 
the stator flux-linkage components by using I I ~ ~ ~ = ( ( I ~ ~ + I ~ ~ ~ ) " ' ,  where the flux- 
linkage componenls are obtained from the voltages and currents by using eqns 
(3.2-64) and (3.2-65). The modulus of the stator-current space vector is obtained 
from the measured stator currents as IT9[= (i$D+i,"g)'". Thus by knowing the 

constant L,,, the modulus of the stator flux-linkage space vector, I$,I, and also 
knowing the angle S (estimated by using the value of L,, of the previous time 
step), the new value of L,, can be estimated by using eqn (3.2-76). By using a 
small sampling time, which is much smaller than the time constant of the 
machine, the computational error (due to the fact that the 6-estimation always 
uses a previous value of L,,), will be very small. 

Finally il should be noted that the estimation scheme described above can only 
be used for the low-speed operation of a vector-controlled SYRM drive, or a 
direct-torque-controlled SYRM drive, with a speed-control loop, if the stator 
flux-linkage components are estimated very accurately. For this purpose it is not 
adequate to use the open-loop integrators based on eqns (3.2-64) and (3.2-65), 
but other techniques have to be used (see also Section 3.1.3.2.1). Furthermore, as 
mentioned above, when eqns (3.2-64) and (3.2-65) are used, this requires an 
accurate value of the stator resistance. However, for this purpose a thermal model 
of the machine can also be used, which yields the 'hot' value of the stator 
resistance. It is also possible to use a Kalman filter or a fuzzy-neural estimator to 
obtain this resistance. If the stator voltages are not monitored, but they are 
reconstructed from lhe switching signals of the inverter and the d.c. link voltage, 
then it is also necessary to compensate the effects of dead time and also the voltage 
drops across the inverter switches (see also Sections 3.1.3.2.1 and 8.2.6). 

It is possible to estimate tlie magnitude, position, and speed of the magnetizing- 
flux space vector of the SYRM by utilizing the spatial saturation third-harmonic 
voltage. In general tlie magnetizing voltage (17,) and magnetizing flux-linkage 
space vector (11.~) are related by 

where 

and $$ is the stator flux-linkage space vector, L,, is the stator leakage inductance, 
and i; is the space vector of the stator currents (all space vectors are expressed in 
the stationary reference frame). Thus if the space vector II/,,, is known, $* can be 
estimated by using eqn (3.2-78). By using these vectors, it is possible to implement 
various vector- or direct-torque-controlled drives, which do not use speed or 
position sensors. The details of this type of estimator using spatial saturation 
third-harmonic voltage are discussed in Section 4.5.3.2, where this technique is 
used for an induction machine. Since the technique only uses measured stator 
quantities, and the stator of the SYRM is similar to that of the induction machine, 
the approach for the SYRM is identical to that used for the induction machine, 
so only the main aspects are summarized here. 
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In the SYRM witli stator windings without a neutral point, the sum of the 
stator voltages is monitored. This is a spatial saturation third-harmonic voltage 
component and is due to saturation effects. Due to the wye-connection, no 
third-harmonic stator currents exist and thus no third-harmonic voltage drops 
exist in tlie stator. Thus the stator third-harmonic saturation voltage is always in 
phase witli the third-harmonic componeiit of the magnetizing voltage for any load 
condition of the motor. The amplitude of the third-harmonic voltage is a functioii 
of tlie saturation level and is determined by the fundamental component of the 
magnetizing flux. Thus saturation function relating the third-harmonic stator 
voltage and magnetizing flux exists and it can be used to estimate the fundamental 
magnetizing flux linkage of the machine. It follows that if the third-harmonic 
voltage is integrated, then the third-harmonic flux is obtained and the funda- 
mental component or the magnetizing flux (IIL,~=I$,I)  is then detem~ined by 
using a saturation function which gives tlie relationship of the fundamental 
magnetizing flux and third-harmonic flux. However, the integration can be pro- 
blematic due to offsets and noise. This integration can be avoided, e.g. by estimat- 
ing the flux position directly from tlie position of tlie third-harmonic voltage and 
by introducing a constant pliase shift of d 2 .  

Furtliermore, it is also possible to obtain the angle of the magnetizing flux space 
vector by utilizing the monitored third-liamonic voltage. For this purpose the 
current in stator phase sA is also monitored and the displacement angle (7) 
between tliis stator current maximum and tlie fundamental magnetizing flux- 
linkage masimn~n is determined. It sliould be noted that the fundamental 
magnetizing flux-linkage component does not have to be monitored, since only 
the location of its maximum point is required and this can be obtained from the 
third-liarmonic stator voltage (the suitable zero-crossing point of this voltage). 
By knowing the angle of the fundamental magnetizing-current space vector witli 
respect to the stator-current space vector (y), and also by measuring the angle of 
the stator-current space vector witli respect to tlie direct-axis of the stationary 
reference frame (a,), it is possible to obtain the angle of tlie magnetizing flux- 
linkage space vector with respect to the direct-axis of the stationary reference 
frame (11,). 

By using the modulus of the fundamental magnetizing flux-linkage space vector 
(11&() and also its pliase angle with respect to the stationary reference frame, it 
follows that ~ ~ = ( $ ~ ( e x ~ ( j ~ , )  is known, and this can also be used to construct 
tlie stator Bux-linlcage space vector by using eqn (3.2-78). The stator flux-linkage 
space vector can be used in a vector control scheme or in a direct-torque control 
sclieme. The rotor speed can be obtained, Tor example, by also using the first 
derivative of the angle of the stator-flux space vector witli respect to tlie direct-axis 
or the stationary reference frame (e.g. see Section 3.2.2.2.1). 

It sliould be emphasized that tliis scheme requires tlie stator windings to be 
wye-connected and also there lias to be access to tlie neutral point of tlie stator 
windings. At low speeds problems arise due to the distorted third-liarmonic 
voltage. 

3.2.2.2.3 Estirirators haself or1 irrdlrctance uariotiorrs r111e to georr~etricol 
nrrd sot~rrrrtiorr effects 

Due to rotor saliency, the inductances of the SYRM depend on the rotor position. 
Thus in a SYRM drive, tlie rotor position can be estimated by using inductance 
variations due to geometrical effects. Two tecliniques are discussed below. When 
the first method is used, measurement of stator current ripples in a l~ysteresis 
current-controlled inverter-fed SYRM is performed and the rate of change or 
current ripples is converted into the rotor position signal. However, it will be 
shown that accurate position estimation can only be performed at zero and low 
speeds. When tlie second tecliiiique is used for the estimation of the rotor angle 
at low speeds, suitable test stator-voltage space vectors are applied and again the 
rate of cliange of the stator current space vectors (diJdt) is measured. By using 
the locus of tlie complex inductance, which describes tlie relationship betweell the 
applied test stator-voltage vectors and the measured rate of change of tlie stator 
currents, it is then possible to extract the information on tlie rotor position. This 
technique can also be used at zero speed. However, at liigher speeds, to obtain 
higher accuracy, the position information is extracted from the measured rate of 
cliange of tlie stator-current space vector, when the machine terminals are 
short-circuited for a short time (this is tlie case of applying a zero test stator- 
voltage space vector). 

Irrdirect positiorr estirrratiori usirrg tlre rireosurerl rate oj'cl~ar~ge oj'tlze stotor cur.rerlts 
(irr u S1'RA.c driue i~~itli rr lg~steresis currerrt rorrrroller) In a synclironous reluc- 
tance motor (SYRM), which is a singly-salient machine, due to the rotor saliency, 
the stator self- and mutual inductances are position dependent. Thus, for example, 
in a SYRM drive, where the SYRM is supplied by a liysteresis current-controlled 
inverter, the rate of change of the stator currents (which is related to tlie inverter 
switcliings) is also position dependent. The rotor position can thus be estimated 
from the monitored rate of change of tlie stator currents. The estimation sclieme 
can be used at low rotor speed, including zero speed, but the estimation accuracy 
decreases radically at higher speeds. 

In a singly-salient synchronous machine, due to saliency of the rotor the 
inductances are different in tlie direct and quadrature axes (L,,> L,,). Furtber- 
more, due to the saliency, all the stator inductances vary with (28,), where 0, is 
the rotor angle. For example, by neglecting Iiiglier-order harmonics, the stator 
phase sA self-inductance can be expressed as 

The sB-phase and sC-phase stator self-inductances can be expressed similarly, but 
are functions of (20,+2n13) and (20,-2d3) respectively: 

L,,, = L,, + L,,. + LS2 cos(20,+ 2~13)  = L,, + Liz cos(20,+2rr/3) (3.2-80) 
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The mutual inductances between the stator phases are also functions of twice the 
rotor angle, and the inductance LA, between stator phase sA and stator phase sB 
can be expressed as 

Similarly L,, varies with (20,) and LA, varies with (20,+2~/3), 1 

Tn these expressions L,, is the leakage inductance of a stator winding, L,,. is the 
magnetizing inductance due to the fundamental air-gap flux, and L,, is the self- 
inductance due to the position-dependent flux. If the direct- and quadrature-axis 
synchronous inductances are known (L,,, L,,), then L,, and L,, +(3/2)L,,, can be 
expressed in terms of L,, and L,, by considering [Vas 19921 

L,~=L, ,+L~~=L, ,+~(L , , .+L ,~)  (3.2-85) 

L,,=L,l+L,,,=L,l+$(L,o~-L,2), (3.2-86) 

since it follows from eqns (3.2-85) and (3.2-86) that 

Thus from eqns (3.2-85) and (3.2-86), 

Lr2 = 
Lmd - Lmq (3.2-89) 

3 

L,,. = Lmd+ Lmq (3.2-90) 
3 '  

where in the SYRM Lm,>Lm,, and in general the magnetizing inductances 
vary due to saturation. Thus substitution of eqns (3.2-89) and (3.2-90) into eqns 
(3. 2-79)-(3.2-84) yields the following stator self- and mutual inductances: 

All the inductances shown above vary with 28,; this is due to the rotor saliency. 
By knowing the values of the stator leakage inductance and the direct- and 
quadrature-axis magnetizing inductances, it is possible to plot the variation of all 
the inductances versus the rotor angle. For simplicity constant magnetizing 
inductances can he used (which can also correspond to a given saturation level). 
When a voltage-source inverter supplies the SYRM, there are six conduction 
modes. It is then possible to manipulate the machine voltage equations in all 
conduction modes into a form in which the rates of change of the stator currents 
(di,,,ldt, di,,ldt, diScldt) are obtained. The resulting expressions contain tlie known 
inductance variations defined by eqns (3.2-91)-(3.2-96). However, the simplest 
form of these expressions is obtained if the stator resistances and also the speed 
voltages are neglected (which is only valid at zero speed). In this case, the resulting 
expressions for the rate of change of the stator currents will only contain the 
inductances defined above, and thus tlie rate of change of the currents as a 
function of the rotor angle can be plotted. Thus if the measured values of the rate 
of change of the stator currents are known, then it is possible to use these curves 
to oblain indirectly the rotor position. Since there are three stator phases, three 
independent signals are available at every rotor position for the estimation of the 
rotor angle. It follows that the position estimator described above depends on 
the motor self- and mutual inductances and to obtain accurate estimation, the 
dependence of saturation must also be considered. Furthermore, in general, a 
compensation scheme must be applied to improve the accuracy of the estimation, 
since the rotor speed and the initial value of the stator currents also influence the 
rate of change of the stator currents. However, since the equations are obtained 
with the assumption of zero speed, the most accurate results can he obtained at 
zero speed and at low speeds. The resolution of the estimated rotor angle depends 
on the resolution of the current measurements and the AID converters used 
for the currents, and is also related to the controller sampling time and controller 
bandwidth. 

For accurate rotor-angle estimation in a wide speed-range, including zero 
speed, a hybrid scheme could be used. At zero speed and low speeds the scheme 
discussed above could be used, but at higher speeds the scheme discussed in the 
previous section could he used (where the position and speed information is 
obtained by using the estimated stator flux-linkage components). 
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III~~I.EC~ PII.S detectiol~ by t l~e o~l-li~le reactrrr~ce rrlerrsltremer?t (INFORA") rl~etliod; 
lo\\,-speed rrpplicatio~l As discussed above, in a SYRM, due to geometrical effects 
the stator inductances are a function of the rotor position. This variation can be 
used for the estimation of the rotor position. In general, these inductances depend 
on 20,: where 8, is the rotor angle. It is possible to detem~ine the rotor angle even 
at standstill by applying test stator voltages with different directions (angles, with 
respect to the stator reference frame) and by measuring the resulting changes of 
the stator current space vector [Schroedl1988]. This can be proved by considering 
the stator voltage equation at standstill. In the model used tbe effects of core losses 
will be neglected. The space vector equation of the SYRM in the rotor reference 
rrame can he obtained from 

d$' - 
<=R,T:+ -+jw,l/i:, (3.2-97) 

dt 

where the space vector of the stator flux linkages in tlie rotor reference frame is 

l k = $ , d + ~ ~ / ~ , ~ .  (3.2-98) 

The stator flux-linkage components can be defined in terms of the machine 
currents and inductances as 

$rd=Ldird (3.2-99) 

~5q=L1cli.q. (3.2-100) 

As discussed in the previous section, the direct-axis synchronous inductance 
depends strongly on the direct-axis stator current (cross-saturation coupling 
between the d and q axes is neglected), hut due to the large air-gap, the 
quadrature-axis synchronous inductance can be assumed to be constant. At 
standstill, and neglecting the ohmic drops, for a test voltage space vector 
17:=11,,+ju,,, the stator voltage components are 

d~ks* C;;) dfs* llsd=-= - -= 4, 
Ld," (3.2-101) dt dr 

di,, 
= Lsq -. (3.2402) 

dt 

and they determine tlie rate of change of the stator current components. In 
eqn (3.2-101) 

dlkSd 
L,,,=- (3.2-103) 

disd 

is a dynamic (incremental) inductance of the stator in the direct-axis. Figure 3.46 
shows the rate of cl~ange of the current space vector (di,ldt) at standstill, if the 
test stator-voltage space vector 17, is applied at a given rotor position (0,) and in 
the example shown, it is coaxial with the real-axis of the stator reference frame. 
The position of dT,ldt with respect to the direct-axis of the stationary reference 

Fig. 3.46. Rate of cbilnge of stator-current space vector ibr a test vollagc space vector (at standstill). 

frame is described by the angle a, and the rates of change of the stator current 
components in the rotor reference Trame (di,,ldr, di,,ldt) are also shown. 

By measuring the rates of change of the stator current components (in the stator 
reference frame) and by using the known test stator-voltage space vector, the 
angle a can he determined. However, since the inductances vary with 20r, the 
angle a must be a function of ZO,, thus u=a(20,). Hence 20, can be estimated 
from a given a. In some special cases a is zero, e.g. for 0,=lcnl2 (k=O, 1,2,. . .). 

When the rotor speed of the SYRM is not zero, it follows from eqns (3.2-97)- 
(3.2-100) that in an operating point i,,.=i,,,+ji,q,, the stator voltage equations 
in the rotor reference frame are obtained as 

~.so=R,i5qo+~,L,di ,do,  (3.2-105) 

where 

is the dynamic inductance in the d-axis in the operating point. It follows from 
eqns (3.2-104) and (3.2-105) that the rotational voltages influence tlie rate of 
change of the currents. To eliminate this effect, two measurements are made, 
measurement 1 and measurement 2, where the applied stator-voltage space vectors 
are different (e.g. their modulus is the same, but their phase angle is different). 
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The measuring time must he short, so the operating point currents (i,,,,i,,,) do 
not change (thus tlie ohmic drops are unchanged and also L:,. does not change), 
and also the rotor speed does not change. Thus it follows from eqns (3.2-104) 
and (3.2-105) that 

where rr,,, and II,,, are the direct- and quadrature-axis stator voltages in the rotor 
reference frame for test space vector 1 (ri;, =us,, i-jy,,), and similarly ri,,, and 

are tlie direct- and quadrature-axis stator voltages in tlie rotor reference 
frame for test space vector 2 (ii:,=rr,,,+jn,,,). The space vector form of eqns 
(3.2-107) and (3.2-108) in the stationary reference frame is as follows if it is 
considered that the first test stator-voltage space vector is ii,, =1ti,lexp(jp,) and 
the second test stator-voltage space vector is ii,,= 1ti,l exp(j0,): 

di,, di,, ---= L-'(2c)(ii,,-iiS1). 
dl dt 

It is important to note that, as expected by physical considerations in eqn (3.2-109) 
28 is present, where the angle c is defined as 

Furthermore, in eqn (3.2-109) L is a complex inductance, which depends on the 
operating point of the machine and is a function of 26, where c contains the rotor 
angle. Equation (3.2-109) can also be expressed as 

where Aii,=ri,, -C,, is the difference of the two test stator-voltage space vectors 
(expressed in the stationary rererence frame) and Ai,=<, -<, is the difference of 
the resulting stator-current space vectors (expressed in the stationary reference 
frame). However, by considering eqns (3.2-107) and (3.2-108) tlie inverse complex 
inductance can be expressed as follows 

where 

and 

A.=+(& -a). (3.2-114) 
Ld," 

Thus it follows that if Aii, is a voltage space vector which is coaxial with the 
direct-axis of tlie stationary reference frame, and the measured dAi,ldt is plotted, 
then tlie space-vector locus of the inverse complex inductance L - ' ( 2 ~ )  is ohtained. 
This is shown in Fig. 3.47. It can be seen that the angle c is the angle between tlie 
direct-axis of the rotor reference frame and the real-axis of the inverse complex 
inductance (which is coaxial with g). The interpretation of the locus is as follows: 
tlie rate of change of the stator-current vector is ohtained, which depends on 6, 
which depends on the rotor position (e=  8, - p,- Or). 

It follows that if the machine parameters L,,, Lz,, are known, it is possible to 
determine the angle 28 (From the space-vector locus or from the corresponding 
equations). However, tlie determination of these parameters can be avoided by 
imposing two or three test voltage space vectors (A%) in different directions 
(voltage vectors with different positions). Thus 2~ can be determined with the 
following parameter independent tests (for this purpose two tests, A and B, will 
he performed). For the first test (test A) the angle of A,?, is 2x13; thus it is in the 
direction of stator phase sB. In this case it follows from eqn (3.2-110) that 

~~=~~-,!l ,-ll ,=2rr/3-0, (3.2-115) 

Fig. 3.47. Sgace-vector locus of the inverse complex inductance L-'(2r) .  
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and from eqn (3.2-109) 

Similarly, for test B, the angle of A i ,  is 4~13,  thus it is collinear with stator phase 
sC. In this case it follows from eqn (3.2-110) that 

and from eqn (3.2-109) 

By using the real and imaginary parts of the known complex inverse inductances 
L;' and L,', tlie rotor angle can be extracted as follows by using eqn (3.2-112): 

Thus by considering eqns (3.2-119) and (3.2-120) the rotor angle is finally 
obtained as 

As expected the modulus I A q  ' 1  and the parameters g and A y  do not influence the 
estimation. Thus no voltage measurement or machine parameters are required for 
the estimation of the rotor angle. The technique is simple, and gives an accurate 
estimate of the rotor position even at low speeds. To summarize: appropriate stator 
test voltages are applied to the motor and the rate of change of the stator currents 
is measured. Due to geometrical saliency tlie voltage space vector and tlie rate of 
change of the current space vector are related via a complex inductance, which is 
a function of twice tlie rotor angle. By conducting two tests (A and B), and using 
the obtained two inverse complex inductances (L,' and L;'), the rotor angle can 
be determined by using eqn (3.2-121), where s,=Re(L, ')-Re(Lil) and r2= 
Im(Lil)-Im(LCL). It should be noted that if there were no error, the locus 
s, +js2 would be a circle, but in practice there will be some deviation from the 
circle. It is possible to obtain the rotor position more accurately by using a hybrid 
technique. For this purpose the estimated rotor position call be used as an input to 
a Kalman filter, and tlie Kalman filter can accurately determine the rotor position. 

It should be noted that in a permanent-magnet synchronous machine (PMSM) 
a similar technique can be used for tlie estimation of the rotor position, even if 
the machine has surface-mounted magnets, and thus when geometrical saliency 
can be neglected. This is due to the fact that because of saturation effects, in tlie 
PMSM with surface-mounted magnets, the stator inductances are a function of 
the rotor position and this variation can be used for the estimation of the rotor 

position. In this machine, due to saturation in the stator teeth, the direct-axis 
synchronous inductance will be smaller than the quadrature-axis synchronous 
inductance and these inductances are functions of the rotor position. In general, 
these inductances depend on 2P, where P is the angle of the magnet flux (with 
respect to the stator-voltage space vector). It is then possible to determine /3 even 
at standstill by applying test stator voltages with different directions (angles, with 
respect to the stator reference frame) and by measuring the resulting rates of 
changes of the stator-current space vector. This can be simply proved by 
considering the stator voltage equation at standstill. Thus by neglecting the stator 
resistance, it follows from tlie stator voltage equation of tlie PMSM expressed in 
the stationary reference frame that di31dt=17,1L, where i, and 17, are the space 
vectors of the stator voltages and currents respectively and L is a complex 
inductance, which depends on 2P, t = L(2p). 

It is interesting to note that a similar technique can also be used for a 
three-phase squirrel-cage induction motor for the estimation of the angle of the 
magnetizing flux with respect to tlie real-axis of the stator reference frame. This 
is based on the fact that in the induction motor, due to saturation of the stator 
and rotor teeth, the stator inductances depend not only on the level of saturation 
but also on the position of the main flux. The technique can be used even at 
standstill. This can be proved by considering that (similarly to tliat sliown for the 
PMSM machine) at standstill disldt=17,1L holds, where L is a complex stator 
transient inductance which also depends on the position of the magnetizing flux, 
and by applying appropriate test stator-voltage vectors di,ldt can be measured, 
thus the locus of tlie complex inductance can be determined. The angle of the 
magnetizing flux can be obtained since tlie locus of the modulus of the complex 
transient inductance is an ellipse and the minimum of this ellipse is in the 
direction of the magnetizing flux. 

The rotor angle estimator discussed above for the SYRM can be used in a 
inverter-fed SYRM drive. As discussed earlier in Section 1.2 (Fig. 1.4(a)) and 
Section 3.2.2.1.1 (Fig. 3.43), the drive contains a stator reference-current estimator 
(first tlie stator current references are obtained in the rotor reference frame), 
which is obtained from tlie reference value of the electromagnetic torque and 
estimated value of the rotor speed. The current references are then transformed 
into the stator reference frame by using the estimated rotor angle. The stator 
current references are then inputs to three current controllers, which output the 
required switching signals. In the drive with current control, the method described 
above is executed while the current co~ilrol algorithm is inactive. However, this is 
a considerably long time (approx. loops), and it will reduce the quality of the 
control at higher speed. Thus another simple scheme is proposed for the rotor 
position estimation, which can be used at higher speeds. This is discussed below. 

Irtrlirect positior~ estirrrotiorr it.siirg tlic rctte oJ'clrange oJ tlte ir~easrtred stotor-crrrrer~t 
veclor if tlte stator is slrorr-ciraftal: high-sprrrl crpplicatior~ It is possible to extract 
the rotor position information when the zero inverter switching states (000) or 
(I 11) are applied for a short time by measuring tlie rate of change of tlie stator 
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currents. In the first case, all the lower switches of the inverter are connected to 
the negative d.c. rail, and in the second case, all the upper inverter switches are 
connected to the positive d.c. rail. This means that the stator windings are 
short-circuited. The stator voltage equations of the short-circuited SYRM will 
now he used to obtain an expression for the rotor angle by using the angle of the 
measured di,ldt vector. 

If the stator ohmic voltage drops are neglected, then the stator voltage equa- 
tion of the SYRM with short-circuited stator windings can be obtained from 
eqn (3.2-97) and is as Follows in the rotor reference frame: 

Thus resolution into real and imaginary parts, and also considering eqns (3.2-99) 
and (3.2-loo), gives 

dC'/.d o=  -- did 
~~rlbsq=L*ym--~,Lsqisq (3.2-123) dl dl 

It follows that 

dl L,, 

By considering that the stator-current space vector in the rotor reference frame is 
obtained as i:=i,,+ji,,, the space vector form of eqns (3.2-125) and (3.2-126) is 

ar \ L,,, L." 1 

It can be seen that if the rate of change of the stator currents is measured, then 
at zero speed it is not possible to use eqn (3.2-127), since di:ldt =O. Problems also 
occur if the speed is very small and also the stator current modulus is small. The 
rotor position is determined from the angle of dilldt. It follows from eqn (3.2-127) 
that in the rotor reference frame, the angle of the rate of change of the 
stator-current space vector is equal to the argument of the speed (which for 
positive speeds is n, and for negative speeds is -n) minus tan-L(L;;,,i,,lL~qi,q), 
thus the angle of diildt is 

(3.2-128) 

It should he noted that eqn (3.2-127) gives the rate of change of the currents 
expressed in the rotor reference frame, if the stator windings are short-circuited, 

and for this purpose it is possible to use the inverter supplying the SYRM by 
using the 000 or alternatively the 111 zero switching states for a short time. 
However, if the rate of change of the stator currents is measured in the stator 
reference frame, since i;=i, exp(-jfl,), it follows from eqn (3.2-127) that 
dr;ldt=d[r;:exp(je,)]ldt can be obtained. Thus the angle of dT,/dt (q=LdT,ldt) is 
equal to the angle of di,'ldt plus the rotor angle. Thus the rotor angle can be 
obtained as the angle of the measured rate of change of diJdr minus the angle of 
diLldt, and hence 

In the current-controlled SYRM drive, it is possible to use the reference values of 
i,, and i,, in eqn (3.2-129). 

To summarize: if the inverter supplying the SYRM is forced for a short time 
into one of the zero switclling states (where the stator windings are short- 
circuited), then it is possible to obtain indirectly the rotor position information 
by measuring the rate of change of the stator currents (di,ldt), and by using 
eqn (3.2-129). Thus, first the angle of diJdt is obtained, this gives a,, and from 
this cc: is deducted, which can be obtained from [~n-tan-l(L~y,i,,,,,lL~qiiqrcI)]. 
It should be noted that this technique cannot he used at zero and low speed and 
at low values of the stator reference current. However, if this technique is 
combined with the INFORM technique described in the previous section, which 
is applicable at low speeds, then a hybrid scheme is obtained which can be used 
in a wide speed-range for the estimation of the rotor position. It also follows from 
eqn (3.2-179) that for rotor position estimation, it is necessary to know tlie values 
of the quadrature-axis syncl~ronous inductance and also tlie dynamic inductance 
(in the direct-axis). The quadrature-axis inductance can be assumed to he 
constant (due to tlie large air-gap), but the dynamic inductance varies with the 
direct-axis current and to ohtain an accurate estimate, its current-dependent value 
should he used. However, the accuracy of the position estimator can be increased 
if tlie position determined by the hybrid estimator is used as an input to a Kalman 
filter, as described in the next section. 

3.2.2.2.4 Estirilalors rrsirrg observers (e.g. erlended Knlrrmnfilters) 

It is possible to estimate the rotor position together with other quantities (e.g. the 
load torque, speed) by using an extended Kalman filter (EKF) or an extended 
Luenberger observer. The extended Kalman filter algorithm was discussed in 
great detail in Section 3.1.3.5.1, so only the most important aspects of the 
algorithm will be discussed here. It should be noted that this is a computationally 
intensive algorithm, and a DSP must he used for this purpose. 

It bas been discussed in the previous section that the accuracy of the hybrid 
position estimator can he improved, if the estimated rotor angle of the hybrid 
estimator is input to a ICalman filter. This will optimally reduce the effects of sto- 
chastic disturbances, and will also yield an accurate estimate of the load torque and 



rotor speed. The load torque (1,) can he used in the inverter-fed SYRM drive, since 
the stator reference-current estimator uses at its inputs the electromagnetic torque 
reference and also the estimated rotor speed (which is obtained by the Kalman 
filter), but the electromagnetic torque reference can be estimated accurately by tak- 
ing the difference of the output of the speed controller and the estimated load torque. 

The digital EKF requires tlie discrete form state-variable equations of the 
SYRM (augmented with the estimation noise vector). Furthermore it also requires 
the discretized output equations (augmented with the estimation noise vector). By 
means of noise inputs, it is possible to take account of computational inaccuracies, 
modelling errors, and errors in tlie measurements. The matrix forms of these two 
sets of equations will now be derived. However, to obtain a simple EKF, only tlie 
mechaiiical parts of the SYRM are modelled. Thus the input to the model is the 
electromagnetic torque computed by using eqn (3.2-68): 

[,I=+ P(Lad-Lrq)irdr.lirqr.l. (3.2-130) 

The difference between the actual torque and tlie reference torque is modelled by 
a stochastic term I I ~ ,  (noise term). Thus the state model of the SYRM considered 
contains the states or and Or, and the equation of motion gives 

where J is the inertia. Furthermore, 

The discretized form of eqns (3.2-131) and (3.2-132) are as follows, with the torque 
estimation noise considered: 

Ts Ts Ts wr(k+1)=w,( lc )+- tc i+- tL+-~~~, (Ic)  (3.2-133) 
J J J  

where T, is the sampling time. 
Since the hybrid estimator gives noisy measurements of the rotor angle, the 

output equations of the model will consist of two equations. The first output 
equation corresponds to the output when the first scheme of tlie hybrid estimator 
is used (which is the INFORM scheme described in the previous section), and 
which gives 20,, and the measurement noise is 0,. The second output equation 
corresponds to the second scheme of the hybrid estimator, which gives Or, and 
where the measurement noise is u,. Thus 

The noises I!,, and u , ,  u2 are assumed to be uncorrelated white Gaussian noises. 
Since the load torque is unknown, it can he modelled as 

where 1v2(k) is an estimation noise of the load torque, and it is also a white 
Gaussian noise (it gives tlie expected change of load torque in a sampling 
period), and it is independent of II,, and I I ~ ~ .  Thus the matrix form of the 
state-variable equations can he obtained from eqns (3.2-133), (3.2-134), and 
(3.2-137) as follows: 

where x is the state vector x(lc+l)= [o,(li+I), O,(lc+l), t , ( l~+I ) ]~ ,  A is the state 
matrix 

where the output vector is y = b , ,  J~2]T and v(li) is the measurement noise vector, 
v(li)= [ul(k), vZ(k)lT. If in the hybrid model, the first scheme (INFORM scheme) 
is used, then y(lc)=),,(lc), v=v,(k), and the output matrix is F =  [0 2 01. However, 
when the hybrid system uses the second scheme (where the stator windings are 
short-circuited) then y(lc)=j~2(lc), v=u3(li), and the output matrix is F=[O 1 01. 

In the prediction stage the EKF estimates the state variables by using the 
state-variable equations of the system given above. Thus the prediction of the 
state vector at sampling time (k+l )  is obtained from the input u(lc) and state 
vector at previous sampling time x(1c) by performing 

where 2 is the predicted state-vector at sampling time (kf l ) .  The notation 
x(k+ Ilk) means that it is a predicted value at the (k+l)-th instant, and it is based 
on measurements up to the lcth instant. In the fillering stage, the predicted state 

(3.2-139) A = T ,  

1 0 T,IJ 

1 T,2/2J, 

0 0 1 

u is the input vector, u=  [f,,(k)], B is the input matrix, B=[T,IJ, T,'/2J, OIT, ~ ( k )  
is the estimation noise vector, \v(k) = [ ~ ~ ~ , ( l i ) , i ~ ~ ~ ( l i ) ] ~ .  In eqn (3.2-138) the weight- 
ing matrix of estimation noise is defined as 

T,lJ 0 

C=T, ' /~J 0 

0 1 

(3.2-140) 

The matrix form of the output equation is obtained from eqns (3.2-135) and 
(3.2-136) as 
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is corrected by comparing the actual measured outputs y(li+ 1) with the expected 
measured values g(li+l)=Fh(k+ Ilk), and using the error to minimize the state 
error. Thus 

h(li+1~k+l)=h(k+llIc)+K(k+I)[y(lt+l)-3(k+IJk], (3.2-143) 

where K is the Kalman gain, which is computed iteratively. The main steps of the 
EKF algorithm are now summarized. 

Step 1: Ir~itializotiorr of [Ire covarimice rr~ntrices (P,, R,, Q,) 
P, is the covariance matrix of the spate vector, R, is the covariance matrix of the 
measurement noise, Q, is the covariance matrix of the estimation noise. 

Step 2: Prediction of tlre state vector 

Prediction of the state vector at sampling time (k+ I) from the input u(li) and also 
the state vector at previous sampling time d(k) by using the lcnown matrices A 
and B: 

x'(k+ IIli)=Ah(/cIli)+Bu(/c). 

Step 3: Covariance estirlirrtiorr of prediction 

The covariance matrix of prediction is estimated as 

~ * ( k + l / k ) = ~ p ( l i ( l i ) A ~ + Q ,  

where lilli denotes prediction at time Ic based on data up to time k, and ~( l i l l i )  is 
the covariance matrix of tlie state estimation error after tlie correction is made by 
using the actual measurements. 

Step 4: Kolriiarr filter goill corriprrratiori 

The Kalman filter gain (correction matrix) is computed as 

Step 5: Store uector estirlrrrtion 

The state vector estimation (corrected state vector estimation, filtering) at time 
(k+ I) is performed through the feedback correction scheme, which makes use of 
the actual measured quantities (y): 

~(k+IJk+l)=x'(k+l~lc)+K(k+l)[y(k+l)-Cx'(k+I)lk]. 

Step 6: Covaricnrce niatris of estir?ratiorr error 

The error covariance matrix can be obtained from 

It should be noted that the Kalman gain matrix (K) does not depend on the 
system state and input quantities, and thus it can be computed off-line. Further- 
more, since tlie Kalman gain matrix of the SYRM reaches it steady-state value 
within a few hundred milliseconds, the steady-state Kalman gain matrix can be 
used in the EKF. When the second model in the hybrid position estimator is used, 
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then the filter coelficients should not be changed (altl~ougli the measurement noise 
u2 is a function of tlie speed), since this will considerably reduce the computational 
requirements, because the state estimator will only contain constant coefficients. 
Althougli this will give a pessimistic weight of the measurement vector J J ~  a t  high 
speeds, according to experimental results, satisfactory estimates are obtained. By 
using a DSP, it is possible to have a high-dynamic-performance SYRM drive, 
which gives excellent responses in a wide speed-range without any speed or 
position sensor, including zero speed [Schroedl 19941. 

It should be noted that it is also possible to have another implementation of 
the EKF, where another model of the SYRM is used, which also uses the stator 
voltage equations and does not use tlie hybrid model to generate inputs to 
the EKF. However, this EKF would be computationally more demanding 
than the one described above. Such an EKF is described in the present book for 
an induction machine and also for permanent-magnet synchronous machines. 

So far no applications of using artificial intelligence (fuzzy logic, artificial neural 
networks, fuzzy-neural networks, etc.) Tor the estimation of the speed and position 
of a SYRM have been reported in tlie literature. However, since it is possible 
to approximate any non-linear function with great accuracy by using these 
techniques (see also Chapter 71, it is believed that such implementations will also 
emerge in the future for both vector- and direct-torque-controlled SYRM drives. 

It is believed that advances in the field of position-sensorless SYRM will 
significantly contribute lo the industrial acceptance of various types of SYRM 
drives. In this case the SYRM drive could become a strong competitor to 
variable-speed brushless a.c. drives. 

3.3 Direct torque control (DTC) of synchronous motors 

3.3.1 GENERAL INTRODUCTION 

In general, the direct torque control (DTC) of a synchronous motor involves the 
direct control of the flux linkages (e.g. stator flu linkages, stator transient flux 
linkages, etc.) and electromagnetic torque by applying optimum current or voltage 
switching vectors of the inverter which supplies the motor. In the case of a CSI-fed 
motor, the optimum current switching vectors are selected, but in the case of a VSI- 
fed motor, the optimal voltage switching vectors are selected. A brief description of 
the general aspects of direct torque control has been given in Section 1.2.2 and a 
very detailed description of the DTC of induction motors is presented in Section 4.6. 

In the present section, four main DTC control schemes of synchronous 
machines are described: 

1. DTC of a permanent-magnet synchronous machine supplied by a voltage-source 
inverter. Four schemes are considered: the fust tlree use an optimum switching 
voltage vector look-up table wllile the fourth one uses a predictive technique. 



Scheme 1: Direct control of the electromagnetic torque and stator flux linkages 
using an optimal voltage switching look-up table. 

Scheme 2: Direct control of the electromagnetic torque and direct-axis stator 
current using an optimal voltage switching look-up table. 

Scheme 3: Direct control of the electromagnetic torque and reactive torque 
using an optimal volvage switching look-up table. 

Scheme 4: Direct torque control using a predictive algorithm for the switching 
voltage vector selection. 

2. DTC of a synchronous relucta~lce machine supplied by a voltage-source 
inverter. 

3. DTC of a synchronous machine supplied by a voltage-source inverter. 
4. DTC of a synchronous machine supplied by a current-source inverter. 

3 .3 .2  D T C  O F  T H E  VSI-FED P E R M A N E N T - M A G N E T  

SYNCI-IRONOUS MOTOR 

Vector-controlled PM synchronous motor drives have been discussed in Sections 
3.1.2, 3.1.3, and also a brief introduction has been given in Sections 1.2.1 and 1.2.2 
on vector control and direct torque control techniques. In the present section 
four types of DTC schemes are discussed for ihe PM synchronous machine. 
In the first scheme, there is direct control of the stator flux linkages and 
electromagnetic torque. In the second scheme, direct control of the direct-axis 
stator current (expressed in the rotor reference frame) and the electromagnetic 
torque is performed. In the third scheme there is direct control of the electromag- 
netic torque and the reactive power. The first three schemes use an optimal 
switching vector look-up table. However, a fourth scheme is also discussed, which 
uses predictive algorithms for the selection of the appropriate switching voltage 
vectors. 

3.3.2.1 Direct control of the electromagnetic torque and stator flux, 
using optimal voltage switching look-up table (Scheme 1) 

In this first scheme, a direct-torque-controlled PM syncl~ronous motor supplied 
by a voltage-source inverter is present and the stator flux linkage and the 
electromagnetic torque are controlled directly by applying optimum voltage 
switching vectors of the inverter. It is a principal goal to select those voltage 
switching vectors which yield the fastest electromagnetic torque response. Tlie six 
active switching vectors (C,, C2,. . . ,C,) and the control scheme of the DTC PM 
synchronous motor supplied by a VSI are sfiown in Fig. 3.48. 

In Fig. 3.48(b), the electromagnetic torque error and the stator flux-linkage 
error are inputs to the respective flux-linkage and torque hysteresis comparators. 
The flux-linkage comparator is a three-level comparator and the electromagnetic 
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(b)  lux 

Fig. 3.48. Direct control or the flux linkages and electromab~etic torque of a PM synchronous motor 
supplied by VSI. Pa) Six active switching vectors ( t i , ,  ti,. ... , t i , ) ;  (b) control schcme. 

torque comparator is a two-level comparator. The discretized outputs of the 
hysteresis comparators (d~k,dtJ are inputs to the optimum voltage switching 
selection look-up table. However, the information on the position of the stator 
flux-linkage space vector (sector number) is also an input to the look-up table. 
Figure 3.48(a) shows the six voltage switching vectors together with the six 
sectors; these sectors cover the angles u(l), ~(21 ,  . . . , u(6) respectively. It can be 
seen that each sector spans 60 electrical degrees (e.g. sector I spans from -30" 
to 30 ") and for a six-step inverter, the minimal number of sectors is six. 

The drive scheme also contains an estimator, which provides estimates of the 
stator flu-lidcage space vector, I&=IIT~I exp(jp,) (its modulus, I and its 
position, p,) and also the estimate of the electromagnetic torque (1,). The estimation 
of the stator flux-linkage space vector is briefly discussed in the next section. 
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In a speed-sensorless DTC drive, the rotor speed can also be estimated by using 
the techniques presented in Section 3.1.3. If the drive scheme contains a speed 
control loop, then the reference electromagnetic torque is present on the output 
of the speed controller (which can be a PI controller). 

3.3.2.1.2 Flus-lirlkage esfirl~aliorl 

The stator voltage equation of the PM synchronous machine in the stationary 
reference frame is 

d$ 17,=R,i,+-, dt (3.3-1) 

where R, is the stator resistance and fi,, I,, are the space vectors of the stator 

voltage, stator current, and stator flux-linkage respectively. Thus by considering 
eqn (3.3-I), the stator flux-linkage space vector can be obtained from the 
measured stator voltages and currents as 

I? = (<-R,i,)dt. I (3.3-2) 

Thus the direct- and quadrature-axis stator flux-linkage components in the 
stationary reference frame are obtained as 

I&~,= ( ~ r ~ ~ - R ~ i ~ , )  dl I (3.3-3) 

(3.3-4) 

It can be seen that this technique requires only one machine parameter, which is 
the stator resistance. However, an open-loop integrator will cause initial value and 
drift problems, especially at low stator frequencies, and to avoid this, various 
techniques can be used (see also Section 3.1.3.2.1). For example, one possibility is 
to use a low-pass filter instead of the pure integrator and thus llp is replaced by 
TI(1 +pT) and hence 

In  eqn (3.3-5) p=dldt, and T is a suitably chosen time constant, which gives a 
low cut-off frequency and thus allows eqn (3.3-5) to approximate a pure integra- 
tion in the widest speed-range. It follows from eqn (3.3-5) that the stator 
flux-linkage components can be estimated by using 
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However, to obtain accurate flux estimates at low stator frequencies, the time 
constant has to be large, and the variation of the stator resistance with the 
temperature has to be considered. For this purpose it is also possible to use a 
thermal model of the machine. 

It is also possible to use such a stator flux-linkage estimator where the drift 
problems associated with 'pure' open-loop integrators at low frequency are 
avoided by a band-limited integration of the high-frequency components, 
and where the inaccurate flux-linkage estimation at frequencies below l l T  is 
replaced by its reference value in a smooth transition. For this purpose a 
first-order delay element, l l ( l+pT),  is used; thus the stator flux-linkage space 
vector is obtained from 

- 
where I//,,,, is the stator flux-linkage space vector in the stationary reference frame, - - 
~~.,.~=l~),,.~lexp(jp,). The inputs to this stator flux estimator are the measured 
values of the stator-voltage space vector (17,) and space-current space vector (i,), 
expressed in the stationary reference frame. However, there is also a third input, 
which is tbe reference value of the stator flux-linkage space vector ($s,.r), which 
is also expressed in the stationary reference frame. It should be noted that since 
the stationary reference frame is used, I ~ ~ , , ,  contains two components, I),,,,, and 
I),,,,,. In eqn (3.3-8) the space vector of the induced stator voltages is &,= 
17,-R,i, and in an open-loop stator flux estimator using a 'pure' integrator;its 
integrated value (Jii,,dt) yields the stator flux-linkage space vector IF$. However, 
in eqn (3.3-8) is multiplied by T and the reference stator flux-linkage space 
vector is added to TGs, yielding T17,,+ !I;,,,,. This is then the input to the first-order 
delay element, ll(1 +pT), on the output or wliic11 the estimated value of the stator 
flux-linkage space vector is obtained. In the permanent-magnet synchronous 
machine it is possible to have such an implementation of the flux-linkage 
estimator, where the reference stator flux-linkage space vector is obtained as - 
I//.,., = ~I/~exp(jO,) (this assumes i,,=O; see below), where II,, is the magnet flux 
(in the rererence frame fixed to the rotor). In this case &exp(jO,) is the magnet 
flux in the reference frame lixed to the stator and 0, is the rotor angle. It follows 
that this solution requires the use of a position sensor (to obtain the rotor angle 
O,), and adequate results can be obtained for a PM synchronous machine with 
surface-mounted magnets, but at very low frequencies (speeds), other techniques 
are required. 

To obtain greater accuracy, it is possible to use observers (Luenherger, Kalman 
observers), see also Sections 3.1.3.5, 3.2.2.4, 4.5.3.5. When an extended Kalman 
filter is used, it is possible to estimate the rotor speed in addition to the stator flux 
linkages and some machine parameters (joint state and parameter estimation). 
The stator flux-linkage components can also he estimated by using a model 
reference adaptive control (MRAS) system, e.g. see Section 4.5.3.4. It should also 
he noted that it is possible to obtain accurate stator flux-linkage estimates by 
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using an artificial neural network, or a fuzzy-neural estimator (see Chapter 7). 
Furthermore, tlie fuzzy-logic techniques can be combined with conventional 
observer-based techniques. 

3.3.2.1.3 EIcclranrgnefic t o rq~~c  esfinmtion 

The estimator shown in the drive scheme of Fig. 3.48(h) also estimates the 
electromagnetic torque. For instantaneous torque control it is necessary to have 
a very accurate electromagnetic torque estimator. There are many possibilities 
for estimating the electromagnetic torque, e.g. it can be obtained by using the 
estimated flux linkages and monitored stator currents and in this case, it follows 
from eqn (2.1-167) that 

te=$P($5Di5Q-~bsQi5D), (3.3-9) 

where the estimation of the stator flux linkages has been discussed in the previous 
section. However, it can also he obtained by using the stator currents in the rotor 
reference frame (i,,,i,,), and it follows from eqn (3.1-18) that 

t . = $ ~ [ ~ b ~ i ~ , + ( L ~ ~ - L ~ , ) i ~ , i ~ ~ l .  (3.3-10) 

However, this requires the synchronous inductances L,, and L,,, and also the 
rotor position has to be monitored (to obtain is,, is, from the measured stator 
currents i,,, i,,). If this technique is used, in general the saturation dependency of 
the inductances has also to be considered. It is also possible to estimate the 
electromagnetic torque by using a third technique, where the stator currents and 
rotor position are measured during the operation of the drive, but L,, and L,, are 
not required. In this case the electromagnetic torque versus rotor position versus 
current characteristics of the macl~ine are derived (this is a technique also used in 
switched reluctance motor drives; see Chapter 5). These cllaracteristics can then 
be stored in a look-up table, and during the operation of the drive, by monitoring 
the rotor position and the stator currents, the electromagnetic torque can he 
estimated. For a given machine, the characteristics of the look-up table can be 
obtained in a self-commissioning stage by considering the fact that the electro- 
magnetic torque can he estimated from the rate of change of the coenergy: 

t,= awC/as,. (3.3-111 

In eqn (3.3.11) the coenergy versus current (i) characteristic can be obtained from 
the total flux linkage (JI) versus current versus rotor position characteristics by 
integration , c: 

J o  i 

The total flux linkage versus current versus rotor position characteristics can he 
obtained by utilizing monitored stator voltages and currents at various rotor 
positions. For example, by performing blocked rotor tests, and by applying a step 
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voltage at specific rotor positions, it is possible to obtain the data required for the 
flux linkage versus current versus rotor position characteristics. For this purpose 
it is also considered that the flux linking a stator phase can be obtained by 
integrating the appropriate terminal voltage reduced by the stator ohmic drop (the 
latter is obtained by multiplying the known value of the stator resistance by tlie 
appropriate stator current). 

3.3.2.1.4 Reference sfatorj~rs-lir~kage ger~erotiorz 

In Fig. 3.48(b), the stator flux-linkage error is generated by comparing the 
estimated stator flux-linkage modulus to its reference value (IIL~,,~).  However, this 
reference value is obtained from the reference value of the electromagnetic torque. 
To obtain the function (&81,,,r(((~erer~), it is possible to utilize the concepts discussed 
in Section 3.2.2.1. Thus up to base speed, the function l&,er(((tcrcrl) can be 
obtained by ensuring maximal torque per unit current, and above base speed, it 
can he obtained by ensuring maximal torque per unit flux. These two techniques 
are discussed below. 

ilpplicrrfior~ ofthe ri~asin~rrrrt torquelnr~it cirrrerlt aiterin For the case of maximum 
torque per unit current the function I~T,~.~l(lt,,.~l) can be obtained as follows by 
using the flux linkage and torque equations. The direct- and quadrature-axis 
stator flux linkages in tlie rotor reference frame are 

As emphasized above, it is also a goal to implement such a switching stratem which 
ensures minimal stator ohmic losses, i.e. maximal efficiency. This means that the 
desired electromagnetic torque should be achieved with minimum stator current. 
Thus is, is forced to zero (see also the discussion related to Fig. 3.2) by the appro- 
priate switching vectors. If for simplicity a surface-mounted PM machine is 
assumed (L,,=L,,), then for maximum torque per unit current i,,=O and the 
modulus of the stator flux-linkage space vector can he obtained from its compo- 
nents as 

($,l,l=($;d+$i)''2=(~bg+ ~; , i : , )~~~.  (3.3-15) 

However, by considering eqn (3.1-31, the electromagnetic torque of the PM 
machine with surface-mounted magnets can be expressed as 

Thus the torque-producing stator current can he expressed as 
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Substitution of eqn (3.3-17) into eqn (3.3-15) yields the required relationship 
between the flux-linkage modulus and the electromagnetic torque: 

Thus the required function for the reference values is obtained from eqn (3.3-18) as 

It should be noted that for a PM synchronous machine with interior magnets, 
L,,#L,, and the electromagnetic torque also contains a reluctance torque 
component, and thus 

t c=$  P [ I ~ ~ : ~ ~ , + ( L ~ , - L ~ ~ ) ~ ~ ~ ~ ~ ~ ] ,  (3.3-20) 

and this expression should be used when I I ~ ~ , , , I  is obtained from the torque 
reference. 

Applicatiorl of tlze I I I C I S ~ J I ~ ~ I ~ I I  forqrrelrrr1it flr~x criferia The appropriate forms of 
the function (~&,,,l(t,,,~) call also be obtained when the maximum torque per unit 
flux criterion is used (in the high speed-range). In this case by using eqns (3.3-13) 
and (3.3-14), tlie stator flux-linkage modulus can be expressed as ' 

I I J ~ I = ( ~ I ~ , + ~ I : , ) " ~ = [ ( L ~ , ~ . , + I / I ~ ) ~ + ( L ~ , ~ . ~ ) ~ ] ~ ~ ~ .  (3.3-21) 

To obtain the expression of ~~~, , , ( ( t , , ,~) ,  eqn (3.3-21) has to be used together with 
the expression which can be obtained by using dt,/di,,=O, where t, is defined by 
eqn (3.3-20). 

3.3.2.1.5 Oprbrlrrnr si~~itchirtg voltage vector fable 

The optimum switching voltage vector table shown in Fig. 3.48(b) can be obtained 
in various ways, e.g. by using physical considerations. This will only be discussed 
briefly, since a very detailed explanation is given in Section 4.6.2.2 for an induc- 
tion motor, and similar considerations hold for the PMSM. 

Similarly to that shown in Section 4.6.2.2, Table 4.3, for the induction motor, 
the optimum switching table also uses the information on the position of the 
stator flux-linkage space vector (in the stationary reference frame, whose axes are 
s D  and sQ respectively). Since a six-step inverter is used, it is appropriate to defme 
a minimum number of six sectors. Each of these sectors is 60 electrical degrees 
wide, and they cover the regions @(I), u(2), . . . , ~ ( 6 ) .  where sector 1 spans from 
-30" to 30 ", sector 2 spans from 30 " to 90 ", . . . , sector 6 spans from 270 " to 
330" (in the complex plane defined by the sD and sQ axes, where the sD-axis is 
at the zero degree position). These sectors are also shown in Fig. 3.48(a) together 
with the six active voltage switching vectors of the inverter (17,, C2,. . . ,fie). 

For example, if the stator flux linkage is in the first sector and lias to be increased, 
and the electromagnetic torque bas to be positive (this corresponds to d$ = 1, dt,= l _ i ..~.. 

where dll, and dr, are the discretized outputs of the flux-linkage and electromagnetic 
torque comparators shown in Fig. 3.4S(b) respectively), then by considering the six 
active switching vectors also shown in Fig. 3.48(a), the switching voltage vector to 
be selected is i2. On the other liand if the stator flux linkage has to be increased, 
but the electromagnetic torque has to be negative (this corresponds to d$=l ,  
dl,= -I), then the switching vector 17, has tdbe  selected. However, if the stator flux 
linkage has to be decreased, but the electromagnetic torque has to be positive 
(dl) = -I, dt,= l), then 17, has to be selected, and similarly if the stator flux linkage 
lias to be increased, but the electromagnetic torque lias to be negative (d~b=  -1, 
dl,= -1) then this can be achieved by applying U,, etc. 

For is, control (i,,=O), the control of tlie stator flux linkages can be omitted. 
To produce the largest electromagnetic torque for a given stator current, in 
accordance with that shonm above, it has to be ensured that the stator-current 
space vector in the rotor reference frame contains only a quadrature-axis current 
component. This is analogous to that in a separately excited d.c. motor, wliere it 
is achieved by the consecutive switching of the armature coils through the 
comn~utator. In this case tlie stator flux-linkage space vector increases with 
positively increasing torque and decreases with decreasing positive torque, etc. It 
follows that if the stator Rux-linlcage space vector is cl~anged from a previous 
position described by ~ ~ ~ ~ = ~ k ~ + j ~ ~ ~ i ~ ~ ~  (note that i,,=O), to a new position 
described by 1Js2, then since i,,=O, the new position must be obtained by adding - a quadrature-axis stator flux-linkage component ~ $ ~ = j ~ , , i , , ~  to I//,,. Thus 

It foIlows that for a positive torque error (where dl,= I), the optimum voltage 
switching vector is the one (of the six active switching vectors) which is closest to 
the rotor quadrature-axis. For a negative torque error (where the discretized 
output of the torque comparator is dt,= -I), the optimum voltage switching 
vector is the one wliicll is closest to the negative rotor quadrature-axis. For this 
purpose, the rotor position has also to be used. However, in this case. the 
calculation of (I~~,,~(((!,,,,() and the estimation of (IF~I are not required. 

3.3.2.2 Direct control of the electromagnetic torque and d-axis stator 
current using an optimal voltage stvltching look-up table (Scheme 2) 

There are various possibilities for a DTC scheme of a PM synchronous machine. 
For example it is possible to control directly the d-axis stator current (is,) and the 
electromagnetic torque by the appropriate selection of the voltage switching 
vectors. This is shown in Fig. 3.49, wliere instead of using the stator flux-linkage 
control loop shown in Fig. 3.48(b), now there is an is, control loop. 

In Fig. 3.49 the reference value of i,, is compared with its actual value and this 
error is fed into a two-level hysteresis comparator, wliich outputs di,, (discretized 
output), which can be I or -1. The inputs to the optimal voltage switclling table 
are then di,, and dt, (dt, is the digitized output of tlie two-level torque hysteresis 
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Fig. 3.49. Direct control aC the d-axis stator current and cicctramagnetic.lorque of n PM synchronous 
motor supplied by VSI. 

Table 3.2 Optimum switching voltage vector look-up table 

di,, dl, ?(I) r ( 2 )  r(3) r(4) r(5) r(6) 
. 

1 Ii, 
. 
113 111 115 '7, '1, 

I 
. 

-1 17, 
. 

11, 1r2 1'3 Ii, 17, 

1 li, 11, 1'5 '7, li, lil 
-1 . 

-1 17, zi, Ii, li2 113 li, 

comparator and dl,=] or -1) and the rotor position. Table 3.2 shows the 
optimum switching voltage vector look-up table. 

In this scheme, the actual value of is, is obtained from the measured stator 
currents (i,,, isQ) as follows: 

i;=i,,+ji,,=i,exp(-jOr)=(i,,+ji,g)exp(-jO,). (3.3-23) 

The electromagnetic torque can then be estimated by using i,,, i,, and the 
measured currents (and inductances); thus by using eqns (3.3-20) or (3.3-16) for 
the permanent-magnet synchronous machine with interior- or surface-mounted 
magnets respectively. 

3.3.2.3 Direct control of the electromagnetic torque and reactive 
torque using an optimal switching voltage look-up table (Scl~eme 3) 

It is possible to implement a direct-torque-controlled PM synchronous motor 
drive where the electromagnetic torque tC=(3/2)P1m(E;;i,) and also the reactive 
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torque I,= (312)P Re($: i,) = ( 3 1 2 ) ~  Im(jiFsi:) are controlled directly. In this drive 
it is possible to achieve high dynamic performance, and the power factor can also 
be affected (by changing the reference value of the reactive torque). The control 
scheme is shown in Fig. 3.50(b). 

In Fig. 3.50(b) the two inputs are the reference values of the electromagnetic 
torque (t,,,,) and reactive torque (I,,,,) respectively. The electromagnetic torque 
error (difference between the electromagnetic torque and its reference value) is fed 
into a three-level hysteresis comparator on the output of which dt, is present. 
Similarly, the reactive torque error (difference between the reactive torque and its 
reference value) is fed into a two-level hysteresis comparator on the output of 
which dl, is present. Both dt, and dt, are inputs to an optimal switching voltage 

Reactive 
lorque dlr 
comparator 

Pig. 3.50. Direct control of the cicctromngnctic torque and reactive torque of a PM synchronous 
motor supplied by VSI. (a) Six active switching vectors ( r i , , t i 2 .  ..., t i6 ) ;  (b) control schcmc. 
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vector selection look-up table, together with the information on the sector where 
the stator flux-linkage space vector is located. There are six sectors: these are also 
shown in Fig. 3.50(a) (they are denoted by a(l), a(?), . . . , u(6) respectively). 

The drive scheme shown in Fig. 3.50(b) also contains an estimator, which also 
estimates two torque quantities. The first quantity is the instantaneous elec- 
tromagnetic torque, and for this purpose 

- 
t.=fPlrn(~b;i,)=f P($,,iSQ-~~,,i,,) (3.3-24) 

is used. The second quantity is the instantaneous reactive torque and is estimated 
by using 

1 r =+p1m(jG3 - i:)=$ P ( ~ b ~ , i ~ ~ + ~ b ~ , i ~ , ) .  (3.3-25) 

Physically the electromagnetic torque is related to the corresponding mechanical 
power (active power), and the reactive torque is related to the reactive power, 
where the reactive power maintains the magnetizing flux of tlie machine. It sl~ould 
be noted that by using the stator voltage equation of the machine, it can be simply 
proved that ~m(jlLi:) is related to the reactive power. The stator flux-linkage 
components can be estimated by using one of the techniques discussed above in 
Section 3.3.2.1.2. For example it is possible to have an implementation which uses 
the monitored stator currents (is, and iSg) and reconstructed stator voltages 
(rl,,, ir,,). For this purpose the monitored measured d.c. link voltage and also the 
inverter switching states are used (see Section 3.1.3.2.1). 

The optimum switching voltage vector look-up table can be obtained by using 
physical considerations. For this purpose Fig. 3.50(a) also shows the six active 
voltage switching vectors of tlie inverter (i , ,  i2, . . . , i , )  together with a possible 
stator flux-linkage space vector, which is aligned with the x-axis shown. To select 
the appropriate switching voltage vectors, the position of the stator flux-linlcage 
space vector (with respect to the real-axis of the stationary reference frame, p,) 
must also be detected. This position can be obtained e.g. by using p,= tan-'($,,/ 
I$I~,). or by using other techniques, where for example comparators are used, and 
the computation of trigonometric functions is completely avoided. There are six 
60 electrical-degree-wide sectors to be considered, and the first sector spans angle 
u(l), which covers the region -30" to 30 ", the second sector spans the angle ~(21 ,  
etc. These angles are also shown in Fig. 3.50(a). For example, iT the stator 
flux-linkage space vector is in sector 1, and dt,=l and dt,=l (discretized output 
values of the two hysteresis comparators are equal to one respectively), which 
means that both the electromag~letic torque and the reactive torque have to be 
increased, the switching vector i2 must be chosen. It can be seen that this is 
correct, since both the x-axis and g-axis components of i2 are positive. However 
i l Z r > O  is required to ensure that I,,.,-/,>At, (dl,= I), where ?At, is the width of 
the hysteresis band of the reactive torque comparator, and similarly u2,,>0 is 
required to ensure that i,,,, -t,>At, (dt,=l), where ?At, is the width of the 
hysteresis band of the electromagnetic torque comparator. It is possible to obtain 
the required switching vectors by similar physical considerations for other values 
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of the outputs of the hysteresis comparators and when tlie stator flux-linkage 
space vector is positioned in other sectors. In general, the following rules apply 
for the selection of the optimum switching vectors: 

1. If dt,=l then ir,>O. 
Physically this means that in this case I,,,,-t,>At,, and thus the x-axis 
component of the selected voltage switching vector (17,) must be positive 
(%> 0). 

2. If dt,=0 then l r , t O .  

Physically this means that in this case 1,,,,-I,< -At, and thus the x-axis 
component of the selected voltage switching vector (17,) must be negative 

0). 
3. If dt,= l then rr,.>O. 

Physically this means that in this case I,,.,-t,>At, and thus the y-axis 
component of the selected voltage switching vector (4) must be positive 
(lly>O). 

4. If dl,= -1 then 11,<0. 
Physically this means that in this case t,,,,-I,< -At, and thus the JJ-axis 
component of tlie selected voltage switching vector (4) must be positive 
(ll*.>O). 

, ,: 

..-. 3.3.2.4 Direct torque control using a predictive algoritl~m for 1 

switching voltage vector selection (Scheme 4) , I  

The use of powerful digital signal processors allow the on-line (real-time) 
computation of the switching vectors, leading to optimal solutions. Thus it is also 
possible to implement DTC schemes in which the required switching voltage 
vectors are obtained by using predictive algoritl~ms. For this purpose two 
algorithms are briefly discussed below. In the first case a mathematical model of 
the permanent-magnet synchronous machine is used and the electromagnetic 
torque is estimated for each sampling period for all possible inverter modes. The 
predictive algorithm then selects the inverter switching states to give minimum 
deviation between the predicted electromagnetic torque and the reference torque. 
Since there are many possibilities for the mathematical model to be used, only the 
main concepts will be discussed below. This is followed by the description of a 
second predictive algorithm, which is obtained by modifying the first algorithm, 
and this technique ensures maximal torquelcurrent ratio. 

To  obtain the predictive algorithm, first a suitable mathematical model of the 
permanent-magnet synchronous machine has to be derived. This can be based on 
the space-vector model of the PMSM. By using the direct- and quadrature-axis 
stator voltage dilferential equations expressed in the rotor reference frame, it is 
then possible to solve these in a sampling interval for the direct- and quadrature- 
axis stator current components (is,, is,). For this purpose it is assumed that within 
a sampling time interval, the rotor speed is constant (e.g. at the end of the time 
interval, the rotor speed is the same as at the beginning of the time interval). The 
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obtained analytical expressions for tlie stator currents can then be substituted into 
the analytical expression for the electromagnetic torque. The thus-derived analyti- 
cal expressiolls (for the stator currents and electromagnetic torque) depend on tlie 
machine parameters, voltage supplied by the inverter, rotor angle, and rotor 
speed. It follows that by using the initial values at the beginning of the sampling 
interval, it is possible to predict the electromagnetic torque and stator currents at 
the end of the sampling interval. The thus-obtained expression of the electromag- 
netic torque can then be used in the control system to generate the optimal voltage 
switching vectors applied to the inverter. 

It is a principal task of this control algorithm to minimize in every sampling 
interval the diRerence between the reference and actual electromagnetic torque. 
This minimization can be performed in various ways. Since at the beginning of 
every sampling interval (I,), the stator currents, speed, and position are known, 
it is possible to predict the electromagnetic torque of the permanent-magnet 
synchronous machine at the end of the sampling period ([,+AT) for all the 
inverter switching states, thus t,(t,+AT) is obtained. The control algorithm then 
selects that specific inverter switching state for which the error, I,,,, -t,(t,+AT) 
is minimal. In this way minimal electromagnetic-torque error is ensured in every 
step. However, this algorithm has to be sliglltly changed, since it does not take 
account of the associated changes in the stator currents, and the modulus of the 
stator-current space vector may contain large oscillations, if some limiting actions 
are not provided by tlie control algorithm. This modification is now discussed. 

If a modified algorithm is used which ensures maximum torquelcurrent ratio, 
then by considering the expression of the elctromagnetic torque (for a given 
modulus of the stator flux-linkage space vector), it is possible to express the 
stator-current space vector in terms of the electromagnetic torque and the 
modulus of the stator flu-linkage space vector. It should be noted that for 
maximum torquelcurrent, the angle of the stator-current space vector in the 
stationary reference frame is equal to the angle of the stator flux-linkage space 
vector plus 90 ", and thus when this is considered in the expression for the electro- 
magnetic torque, then a simple expression is obtained for the stator-current space 
vector (in terms of the electromagnetic torque and the stator flux-linkage 
modulus). If this new expression for the stator current vector is substituted into 
the analytical expression for the stator current vector (the derivation of which has 
been discussed above), then the obtained new expression can be used to select the 
optimal switching voltage vectors. In particular, it should be noted that the new 
expression for the stator-current space vector contains the stator-voltage space 
vector, which is the reference voltage space vector in the stationary reference 
frame (tr,,,,). The appropriate switching state of the inverter is then determined 
by using space-vector modulation. Therefore &,, is used to select the optimal 
switching voltage vectors in such a way that the two switching vectors (tr,, I&+,) 
closest to kt,, are selected, and the amount of time during which these vectors are 
applied (t,,f,) is determined from [Vas 19921 
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In eqn (3.3-26) 

AT=tO+ta+tb, (3.3-27) 

where T,=AT is the sampling time. Equation (3.3-26) follows from the fact that 
the time average of the three switching states (two active states and one zero state) 
during the sampling interval is equal to the reference voltage space vector, and 
also the switching voltage vectors and the reference voltage vector are constant 
over one switching cycle. In eqn (3.3-26) the 17, are the switching vectors in the 
eight switching states of the voltage source inverter: 

where U, is the d.c. link voltage, k= l ,2, .  . . ,6  correspond to the active (non-zero) 
switching voltage vectors, and k=7,8 correspond to the two zero switching- 
voltage vectors. If eqn (3.3-28) is substituted into eqn (3.3-26), and the resulting 
equation is resolved into its real and imaginary parts, then I, and I, can be 
determined. Thus by using ii,,,,=rr ,,,., +j11 ,Q,,,, 

The time during which the appropriate zero switching vector is selected is 

When this modified control algorithm is used, then the oscillations in the stator 
currents are reduced. 

Finally it should be noted that it is also possible to have such predictive 
algorithms in direct-torque-controlled permanent-magnet synchronous motor 
drives, where the electromagnetic torque is directly controlled by using the 
electromagnetic torque versus rotor position versus current characteristics of the 
machine. The method of obtaining such characteristics has been discussed above 
in Section 3.3.2.1.3. 

3 .3.3 DTC O F  THE VSI-FED SYNCHRONOUS RELUCTANCE MOTOR 

3.3.3.1 General introduction 

It has been discussed in Sections 1.2.1.3 and 3.2.2.1 that new types of synchronous 
reluctance motors have recently been introduced which have increased power 
factors and torque densities. For this purpose, special rotor structures are applied 
(e.g. axially laminated rotors, permanent-magnet-assisted axially laminated ro- 
tors, etc.). These drives offer the possibility of application in a wide range of areas, 
including robotic, spindle drive, and small traction applications. 
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In Section 3.2.2 the vector control of synchronous reluctance motors bas been 
discussed. However, it is also possible to obtain high-dynamic performance by 
using direct torque control (DTC), and for this purpose first the direct electromag- 
netic torque and stator flux-linkage control of a synchronous reluctance motor 
supplied by a VSI is described in the next section (Scheme 1). In a 'convetional' 
VSI-fed direct-torque-controlled a.c. motor drive, those inverter switching states 
are selected which restrict the stator flux-linkage and electromagnetic torque 
errors within specified hysteresis bands and which result in fast electromagnetic 
torque response. The advantages and disadvantages of DTC have been discussed 
in Section 1.2.2 and the reader is referred to this, prior to studying the details of 
the drive schemes presented below. Furthermore, in general, the 'conventional' 
DTC of an a.c. machine supplied by a voltage-source inverter involves the direct 
control of the flux-linkage space vector (e.g. stator flux-linkage space vector) and 
electromagnetic torque by applying optimum voltage switclling vectors of the 
inverter which supplies the motor. In addition to Scheme I, a second scheme will 
also be discussed (in Section 3.3.3.3), where there is direct control of the electro- 
magnetic torque and the angle of the stator-current space vector. 

3.3.3.2 Direct control of the electromagnetic torque and stator flux linkage 
(Scheme 1) 

A direct control scheme is now discussed for the synchronous reluctance motor, 
where there is direct control of the electromagnetic torque and stator flux-linkage 
space vector. Fig. 3.51(h) shows the schematic of the DTC drive system, where 
the inverter is a six-pulse voltage source inverter. 

In Fig. 3.51(b) the two inputs to the control scheme are the reference value of 
the electromagnetic torque (t,,,,) and the reference value of the modulus of the 
stator flux-linkage space vector (1&,,,1). The difference between the reference 
electromagnetic torque and the actual electromagnetic torque (1,) is the input into 
a two-level torque hysteresis comparator, which outputs dt, (dt, is the discretized 
output). Similarly, the flux-linkage error, which is the difference between the 
reference stator flux-linkage and the modulus of the actual stator flux-linkage 
space vector, is fed into a two-level hysteresis comparator, which outputs dib. The 
outputs of the two comparators together with the information on the position of 
the stator flux-linkage space vector are fed into the optimal switching voltage 
vector look-up table. 

In Fig. 3.51(b), there is also an estimator which is used to obtain the electromag- 
netic torque and also the stator flux-linkage space vector, tFs=l$,lexp(jp,)= 
~ $ ~ ~ + j b ' / , ~  (its modulus and angle, or its two-axis components). The estimation 
of the stator flux linkages and electromagnetic torque is discussed in the next 
section. 

Direct 1orq11e cor~lrol (DTC) of s~mchrorrorls rtrotors 

(a) 

Fig. 3.51. Direct-torque-controlled synchronous reluctance motor drive. (a) Six switching vectors and 
stator-linkage space vector; F1: flux increase; FD: flux decrease; TP: torque positive; TN: torque 
negative; (b) drive scheme. 

It follows from eqn (3.2-68) that the electromagnetic torque of the synchronous 
reluctance motor can also be expressed as follows: 

where S is the angle of the stator Aux-linkage space vector with respect to the 
direct-axis of the rotor (see Fig. 3.45). In the DTC drive shown in Fig. 3.51(b) the 
stator voltages are controlled so that the modulus of the stator flux linkage is 
constant and the maximum electromagnetic torque is limited in such a way that 
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the angle S is not increased beyond 45". Tlie stator Hux-linkage modulus is 
controlled by applying those voltage switching vectors (one of tlie six active 
inverter voltage vectors) which are directed towards the centre of the rotor to 
decrease the Hux-linltage modulus and outwards to increase the modulus (see 
details in Section 3.3.3.2.3 below). Furthermore, the electromagnetic torque is 
controlled so that if an increase in the electromagnetic torque is required, then 
those switching voltage vectors are applied which advance the stator Hux-linkage 
space vector in the positive direction of rotation. On the other hand, if the 
electromagnetic torque lias to be decreased, switching voltage vectors which lag 
the stator Rux-linkage space vector are applied. Since tile stator Hux-linkage space 
vector is the integral of the applied stator voltages (ohmic drop neglected), it 
moves in tlie direction of the applied switching voltage vectors, until the switching 
vectors are applied. Thus the voltage angle is indirectly controlled by tlie modulus 
of the stator Hux-linkage space vector and tlie magnitude of the electromagnetic 
torque. 

It should be noted that for the DTC syncl~ronous reluctance motor drive, 
constant power operation above base speed can be conveniently implemented. 
When the motor reaches the base speed, then tlie inverter reaches its maximum 
voltage. Thus to increase tlie speed beyond the base speed, the voltage must be 
kept constant and since the voltage (modulus) is proporlional to the product of 
the modulus of the stator Hux-linkage space vector and the angular stator 
frequency, above base speed the modulus of the stator Hux-linkage - space - vector 
has to be reduced (it is inversely proportional to the speed), I I ~  ,,., 1 =Ill, ,,,,. lw ,,,,, 1 
o,. Thus in Fig. 3.51(h) the reference value of tlie (modulus of the) stator 
flux-linkage space vector can be obtained on the output of the appropriate 
function, which is constant below base frequency, and above base frequency it is 
inversely proportional to the rotor speed; the input to this function is the rotor 
speed. For this purpose the monitored or estimated rotor speed can be used. For 
constant power operation (above base speed), the maximum torque can be 
obtained by considering that the mechanical power is equal to the product of the 
electromagnetic torque and speed, p,=t,w,=constant. Thus t ,,.,,,, =t  ..,.. bn,. 

w,,,,,lo,. It follows tliat above base speed, the maximum torque demand has to 
be reduced. If the maximum torque demand is not reduced, then the motor would 
lose synchronism (unstable operation would result), since the angle of the stator 
flux-linkage space vector with respect to the rotor direct-axis would exceed 45 ". 

It should be noted that efficiency could also be optimized at light loads by 
reducing the modulus of the stator flux-linkage space vector. However, this would 
result in a decreased dynamic performance. 

Three different types of stator Hux-linltage and electromagnetic torque estimators 
are discussed below. Tlie first sclieme can be used in a drive without a position 
sensor and the stator Hux linkages and electromagnetic torque are obtained by 
monitoring the stator currents and stator voltages (or tlie stator voltages are 
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reconstructed from tlie inverter switching functions by using the monitored value 
of the d.c. link voltage; see also Section 3.1.3.2.1). The second scheme uses the 
monitored stator currents and monitored rotor position, and also the saturation- 
dependent direct-axis inductance. However, in the third scheme, which also uses 
the monitored stator currents and rotor position, no saturation-dependent indnc- 
tance is used. 

Fl~rs-lil~kage estii~~ntor I: po.sitio~~-ser~.sorless iirrpleirreirtotior~ in a drive without 
a position sensor, tlie electromagnetic torque can be estimated by considering 
eqn (2.1-1571, 

where the stator flux-linkage components (expressed in the stationary reference 
frame) can be estimated by the techniques described in Sections 3.1.3.2, 3.2.2.2.1, 
and 3.3.2.1.2. For example, 

where rr,,, 1rsQ, is,, and is, are the direct- and quadrature-axis stator voltages and 
currents respectively in the stationary reference frame. Equations (3.3-34) and 
(3.3-35) require accurate knowledge of tlie stator resistance, especially at low 
stator frequencies, and incorrect values result in decreased performance. If the 
stator Hux-linkage components are inaccurately estimated, then the modulus and 
the position of the stator Hux-linkage space vector and also the estimated electro- 
magnetic torque will be incorrect. However, errors in the stator flux linkages and 
electromagnetic torque cause torque oscillations and also steady-state torque 
errors. Furthermore, an error in the position of the stator Rux-linkage space 
vector can cause incorrect switching vector selection (since tlie switching vector 
selection is also based on the position of the stator Rux-linltage space vector, as 
discussed below in Section 3.3.3.2.3). However, it should be noted that more 
accurate methods are described in Sections 3.1.3 and 3.2.2.2, and it has been 
shown that tlie stator voltages can be reconstructed by using the inverter 
switching states and also the measured d.c. link voltage (see Section 3.1.3.2.1). In 
particular it sliould be noted tliat in Section 3.1.3.2 a very simple integrator drift 
compensation technique lias been presented for a permanent-magnet synchronous 
machine. In that case, due to drift, the stator Hux-linkage space vector was not a 
circle centred in the origin of tlie stator reference frame, but it was shifted from 
tlie origin. Tlie drift compensation was performed by subtracting from the 
flux-linkage coordinates (~b,,, 1bSQ) the offsets from the origin. This technique can 
give accurate results for the PM syncl~ronous machine, since the main flux is 
produced by the magnets and the contribution of the stator currents is small. 
However, for the synchronous reluctance machine, the stator flux linkages are 
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produced by the stator currents, and in the DTC drive, the stator flux-linkage 
vector is controlled to produce a perfect circle. Thus when there is d.c. offset, the 
actual magnitude of the stator Hux-linkage space vector will vary as the machine 
is rotating. Therefore the d.c. offsets can be removed by recording the offset values 
when the motor is stopped, and then by subtracting these offsets from the 
measured values when the motor is running. 

Flrrs-lirlcoge estsfinmtor 2: estir~tcrfion lrsirlg a positiorr sensor orrd (sotrrrated) rr~aclrirre 
irrducmnces In a drive where the rotor position is also monitored, the stator flux 
linkages and electromagnetic torque can be estimated as follows. The stator- 
current components in the rotor reference frame (i,,, is ,)  can be obtained from the 
stator currents in the stator reference frame (i,,, i q p )  by using 

Hence the stator flux-linkage components in the rotor reference frame can be 
estimated by using the stator currents is, and i,, as follows: 

where L,, is the total direct-axis inductance (synchronous inductance) and L,, is 
the quadrature-axis synchronous inductance. To obtain greater accuracy, the 
variations of the inductances with the currents should be considered, as shown 
in eqns (3.3-37) and (3.3-38), but L,, can be considered to he constant. In 
eqns (3.3-37) and (3.3-38), the effects of cross-saturation couplings have been 
neglected. By using eqns (3.3-37) and (3.3-38), the stator Bux-linkage space vector 
in the stator reTerence frame can be obtained as 

The modulus of the stator Hux-linkage space vector is then obtained as 

I 1 ? ~ 1  = ($:D+ $ & ) ' I 2  = { [ ~ ~ , ( i ~ , ) i ~ , ] '  + [ ~ ~ , ( i ~ , ) i ~ , ] ~ } ~ / ~ .  (3.3-40) 

The angle of the stator flux-linkage space vector can be obtained by considering 
Fig. 3.52. 

It follows from Fig. 3.52 that the position of the stator flux-linkage space vector 
(p,) in the stationary reference frame is equal to its position (6)  in tlie rotor 
reference frame plus the rotor angle (0,). By also considering that 6=tan-'(1$,,/ 
lb3,), where (I,, and $,, have been obtained by eqns (3.3.-37) and (3.3-38), it 
follows that 
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Fig. 3.52. Stator flux-linkage space vector in the sfationary and rotor reference irames 

The electromagnetic torque can then be estimated by using the stator currents is,, 
is, and the inductances as follows: 

I.=$ P$ssis =$ P(C'/.,iSq-lbsqird)=$ P[Lsd(ird)-Lrqlisdiiq.  (3.3-42) 

However, this estimation technique requires a saturation-dependent inductance 
L,, (it has been assumed that L,, is constant). Nevertheless, it is possible to over- 
come this problem by using another estimator in which the stator currents and 
the rotor angle are also monitored, but the stator flux linkages and electromag- 
netic torque are obtained in a different way. This is discussed below. 

Flzrs lirrkoge eslin~ator 3: estir~rcrtior~ lrsir~g a po.sitiorr sensor. crrrd no irzducta~tces It 
is also possible to estimate the electromagnetic torque by using a third technique, 
where the inductances L,, and L,, are not required. In this case the electromag- 
netic torque versus rotor position versus current characteristics of the machine are 
derived (see also Section 3.3.2.1 and Chapter 5).  These characteristics can then be 
stored in a look-up table, and during the operation of tlie drive, by monitoring 
tlie rotor position and the stator current components, the electromagnetic torque 
can he estimated. For a given machine, the characteristics of the lookup table can 
be obtained in an initial self-commissioning stage by considering the fact that in 
general, the electromagnetic torque can be estimated from the rate of change of 
the coenergy: 

t , = a w , ~ a s , .  (3.3-43) 

However, the coenergy versus current ( i )  characteristic can be obtained from tlie 
total flux linkage ($1 versus current versus rotor position cl~aracteristics by 
integration: 

(3.3-44) 
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The total flux linkage versus current versus rotor position cl~aracteristics can he 
obtained by utilizing the monitored stator voltages and currents at various rotor 
positions (see also Section 3.3.2.1). 

3.3.3.2.3 Optiriinl sieitchiirg uoltage uector looli-tip table 

Tlie optimal switching voltage vector look-up table can he derived by using 
physical considerations as follows. For this purpose the six active (non-zero) 
switching vectors (ii,,ii,, ...,ii,) of the inverter are also shown in Fig. 3.51(a). 

The stator flux-linkage space vector, ~ & = l ~ J ~ l e x ~ ( j p , ) ,  can he positioned in 
one of the six sectors shown in Fig. 3.51(a) (due to the six-step inverter, a 
minimum of six sectors have to he considered). For example, the first sector 
spans the region *30", thus tlie angle ~ ( l ) ,  which is also shown in Fig. 3.51(a), 
varies from -30 " to + 30 ", the angle a(2) covers the region 30 " to 90 ", etc. It 
should he noted that the position of the stator flux-linkage space vector is 
described by the angle p,, where p,=O coincides with the sD-axis (real-axis of 
the stationary reference frame). If for example it is assumed that the stator 
flux-linkage space vector is located in sector 1, as shown in Fig. 3.51(a), then if 
it has to he increased (as dictated by the reference stator flux linkage) and the 
electromagnetic torque has to he increased as well (as dictated by the reference 
torque), thus the discretized comparator outputs in Fig. 3.51(b) are d$=l  and 
dt,=l respectively, then the switching voltage vector ii, has to be applied. It 
should he noted that, in general, if a switching voltage vector is applied, the 
flux-linkage space vector created (by this vector) will move in the direction of 
this switching vector (since it is the integral of the voltage vector), until the 
voltage vector is applied. It can he seen by considering Fig. 3.51(a) that t i2  

creates a stator flux-linkage component which indeed increases the original 
stator flux-linkage vector, and also the new stator flux-linkage vector will he in 
a position which is rapidly rotated in the positive direction (direction of 
rotation) with respect to the original stator flux-linkage space vector, and 
positive electromagnetic torque is developed. However, if for example, the stator 
flux linkage is again in the first sector, hut it has to be decreased and the 
electromagnetic torque has to he positive (this corresponds to d1)=0, dt,=l), 
then it can he seen from Fig. 3.51(a) that switching voltage vector 17, has to be 
applied. In this case, due to ir,, a stator flux-linkage component is created which 
will increase the original stator flux linkage, hut the new stator flux-linkage 
space vector will be rapidly rotated in the negative direction with respect to the 
original stator flux-linkage space vector (and thus the electromagnetic torque is 
negative). If the stator flux linkage is in sector 1 and it has to he decreased and 
the electromagnetic torque has to he negative (thus d$=O, dl,= -I), then the 
switching vector 17, has to be applied (since this rapidly rotates the original 
flux-linkage space vector in the negative direction and also decreases it). Similar 
considerations hold when the stator flux-linkage space vector is in one of the 
other live sectors. Thus the optimum switching voltage selection look-up table 
shown in Table 3.3 can be constructed for the active voltage vectors. 
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Table 3.3 Optimum active voltage switching vector look-up 
table 
d# dt, a(l) u(2) a(3) a(4) u(5) a(6) 

SEclor I sector 2 SEclui 3 s ~ c l o r  1 rrrlnr 5 srrlur 6 

-1 I i j  
. . 
''6 '7, I I ~  ii, ria 

Active switching vectors: ii,(l 0 0); I 0); ii,(O 1 0); i,(0 1 I) ;  
iiS(O 0 1); i6(1 0 I). 

As expected, Table 3.3 is similar to the one obtained for tlie direct-torque- and 
flux-controlled induction motor supplied by a voltage-source inverter (see Section 
4.6.2.2). To select the appropriate switching vectors, the position of tlie stator 
flux-linkage space vector (with respect to tlie real-axis of the stationary reference 
frame) must also he detected. This position can be obtained e.g. by using the 
estimated stator flux-linkage components and then by performing p ,= tan- ' (~b ,~ /  
I ) ,~) .  However, it is possible to avoid the computation of trigonometric functions 
by using comparators (see also Section 4.6.2.2). Since there are six active switching 
voltage vectors, for voltage vector selection, the complex plane must be divided at 
least into six sectors, each of which is 60 electrical degrees wide, when the position 
of the stator flux-linkage space vector is determined. 

3.3.3.2.4 Speed curitrol loop; speed estiriiatiori 

For speed control purposes, a speed loop has to be added to the drive scheme 
shown in Fig. 3.51(b). For tlus purpose the reference speed input is subtracted 
from its actual value and the resulting error is fed into a speed controller (this can 
also he a fuzzy controller). The output of the speed controller gives the reference 
value of the electromagnetic torque. 

In a speed-sensorless DTC synchronous reluctance motor drive, it is possible to 
obtain the speed signal without using a conventional speed sensor. Such imple- 
mentations have been discussed in Section 3.2.2.2. For example, it is possible to 
obtain the speed signal by utilizing the speed of the stator flux-linkage space 
vector, which is o,,=dp,/dt, and for this purpose the estimated stator flux- 
linkage components can be used. Thus 

By performing the differentiation, this can he put into the following form: 

w,, = $sud$3~/dt-1bs~d1bsu1dt 
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In the steady-state, the stator flux-linkage space vector is rotating exactly at the 
speed of the rotor. However, in the transient state, when there is a change in the 
electromagnetic torque reference, the stator flux-linkage space vector moves 
(relative to the rotor) to produce the required new electromagnetic torque. An 
increase in the reference electromagnetic torque causes the stator flux-linkage 
space vector to move in the negative direction of rotation. Thus if the rotor speed 
is estimated from w,,, it will be too low (underestimated), until the new steady- 
state is reached. Similarly, if there is a decrease of the reference electromagnetic 
torque, then the rotor speed estimated from om, will be too large (overestimated). 
If the rate of change of tlie torque is limited, this effect is minimized, but if there 
are large changes in the electromagnetic torque, then this effect cannot be 
neglected. 

3.3.3.3 Direct control of the electromagnetic torque and stator current 
(Scheme 2) 

It is possible to implement an instantaneous torque-controlled synchronous 
reluctance motor drive, such that 

the modulus of the stator flux linkage can be varied with the load (to obtain a 
inaximum torquelcontrol scheme); 

the switching voltage selection is based on minimizing the errors in the 
electromagnetic torque and stator-current position and by also considering tlie 
position of the stator-current space vector. 

It can be seen that, with respect to the conventional DTC scheme (discussed in 
the previous section), this scheme is different. This is due to the fact that in the 
conventional scheme the switching vector selection is performed by minimizing 
the errors in the electromagnetic torque and stator flux linkage, and for this 
purpose the position (sector) of the stator flux-linkage space vector is also 
considered. Since, as shown below, the electromagnetic torque is proportional to 
the modulus of the stator-current space vector and also the sine of (2c) ,  where E 

is tlie position of the stator-current space vector with respect to the real-axis 
of the rotor, the electromagnetic torque can be controlled by acting on the 
modulus of the stator-current space vector. Furthermore, the sign of the angle of 
the stator-current error determines tlie sign of the rotation of the stator-current 
space vector. Thus the electromagnetic torque error and the sign of the stator- 
current angle error determine the selected switching states of the inverter together 
with the information on the sector where the stator-current space vector is 
positioned. 

By coilsidering that i: =is, +ji,, = li,l exp(c-:), where c is the angle of the stator- 
current space vector with respect to the direct-axis of the rotor, it follows from 
eqn (3.3-42) that the electromagnetic torque of the synchronous reluctance motor 
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can also be expressed as 

f c = +  P ( L ~ ~ - L ~ q ) i ~ ~ ; s q = ~  P(Ls~-Lsq)li5[2sin(2c-:). (3.3-47) 

It can be seen that, in addition to the difference between tlie direct- and 
quadrature-axis inductances, the electromagnetic torque depends only on the 
modulus (Ii,I) and angle (6) of the stator-current space vector. Thus the syn- 
chronous reluctance motor will react very fast to the changes in the stator currents 
and it is not necessary to Beep the modulus of the stator flux constant to have 
very fast torque response. In fact, the torquelcurrent ratio becomes maximal if 
~ = 4 5  ", which is equivalent to ;,,=is,, and in this case i:=li,ll$ and 

Thus the electromagnetic torque can be quicldy changed by changing the modulus 
of the stator-current space vector and if i,,=i,,(~=45 ") is ensured, then the torque1 
current ratio is maximal. This control strategy can be maintained until the stator 
flux linkage is below its rated value. At high loads, the stator flux linkage normally 
exceeds its rated value when the direct- and quadrature-axis stator currents are 
equal. It follows that the required control law is to keep ;,,=i,, at light loads, and 
at higher loads the i,, current is kept constant but is, is increased (this results in 
increased stator-flux modulus). However, if i,,=i,,, then it follows from eqn 
(3.3-40) that 

and if [ < I  changes, then the stator flux modulus changes as well. 
To summarize: in the synchronous reluctance machine, to have fast electromag- 

netic torque response, it is not necessary to keep the stator-flux modulus constant. 
Quick torque response can be obtained by changing the stator-current modulus 
and maximal torquelcurrent can be ensured by imposing ;,,=is, at light loads. 

It follows from eqn (3.3-40), and by also considering that i,,+ji,,=Ii,l exp(s), that 
in general the modulus of the slator flux-linkage space vector is a [unction of the 
angle E.  By assuming a given stator-current modulus, then since Ls,> L,,, if ~ = 9 0 "  
then 11F-l is minimal and if E = O O  (or 180°), then it is maximal, and ~ = 4 5 "  
corresponds to tlie maximum torquelampere condition. This is shown in Fig. 3.53. 

As discussed above, E is the angle of the stator-current space vector with respect 
to the direct-axis of the rotor. Since the control strategy tries to maintain the 
c=45" position of the stator currents, it is important to lcnow if there is any error 
in this angle, since if there is an error, it has to be corrected by applying the 
appropriate switching vector of the inverter. Obviously if a rotor position (0,) 
sensor is used, then by monitoring the stator current components in the stationary 
reference frame (i,,, iSQ) and then by transforming them into the current compon- 
ents in the rotor reference frame is,, is, [by using eqn (3.3-36), thus by using 
i,,+ji,, = (i,,+ji,,) exp( -jO,) = I i,l exp(~)], then i: can be estimated and any devi- 
ation from the required value is known. However, it will now be shown that 
information on this deviation (angle error of the stator current AE) can also be 
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Fig. 3.53. Stator flux modulus as a function of the angle r:. 

obtained without using a rotor position sensor. It should also be considered that 
it is not important to know the exact value of this angle error; it is only necessary 
to know if it is positive or negative, since this determines the selection of the 
appropriate switching vectors together with the error in the electromagnetic 
torque and also the position of the stator-current space vector (in the stationary 
reference frame). This position can be simply determined by monitoring the - stator 
current components (i,,,iSQ) and e.g. u,=tan-'(iSQ/i,,) or u,=cos-'(i,,/I~,i) gives 
this angle, but on the other hand it is possible to avoid the use of any 
trigonometric functions by using comparators. 

The reference value of the stator flux-linkage modulus corresponds to the value 
at c=45 ", and this stator flux modulus is defined by eqn (3.3-49). It follows from 
Fig. 3.53 that if there is an error in the angle of the stator-current space vector, 
i.e. c+45 ", e.g. ~ < 4 5  ", then the actual stator flux-linkage modulus will be less 
than this reference value, and a positive flux-linkage error occurs (~111;,1>0). 
Similarly, if c>45 ", then the actual stator flux-linkage modulus will be larger than 
the reference value, and a negative flux-linkage error occurs (A11?,1 <0). However, 
it can be seen from Fig. 3.53 that the same flux-linkage error can arise for two 
different values of c (which are displaced by 90"). Thus it is not possible to 
determine in a unique way the corresponding error (Ac) of the stator current angle 
from a flux-linkage error ( A I I ~ ; , ~ ) .  However, this ambiguity can be resolved by also 
considering that for the two stator current angles (E, and cl=18O0-E,) which 
yield the same flux-linkage error, the modulus of the electromagnetic torque is the 
same, but their signs are opposite [this follows directly from eqn (3.3-4711. It 
follows that the sign of the stator-current angle error can be obtained from the 
sign of the electromagnetic torque and the sign of the flux-linkage error as 
-sign(t,)sign(Al~J,,l). This sign determines the direction in which the stator- 
current space vector has to be rotated (to enforce the position &=45"). This 
information is then used in the switching vector selection look-up table, where 
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those switching states are selected which ensure that the torque error and stator 
current errors are reduced to preset levels by considering also the actual position 
of the stator-current space vector (in the stationary reference frame). 

The modified direct-torque-control drive scheme of the synchronous reluctance 
motor is shown in Fig. 3.54. 

In Fig. 3.54 the input is the reference value of the electromagnetic torque. This 
is then compared to its actual value and the resulting torque error is an input into 
the switching voltage vector selection table. As discussed above, there are also two 
other inputs to the switching vector selection table. These are the sign of the 
current angle error [s= -sign(t,)sign(Al~J,l)] and the position information of the 
stator-current space vector with respect to the stationary reference frame (cc,) 
[e.g. ~,=tan-'(i ,~li , ,)] ,  but it is not the exact position which has to be known, 
but only the sector where the stator-current space vector is positioned. For this 
purpose it is adequate to use a minimal number of six sectors, similarly to that 
used above in the drive scheme shown in Fig. 3.51. 

The electromagnetic torque can be estimated in various ways, e.g. by using eqns 
(3.3-331, (3.3-341, and (3.3-35) given above. The stator flux-linkage error can be 
estimated in several ways. For example, by also considering eqn (3.3-401, it can 
be obtained as 

If the machine inductances are known, then it is possible to generate the required 
~b'l,,.~l characteristics as a function of the stator current angle for different values 
of the stator-current vector modulus. Such characteristics are shown in Fig. 3.55. 
By knowing the monitored values of the stator flux amplitude I$~I=($,',+I~:~)"' 

Fig. 3.54. Modified direct-torque-control scheme 

Switching vector Current-conmlled 
selection table PWM invcrar 

S m, 
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Fig. 3.55. Stator flux linkngc vcrsus stator currcnt angle characteristics for dirercnt stator-current 
space-vector moduli. 

and also the stator current modulus /iJ, the stator flux-linkage error A I I ~ ; , ~  can be 
determined from the corresponding curve in Fig. 3.55 (as discussed above, if for 
a given II/;,,I and li,/, the stator-current angle determined from the curve is less 
than 45 ", then tlie flux-linltage error is positive, and if it is larger tlien 45 ", then 
it is negative). Tlie sign of the stator flux-linkage error is then used. together with 
tlie sign of the electromagnetic torque error, to obtain the sign of the stator- 
current angle error, as discussed above: 

However, prior to starting up the drive, it is also possible to perform a simple 
test, which generates the reference stator flux-linkage modulus versus stator- 
current angle curves for different values of the stator-current vector modulus. It 
is an advantage of this measurement that the inductances L,, and L,, do not have 
to be known, but the stator flux modulus can still be estimated. The obtained data 
for the stator flux reference can then be stored in a look-up table, and this can be 
used in the AIIF~I estimation block shown in Fig. 3.54. 

If step changes are made to the electromagnetic torque reference, tlien the 
actual torque will follow these changes very quickly. At high valucs of the 
electromagnetic torque tlie stator flux-linkage modulus is quickly increased and 
at low values it is quickly decreased. 

3.3.3.3.4 S~~dtclriiig vector selecfiorz 

As discussed above, the electromagnetic torque is controlled by acting on the 
stator-current amplitude and the sign of the angle of the stator-current error 
determines the sign of the rotation of the stator-current space vector. Tlie selection 
ol' the appropriate inverter switching states is now discussed by using simple 
physical considerations. 
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For example, if it is assumed that the electromagnetic torque error is positive, 
the current angle error is also positive, and the stator-current space vector lags 
the stator direct axis e.g. by 5 ", then it follows that the switching vector has 
to be selected. This is due to the fact that tliis ensures tlie required increase of the 
modulus of tlie stator-current space vector (which results in the desired increase 
of the electromagnetic torque) and also in tliis way tlie error in the stator-current 
angle is reduced. On the other band if the stator-current space vector is in the 
same position as above, but the electromagnetic torque error is negative and the 
current angle error is positive, then the switching vector 17, has to be selected, 
since this reduces the stator current modulus (and thus reduces tlie electromag- 
netic torque) and also in this way tlie stator current angle is increased. In the same 
way it is possible to obtain the required switcliing vectors when the stator-current 
space vector is in tlie other five sectors. 

3.3.4 DTC O F  A VSl-FED ELECTRICALLY EXCITED 
SYNCHRONOUS MOTOR 

It is also possible to achieve direct torque control of a VSI-fed electrically excited 
synchronous motor. For this purpose the fact can be utilized that the electromag- 
netic torque is produced by the interaction of the magnetizing flux-linkage space 
vector and the stator flux-linkage space vector, t,=(3/2)~(1$,,, x IL)/L,,, wliere L,, 
is the stator leakage inductance. A quick change in the torque can be produced 
by rapidly rotating the stator flux-linkage space vector, so the angle between the 
stator flux-linkage space vector and tlie magnetizing flux-linkage space vector 
increases rapidly. This can be achieved by applying the appropriate voltage 
switching vectors to the inverter (see also Section 3.3.2.1). 

Similarly to that shown in Fig. 3.48(b), there are three inputs to the optimum 
switching table. These are the outputs of the flux and torque hysteresis compara- 
tors and also the sector wliere the stator flux-linkage space vector is located. Tlie 
DTC control sclieme of the VSI-fed electrically excited synchronous motor also 
requires a stator flux estimator. For this purpose it is possible to use the various 
techniques discussed in the present book (improved flux estimators, observers, 
artificial-intelligence-based techniques, etc.). For example, it is also possible to 
employ a hybrid flux estimator, which uses tlie voltage model together with the 
current model of the machine (see also Section 4.6.2.6.3). At higher speeds the 
voltage model can be used ($5=J(fi,-R5i5)dt), where 17, can be reconstructed 
from the monitored d.c. link voltage by using the inverter switching states and 
a model for tlie voltage drops across the inverter switches. For high accuracy a 
thermal model can be used to correct the stator resistance. However, at lower 
speeds, a current model has also to be used; such a model has been discussed in 
Section 3.2.1 for a salient-pole electrically excited synchronous machine. Tlie two 
models are used to obtain a combined flux, which is obtained as a weighted mean 
of tlie individual fluxes, depending on the machine speed. 



3.3.5 DTC OF A c s l - F E D  E L E C T R O N I C A L L Y  E X C I T E D  
S Y N C H R O N O U S  M O T O R  

3.3.5.1 General introduction 

In the present section the direct torque control (DTC) of a load-commutated 
CSI-fed synchronous motor drive is briefly discussed. However, for better under- 
standing of the concepts related to direct torque control, the reader is first referred 
to Sections 1.2.2 and 3.3.3. In the synchronous motor drive with a load-commutated 
current-source inverter a constant frequency mains power is rectified by a controlled 
rectifier, and a controlled d.c. voltage is obtained. A large d.c. link inductor filters 
the d.c. link current, and the machine side inverter (load-commutated CSI inverter) 
is thus supplied by a constant current. Load commutation is ensured by overexci- 
tation of the synchronous motor to yield a leading power factor. The drive can 
inherently operate in all the four quadrants; the switching frequency of the inverter 
determines the motor speed. When the effects of commutation are neglected, the 
stator-current waveforms are analogous to those of the CSI-fed induction machine. 

3.3.5.2 Drive scheme 

It is shown below that the electromagnetic torque of a CSI-fed synchronous motor 
is produced by the interaction of the stator suhtransient flux linkages and the 
stator currents. Direct torque control of a CSI-fed synchronous motor involves 
the direct control of the suhtransient stator flux linkage ((J:') and the electromag- 
netic torque (I,) by applying the optimum current switching vectors. Furthermore, 
in a direct-torque-controlled (DTC) synchronous motor drive supplied by a 
current-source inverter, it is possible to control directly the modulus of the 
suhtransient flux-linkage space vector (1121) through the rectifier supplying 
the field current, and also the electromagnetic torque by the supply frequency of 
the load-commutated CSI. For this purpose the appropriate optimal inverter- 
current switching vectors are produced by using an optimal current switching 
vector table. This contains the six possible active current switching vectors 
(i,, i2,. . . , i,) and also the non-active (zero) switching vectors (i,). The six active 
current switching vectors are also shown in Fig. 3.56(a). Optimum selection of the 
switching vectors is made to restrict the torque error within the torque hysteresis 
band. The inputs to the optimal current switching table are the discretized torque 
error (dt,), which is the output of a 3-level hysteresis comparator. A 3-level 
comparator is used, since this corresponds to 0, 1, and -1 torque errors. The 
optimum switching look-up table also requires knowledge of the position of the 
subtransient stator flux-linkage space vector, since it must be known in which of 
the six sectors is the Aux-linkage space vector. The basic scheme of the DTC 
load-commutated CSI-fed synchronous motor drive is shown in Fig. 3.56(b). 

Torque 
comparator 

inverter a, ~ ~ ~ d . ~ ~ ~ ~ ~ t ~ t ~ d  
CSI 

Power factor 
T angle corrector 

contmller 

1 
Field 
current 
convollcr 

Fig. 3.56. DTC load-cornmutated CSI-led synchronous motor drive. (a) Six swilching vectors: 
(b) drive scheme. 
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In Fig. 3.56(b) the subtransient flux-linkage reference is compared with its 
actual value, which is estimated by using eqns (3.3-54) and (3.3-55) shown below 
(as &'=$,+j$Q) or when the improved estimator is used, it can he obtained by 
considering the flux linkage ohtained by eqn (3.3-64) given below. The flux- 
linkage error is the input to the field current controller. This flux error also acts 
on the rectifier in the field circuit to produce the required leading power factor 
(which ensures load commutation, as discussed above). However, to account for 
parameter detuning and overlap angle, a power factor angle-corrector controller 
is added as a feedforward signal to the field current controller. This feedforward 
signal also acts as a feedback signal to the rectifier supplying the CSI. The 
reference angle, g,,,, is also an input to the drive system in Fig. 3.56(b), where in 
general, 90-7, is tlie angle between the space vectors i, and 12. It can be seen that 
y is approximately equal to the power factor angle (4), y=$+u/2, where rr  is the 
overlap angle. In Fig. 3.56(b) the signal -KI,, is added to this, to take account 
of the increased overlap angle (due to the increased d.c. link current I,). The 
resulting y'=y,,,-KI, angle is then added to the estimated angle B, and the 
obtained signal is fed into the power Factor angle-corrector controller. The details 
of the estimator shown in Fig. 3.56(h) which provides I,, y, and I&'! on its outputs 
are discussed below. It should be noted that at low frequencies forced commuta- 
tion is required, since the generated e.m.f.s required For load commutation are 
very low, even if there is large overexcitation, since they also depend on the speed. 
Therefore it is also problematic to start the motor from rest. 

For precise speed control a speed feedback loop has to be incorporated. In this 
case the torque reference is obtained on the output of a speed controller, wliicl~ 
can be a PI controller or a fuzzy-logic controller, etc. The input to tlie speed 
controller is the diRerence between the reference speed and the actual speed. It is 
possible to have a speed-sensorless implementation, where the rotor speed is 
obtained by using one of the techniques described in earlier sections. The 
hysteresis band or the torque comparator may be increased with the rotor speed, 
since in this case PWM of the currents is avoided at high speeds. 

3.3.5.3 Stator flux-linkage and electromagnetic torque estimation 

The drive scheme contains an electromagnetic torque and stator subtransient 
flux-linkage estimator. The electromagnetic torque can be estimated from the 
terminal quantities by considering that, according to eqn (2.1-167), it is produced 
by the interaction of the stator flux linkages and stator current. By using space 
vectors in the stationary reference frame, and also considering that in the 
synchronous machine the stator flux-linkage space vector (I?~) is equal to the 
subtransient stator flux-linkage space vector ( IE )  plus L:is [Vas 19921, where L: 
is tlie subtransient inductance. 
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is obtained, since 12=$,+jtbQ and the vectorial product L:i5 x i ,=O. In general, 
when the synchronous machine has damper windings, the subtransient direct- 
and quadrature-axis inductances, L:, and L:,, are not equal; thus L: is not equal 
to the transient inductance (L:), hut an approximation can he made by assuming 
that L: % (L:, + L;)12. This is a good approximation if the suhtransient saliency 
in the two axes is not much different. In eqn (3.3-52) b'/:'=J~,+j$~ is the 
suhtransient flux-linkage space vector (stator flux linkage behind the subtransient 
inductance), and i,=i,,+ji,Q is the stator-current space vector, and both vectors 
are expressed in the stationary reference frame. The stator currents and stator 
voltages are monitored and tlie stator subtransient flux-linkage space vector can 
be obtained by using 

where L: is the subtransient inductance defined above. The derivative in eqn 
(3.3-53) is a back e.m.f. Thus the stator subtransient flux-linkage components are 
obtained as 

The angle 1) (which is the angle between the space vectors j&' and T , )  can be 
estimated by using i,,, iSQ, ahD, and $Q, The electromagnetic torque and the 
subtransient stator flux-linkage space vector can be obtained in other ways as 
well. The errors associated with open-loop integrators at low frequencies can also 
he avoided by using an improved estimator, which is now discussed. The 
estimator shown in Fig. 3.56(h) ouputs f,, 71, and 1121. 

If the rotor position (0,) is also measured, then the stator-current space vector 
in tlie rotor reference frame can he obtained from the stator-current space vector 
in the stationary reference frame as 

The stator flux linkages (not the subtransient stator flux linkages) in the rotor 
reference frame can be estimated by using the stator currents i,, and i,, as 

where i, is the measured field current, L,, is the total direct-axis inductance, 
L,,=L,, +L,,, L,, is the stator leakage induclance, L,, is the d-axis magnetizing 
inductance, and L,, is the q-axis inductance. To obtain greater accuracy, the 
variations of the inductances with the currents should also be considered. Thus if 
cross-saturation coupling is neglected then in general L,, varies with the d-axis 
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magnetizing current: in,, =is,+ i,. Furthermore, L,,= L,, + L,, varies with the 
q-axis magnetizing current: i,,=i,,. Thus L,,=L,,(i,,), L,,=L,,(i,,). There- 
fore the stator flux-linkage components in tlie rotor reference frame can be 
expressed as 

The stator flux-linkage space vector in the stator reference frame can be obtained 
from 

- - 
~b,=$:exp(j~,)=(~b~~+jlb~,) exp(jk).  (3.3-61) 

Finally the subtransient flux-linkage space vector can be obtained rrom 

However, as shown in Section 3.1.3.2.1, enhanced performance at low frequencies 
can be achieved if the obtained & is added to T(ii,-R,i,), where T is appro- 
priately chosen, and then the resulting component is multiplied by l l ( l+pT),  
where p =dldt. Thus 

It should be noted that in eqn (3.3-63) 4-R,i, is the rate of change of the stator 
flux-linkage space vector obtained from the measured stator voltages and cur- 
rents. Thus it is obtained by using the stator voltage equation, wl~icli gives 
accurate estimation at  higher stator frequencies. I t  follows that tlie stator 
subtransient flux-linkage space vector can be more accurately estimated by 
considering 

and the thus obtained I?, and lPQ could be-used for a more accurate estimation 
of the angle g (which is the angle between j$:' and i,). The electromagnetic torque 
can then be obtained as 

- 
t,=$ PI//: x is. (3.3-65) 

3.3.5.4 Optimal switching current vector selection 

The optimal inverter current switching table can be obtained by considering tlie 
positions of the subtransient stator flux-linkage space vector in one of tlie six 
sectors (e.g. tlie first sector is in the region span by angle u, shown in Fig. 3.56Ca); 
the second region spans the angle a2, etc.). 

It can be seen that, for example, if the subtransient stator flux-linkage space 
vector is in the first sector, then for positive electromagnetic torque, the switching 
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Table 3.4 Optimum active voltage switching vector 
look-un table 

dl, a(l) n(2) 43) a(4) a(5) a(6) 
le r lor  1 l r r l o r  2 r r ~ t o r  3 rector il rcclnr 5 rector 6 

current vector i, bas to be applied. This is due to the fact that a stator current 
vector bas to be selected wl~icli produces positive torque and is located at  an angle 
greater than 90" in the positive direction from the subtransient flux-linkage space 
vector since, as discussed above, the synchronous machine is overexcited. How- 
ever, for negative electromagnetic torque, i, has to be applied, since the selected 
stator current bas to produce negative torque and it must lag the subtransient 
flux-linkage space vector by an angle greater than 90 ". For zero electromagnetic 
torque, one of the zero current switching vectors (i,) has to be selected. Similarly, 
if the subtransient flux-linkage space vector is in the second sector, then for 
positive torque i,, and for negative torque i6, must be selected, etc. The 
thus-obtained optimum current switching vector table is shown in Table 3.4. 

This is in agreement with that shown in Table 4.4 in Section 4.6.3.4. It should 
be noted that it is possible to obtain improved switching tables by using fuzzy 
logics or  non-artificial-intelligence-based techniques, e.g. in which the number of 
sectors is increased (see also Section 4.6.2.4). 
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4 Vector and direct torque control of 
induction machines 

Induction machines have been used for over a hundred years. Because of their 
simplicity, ruggedness, reliability, efficiency, low cost, compactness, and econom- 
ical and volume manufacturing advantages, induction machines with a squirrel- 
cage rotor are tlie most widely used machines at Iixed speed. This is especially the 
case at lower power levels, where on the rotor there is a squirrel-cage winding, 
whicli is manufactured by die-casting. However, recent developments in the 
field of variable-speed drives have made possible the large-scale application of 
variable-speed induction motor drives. 

Although the induction machine is superior to the d.c. machine with respect to 
size, weight, rotor inertia, efficiency, maximum speed, reliability, cost, etc., because 
of its l~iglily non-linear dynamic structure with strong dynamic interactions, 
it requires more complex control schemes than, say, a separately excited d.c. 
machine. The general dynamic model of the induction machine can be represented 
by a sixth-order state-space equation, where the inputs to tlie stator are voltage and 
frequency and the outputs can be rotor speed, rotor position, electromagnetic 
torque, stator or rotor flux linkages, magnetizing flux linkage, stator or  rotor 
currents, magnetizing current or a combination of these. Furthermore, the cost of 
a.c. power converters is higher for the variable-speed induction motor drive than 
for the converters which can supply d.c. machines. Until recently the cost of the 
introduction of tlie variable-speed induction motor has been prohibitive and the 
complexity of control has made its development difficult and acceptance reluctant. 
However, the rapid developments in the field of power electronics, whereby better 
and more powerful semiconductor devices are available (with higher switching 
speeds, high conducting currents and very high blocking voltages, which can be 
turned on and off, etc.) and where the power devices and circuits are packaged into 
modular form, and the existence of powerful and inexpensive microprocessors, 
which allow the complex control functions of the a.c. drive to be performed by 
utilizing software instead of expensive hardware, mean that a.c. drives employing 
induction machines can be considered as economical alternatives to adjustable- 
speed d.c. drives. 

Some of the other functional advantages of the application of microprocessors 
or digital techniques are: 

Cost reduction in control electronics; 

Improved reliability due to the reduction of the number of components; 

Standard universal hardware is required and the only changes are to the 
software, which is very flexible and can be easily modified; 

Digital transmission requires a minimal amount of cabling and is very tolerant 
to noise; it eliminates drift and electromagnetic interference problems; 
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Very high accuracy, excellent repeatability, linearity, and stability with differ- 
ent setting ranges; 
Centralized operator communications, monitoring, and diagnostics. The dia- 
gnostics programs monitor the operation of tlie system. Some parts of the 
programs monitor the various semiconductor devices (this is continuously 
performed), currentlvoltage transducers, supply voltages, speedlrotor angle 
detectors, serial data communication, etc.; 
Complex, high-speed arithmetic and capability of decision making. 

Some of the service and diagnostic features of the application of microproces- 
sors or digital circuits are: 

Only a few standard modules are required without any special adjustments; 
There is the possibility of plug-in memory modules for user programs, param- 
eters and modifications to functions, etc.; 
Powerful system software for on-line measurements, control parameter setting 
(e.g. current-control parameter setting, speed-control parameter setting, etc.), 
and testing; 
Automatic location of hardware faults with the help of system and user 
software. 

It is expected that the present trends in technology will result in cost reduction 
and performance improvement of a.c. drives and will thus lead to an even more 
widespread application of tliese drives. The MOS bipolar power devices, which 
include the Insulated Gate Bipolar Transistor (IGBT), and the MOS-Controlled 
Thyristor (MCT), can be turned on and off with a MOS gate and have such 
excellent characteristics that it is expected that in future they will revolutionize 
power converters. 

The method of vector control described in earlier sections for synchronous 
machines can be extended to induction machines (see also Section 1.2.1.2). How- 
ever, whilst in the electrically excited synchronous machine and the permanent- 
magnet synchronous machine, tlie space angle between the field winding and the 
direct axis of the stator and the space angle between the magnet flux and stator 
direct axis can be directly measured, for the induction machine the space angle of 
the rotor flux-linkage space phasor with respect to the direct axis of the stator is 
not a directly measurable quantity. Furthermore, in the case of the converter-fed 
induction machine, as well as supplying active power, the converter must supply 
reactive power for magnetization, since there is no external excitation as in the 
case of the synchronous machine. Thus both excitation (reactive) and torque- 
producing (active) currents must simultaneously exist in the stator windings of the 
induction machine. 

The methods discussed in this chapter can be applied to induction machines 
with quadrature-phase stator windings ('two-phase' machine) or to induction 
machines wit11 three-phase stator windings. The induction machine can have 
either a wound rotor (slip-ring machine) or a rotor with squirrel-cage winding, 

and it is possible to implement vector control on both types of induction 
machines. The squirrel cage can be of the double-cage or the single-cage type. 

The mechanism of electromagnetic torque production in smooth-air-gap 
machines has been described in Section 2.1.6 and various forms of the expressions 
for the electromagnetic torque have been given in Section 2.1.8. It bas been shown 
that in special reference frames fixed to the magnetizing flux-linkage, the stator 
flux-linkage, or the rotor flux-linkage space phasor, the expression for the 
electromagnetic torque of the smooth-air-gap machine is similar to tlie expression 
for the torque of the separately excited d.c. machine. This suggests that torque 
control of the induction machine can he performed by the decoupled control of 
tlie flu- and torque-producing components of the stator currents, which is similar 
to controlling tlie field and armature currents in the separately excited d.c. 
machine. However, it sliould be noted that in the squirrel-cage induction machine 
it is not possible to monitor the rotor currents directly. Tlie stator currents of the 
induction macliine can be separated into the flux- and torque-producing compon- 
ents by utilizing the transformations described in Section 2.1.8, whilst in the d.c. 
machine, as a result of the decoupled orthogo~ial field and armature axes, it is 
straightforward to achieve independent control of the flux and torque. It follows 
from Section 2.1.8 that the implementation of vector control (stator flux-oriented 
control, rotor flux-oriented control, or magnetizing flux-oriented control) requires 
information on the modulus and space angle (position) of the stator-flux, 
rotor-flux, or magnetizing-flux space pliasors respectively. The control can be 
performed in a reference frame fixed to tlie stator-flux, rotor-flux, or magnetizing- 
flux space phasor respectively, and the direct- and quadrature-axis stator currents 
are obtained in the corresponding reference frame. These stator currents are 
similar to the field and armature currents of tlie separately excited d.c. machine. 

In the case of induction machines rotor-flux-oriented control is usually 
employed, altliough it is possible to implement stator-flux- and also magnetizing- 
flux-oriented control, as described below. With rotor-flux-oriented control there 
are two main implementations to obtain the modulus and space angle of the rotor 
flux-linkage space phasor. When tlie so-called direct rotor-flux-oriented control is 
used (flux-feedback control), tliese quantities are directly measured (by using 
Hall-effect sensors, search coils, or tapped stator windings of the macliine, etc.) or 
they are calculated from a so-called flux model. However, in one specific form of 
the so-called indirect rotor-flux-oriented control (flux-feedforward control), the 
modulus and space angle of the rotor flux-linkage space phasor are obtained by 
utilizing the monitored stator currents and the rotor speed. The space angle of the 
rotor flux-linkage space phasor is then obtained as tlie sum of the monitored rotor 
angle (0,) and the computed reference value of the slip angle (O,,), where the latter 
quantity gives the position of the rotor flux-linkage space phasor relative to the 
direct axis of the rotor, as shown below. However, it will also be shown in this 
chapter that the slip angle (O, , )  can be calculated from the reference values of tlie 
torque- and flux-producing stator currents and strongly depends on the rotor 
parameters (rotor time constant, which is equal to tlie ratio of the rotor 
inductance to tlie rotor resistance) of the machine under consideration, and when 
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inaccurate parameters are used it is not possible to achieve correct field orienta- 
tion. The rotor time constant can change as a result of saturation, variation of the 
temperature, and effects of current displacement. Thus it is preferable to imple- 
ment schemes which incorporate some form of on-line parameter adaption. In 
practice, despite its parameter sensitivity and the fact that it requires the use of 
shaft encoders, which are expensive, the indirect method has gained more wide- 
spread application, since it does not require flux sensors or a flux model. 

It should be noted that with stator-flux-oriented control or magnetizing-flux- 
oriented control there can also be two main different implementations, direct and 
indirect, and they will be discussed later in this section. 

Direct torque control (DTC) of induction machines is similar to that described 
for synchronous machines in Section 3.3 (see also Section 1.2). In the present 
chapter various direct-torque-control schemes will be described for voltage-source 
inverter-fed induction motors and also for a current-source inverter-fed induction 
motors. 

Induction machines represent an alternative to synchronous machines in high- 
performance servo-drive applications. Although both the permanent-magnet 
synchronous machine and the induction machine are suitable for this type of 
application, for the selection of the appropriate machine, the following points 
have to be considered: 

Induction macllines are more diflicult to control. . IF field weakening is excluded, the drive containing the induction machine 
requires an inverter with higher rating (in the PM synchronous machine there 
are no rotor losses, and if there is field weakening, the machine is overexcited 
and draws large stator currents resulting in large stator losses). 
Because of the rotor losses. an induction machine normally requires forced 
cooling (a PM synchronous machine has no rotor losses and natural cooling 
can be sufficient). 
For the same torque produced, the efficiency (which has direct elTects on the 
size of the machine) for the induction machine is lower (a PM synchronous 
machine has high efficiency because there are no rotor losses). 
An induction machine can be designed for higher flux densities (in a P M  
synchronous machine this is restricted by the magnets). 
An induction machine is cheaper (in a PM synchronous machine the price of 
the required magnets is still high). 
In the case of the drive containing the induction machine, field-weakening 
(constant-power mode) is easily achieved over a wide speed range (in a PM 
synchronous machine this is not the case). 
The drive with the induction machine requires the application of a more 
complicated microcomputer. (The microcomputer can be simpler for the 
permanent-magnet synchronous machine, since it does not require the applica- 
tion of a signal processor; or t11e machine can even be designed without any 
microprocessor.) 

Vector control can be applied to an induction machine supplied by a voltage- 
source inverter or by a current-source inverter or by a cycloconverter. It is simpler 
to implement the control when controlled-current operation is achieved. The 
vector-controlled induction machine can achieve four-quadrant operation with 
high dynamic response. In the following sections, first the rotor-flux-oriented 
control of induction machines is discussed in detail and, as they are very similar, 
this will be followed by shorter discussions of the stator-flux-oriented and 
magnetizing-flux-oriented control techniques. Various 'sensorless' control schemes 
are also described. However, the direct torque control of VSI-fed induction motors 
will also be discussed in great detail. For this purpose different DTC schemes will 
be described. This will then be followed by the DTC of CSI-fed induction motors. 

4.1 Rotor-flux-oriented control of induction machines 

In this part of the chapter the rotor-flux-oriented control of induction machines is 
discussed for the case when the machine is supplied by impressed stator voltages, 
impressed stator currents, or impressed rotor currents. Both direct and indirect 
methods are discussed. 

4.1.1 CONTROL O F  A N  INDUCTION MACHINE SUPPLIED 
BY A VOLTAGE-SOURCE INVERTER 

4.1.1.1 General introduction 

It is assumed that the induction machine is supplied by a pulse-width modulated 
(PWM) voltage-source thyristor inverter, whose switching frequency is low, 
usually in the range of 100Hz-1 kHz. Such converters are used up to ratings of 
several 100 kW and one of the main applications is the high-dynamic-performance 
position-controlled servo drive. At lower power levels, inverters containing 
transistors are used where the switching frequency is high. At higher power levels, 
converters employing thyristors and gate turn-off thyristors are used. 

Because of the low switching frequency, it is not possible to achieve fast 
closed-loop current control of the stator currents with, for example, sinusoidal 
stator current references in the steady state. In this drive the stator currents can 
contain time harmonics with large amplitudes. Since the stator currents cannot be 
assumed to be impressed by fast control loops, it is necessary to utilize the stator 
voltage equations as well, once the equation of the stator reference voltages are 
established. However, it will be shown in Section 4.1.2 that a significant simplifi- 
cation arises in the equations and thus in the drive control system if the induction 
machine can be considered to be supplied by current sources. This is the case for 
an induction machine supplied by a voltage-source transistor inverter with fast 
current control (used at lower power levels at a high switching frequency, usually 
above 15 kHz), for a cycloconverter-fed induction machine (used for high-power, 



low-speed applications), where the stator currents are approximately sinusoidal 
and where the stator currents can be controlled by individual current control 
loops, or for an induction machine supplied by, say, a current-source thyristor 
inverter. 

4.1.1.2 Stator voltage equations in the rotor-flux-oriented reference frame 

In this section the stator voltage equations are derived and formulated in the 
reference frame fixed to the rotor-flux linkage space phasor. There are many ways 
to obtain the stator voltage equations in this reference frame. However, a straight- 
forward melhod is followed here, whereby the space-pliasor forms of the voltage 
equations formulated in the general reference frame (see Section 2.1.7) are used 
directly. The rotor-current space phasor is deliberately expressed in terms of tlie 
so-called rotor magnetizing-current space phasor and thus the resulting voltage 
equations will contain the modulus and space angle of the rotor magnetizing- 
current space phasor (or rotor flux-linkage space phasor), which are necessary to 
implement vector control. 

It has been shown in Section 2.1.8. eqn (2.1-195), that the so-called rotor 
magnetizing-current space phasor in the rotor-flux-oriented reference frame (T,,,) 
is obtained by dividing tlie rotor flux-linkage space phasor established in this 
reference frame (lL#,,) by the magnetizing inductance (L,). Thus under linear 
magnetic conditions (where the magnetizing inductance is constant). in,, and tk,, 
are proportional. For convenience, eqn (2.1-195) is repeated here, and this also 
gives the relationship between the rotor magnetizing space phasor to the stator 
and rotor current space pliasors: 

where a, is tlie rotor leakage factor (it is the ratio of the rotor leakage inductance 
to the magnetizing inductance, as shown in Section 2.1.8). 

By considering eqns (2.1-148) and (2.1-150), which give the stator space- 
pliasor voltage and stator flux-linkage space phasor equations in the general 
reference frame respectively, and by assuming linear magnetic conditions (i.e. 
L,=constant and the leakage inductances are also constant), the following stator 
voltage equation is obtained in tlie reference frame k e d  to the rotor flux-linkage 
space phasor, which rotates at the speed om, (this speed is defined in eqn (2.1-188) 
as the first time-derivative of the space angle p,, which is tlie space angle of the 
rotor magnetizing-qurrenl space phasor with respect to the direct axis of the 
stationary reference frame): 

It follows from eqn (2.1-189) that in the special rotor-flux-oriented (s,y) 
reference frame, the space phasor of the stator currents can be expressed in terms 
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of the space phasor of the stator currents established in the stationary reference 
frame (is) as 

and a similar expression can be obtained for the stator-voltage space pliasor, since 
the stator quantities in the same reference frame must he transformed by the same 
transformation, 

From eqn (4.1-1) and the fact that as a result of the special selection of the 
reference frame the rotor magnetizing-current space phasor is coaxial with the 
direct-axis and thus i,,=lim,l, the rotor-current space pliasor in the special 
reference frame is obtained in terms of the stator-current and rotor magnetizing- 
current space phasors as 

Substitution of eqn (4.1-5) into eqn (4.1-2) yields the following differential 
equation for the stator currents, if both sides of the equation are divided by the 
stator resistance R, and if it is expressed in tlie form required by a time-delay 
element: 

T: is tlie stator transient time constant of the machine, T: = LiIR,, where L: is 
the stator transient inductance, L:=(L,-LiIL,), and can be expressed in terms 
of the total leakage factor a and the stator inductance as L:=aL,. Thus it is 
possible to define a as I -LiI(L,L,). T, is the stator time constant, T,=L,IR,, and 
thus it is also possible to express T: as aT,. It follows that the term (T,- T:) can 
be expressed in terms of the total leakage factor and the stator time constant as 
(I-a)T3. 

By resolving eqn (4.1-6) into its real (s) and imaginary axis b) components, the 
following two-axis differential equations are obtained for the stator currents: 

di, T' - t i  =% -om,T~i5x-(T9-T~)~mrli&rl. (4.1-6) dt 'I' R, 

The relationship between the stationary-axis voltage ( I I , , , ~ ,~ )  and stator 
current components (i,,, isQ) and the corresponding voltage (rt,,, 11,,,) and current 
(i,,, i,,) components can be obtained by utilizing the transformations defined by 
eqns (4.1-3) and (4.1-4) respectively. It follows from eqns (4.1-7) and (4.1-8) that 
with respect to the stator currents i,, and i,,, the induction machine behaves as a 
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first-order time-delay element, whose time constant is equal to the stator transient 
time constant of the machine, and its gain is equal to the inverse of the stator 
resistance. However, it can be seen that there is an unwanted coupling between 
the stator circuits on the two axes. For the purposes of rotor-flux-oriented-control, 
it is the direct-axis stator current is, (rotor flux-producing component) and the 
quadrature-axis stator current i,,, (torque-producing component) which must be 
independently controlled. However, since the voltage equations are coupled, and 
the coupling term in u,, also depends on is, and the coupling term in 11,~ also 
depends on i,,, lr,, and 11 ,  cannot he considered as decoupled control variables 
for the rotor flux and electromagnetic torque. The stator currents i,, and i , ,  can 
only be independently controlled (decoupled control) if the stator voltage equa- 
tions [eqns (4.1-7) and (4.1-8)] are decoupled and the stator current components 
i,, and is, are indirectly controlled by controlling the terminal voltages of the 
induction machine. Various implementations of the necessary decoupling circuit 
will he described in the next section. 

4.1.1.3 Decoupling circuits in the rotor-flux-oriented reference frame 

In this section the decoupling circuits valid for the case of an ideal drive are 
derived first and then the derivation is given of the necessary decoupling circuits 
if there is an inverter time delay. 

Decolrpling circlrifs of nr1 ideal drive: From eqns (4.1-7) and (4.1-8) there is in 
the direct-axis voltage equation a rotational voltage coupling term w,,L:i,,,, and 
thus the quadrature-axis stator current i,,, alTects the direct-axis stator voltage rr,,. 
Similarly, in the quadrature-axis voltage equation there is a rotational voltage 
coupling term -wm,L:i.,-(L,-L;)o,,li,,I and thus the direct-axis stator current 
is, affects the quadrature-axis voltage u,,,. However, by assuming an ideal drive 
(which has no extra time delays apart from the natural ones, i.e. there is no 
inverter dead time, no delay due to signal processing, etc., and for which the 
parameters are those used in the equations) and by assuming constant rotor-flux 
operation (Ji,,I=const.), it follows from eqns (4.1-7) and (4.1-8) that the stator 
current components can be independently controlled if the decoupling rotational 
voltage components, 

are added to the outputs (q,, 17,) of the current controllers which control i,, and 
is, respectively. This can he proved by considering that I?,,+I?,, yields the 
direct-axis terminal voltage component, and the voltage on the output of the 
direct-axis current controller is 
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Similarly, ~?,~,+rl,,, gives the quadrature-axis stator voltage component and the 
voltage on the output of the quadrature-axis current controller is 

Thus I?,, and I?,, directly control the stator currents is, and i s ,  through a simple 
time delay element with the stator transient time constant Ti. The required 
decoupling circuit is shown in Fig. 4.1, where the decoupling voltages u,, and r r , ,  
are obtained from i,,, i s , ,  li,,l, and w,, by using eqns (4.1-9) and (4.1-10) 
respectively. 

In the decoupling circuit described above the inputs are the stator currents is, 
and i,,, the rotor magnetizing current li,,l, and the angular speed of the rotor 
flux-linkage space phasor, om,. The current components is, and i s ,  can be obtained 
from the measured three-phase stator currents by utilizing the transformations 
described by eqn (4.1-3), and Ii,J and w,, can be obtained by utilizing a so-called 
flux-model, which can be obtained by considering the rotor voltage equations, as 
shown in the following section. However, it is also possible to have an implementa- 
tion of the decoupling circuit where the stator currents are not utilized as input 
quantities, hut instead, the output voltages of the stator current controllers (z?,,, 0,) 
are used. For this purpose eqns (4.1-11) and (4.1-12) are utilized and the stator 
currents is,, i , ,  are expressed in terms of the output voltages of the current 
controllers. When these are substituted into eqns (4.1-9) and (4.1-lo), the following 
expressions are obtained for the decoupling voltage components: 

Fig. 4.1. Decoupling circuit to obtain decoupling voltages :I,,. u,, (if li,,/=constant). Inputs are i,,, 
~ , ~ . ~ m c . l ~ m , l .  
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where p=dldt  and it  should be noted that these equations are valid if the rotor 
flux is constant. The decoupling circuit correspondil~g to eqns (4.1-13) and (4.1-14) 
is shown in Fig. 4.2, where the two bloclcs contain a lag element with time 
constant T: and gain T:. 

It can be seen that the decoupling circuit shown in Fig. 4.2 also utilizes the 
stator resistance of the induction machine in addition to the machine parameters 
which have been used in the implementation shown in Fig. 4.1. The direct-axis 
reference value of tlie inverter voltage (in the rotor-flux-oriented reference 
frame) is again obtained as the sum of the direct-axis voltage obtained from tlie 
decoupling circuit and the direct-axis voltage which is present on the output of 
tlie direct-axis stator current controller. Similarly, the quadrature-axis reference 
value of the inverter voltage (in the rotor-flux-oriented reference frame) is 
obtained as the sum of the quadrature-axis voltage obtained from the decoup- 
ling circuit and the quadrature-axis voltage which is present on the output of 
the quadrature-axis stator current controller. To obtain the three-phase stator 
voltage references of the inverter, these have to be transformed into the two-axis 
stator voltage components by the application of the transformation eJ"c [see 
eqn (4.1-4)] and this transformation is followed by the two-phase to three-phase 
transformation. 

Decoicpling circirits corisirler.ic~g the effect of the bluerter tirir~ delng': It has been 
assumed above that the drive is ideal. However, the main difference between a 
real drive and an idealized drive is that in the real drive there are dead-time 

Fig. 4.2. Decoupling circuit to obtain decoupling vollagcs ir,,, rr , ,  (if iail=const8nt). Inputs are I?,,, 

l?.,. UI, , , , .  li,,l. 

components due to the delay of the inverter, signal processing (if a micro- 
computer or microprocessor is employed), etc. These have to be taken account of, 
since they cause unwanted coupling terms and it is therefore not possible to 
perform the required decoupling of the stator circuits using the circuit described 
above. The unwanted coupling can cause instabilities, etc. and make the vector 
control scheme totally inoperative. It is now shown how the decoupling circuits 
have to be modified in order to take account of these effects. 

For simplicity it is assumed that the total dead time T is concentrated at the 
end of tlie signal process, between the control circuits and the machine, i.e. in the 
inverter. The lag effect of the inverter is described by a first-order delay element, 
thus in the stationary reference frame 

holds, where 17, is the space phasor of the stator voltages in the reference frame 
fixed to the stator and ii,,,, is its reference value. By using eqn (4.1-4), it is possible 
to transform eqn (4.1-15) into the rotor-flux-oriented reference frame. Thus the 
inverter can be described by the following first-order direrential equation in the 
rotor-flux-oriented reference frame: 

resolution of which into direct- and quadrature-axis components yields 

Thus it can be seen that the two equations are coupled; in the direct-axis 
equation there is an unwanted coupling om,Tirs,, and in the quadrature-axis 
-o,,Tu,,. When the delay time is zero, the coupling disappears as expected. 
If the machine is operated in the field-weakening range (above base speed), it 
follows from eqns (4.1-17) and (4.1-18) that the undesirable decoupling terms will 
be the largest during field weakening. In the constant-flux range (below base 
speed), the effect of the delay time can be neglected. Equations (4.1-17) and 
(4.1-18) can be implemented by the circuit shown in Fig. 4.3. 

Thus it is possible to obtain a combined decoupling circuit of the machine and 
inverter system, which is a series.co_n_ne~~o.n of a decoupling circuit of the machine 

/ - 
(as described in Fig. 4.1 or Fig. 4.2) and the decoupling circuit of the inverter as 
shown in Fig. 4.3. If, for example, the decoupling circuit of the machine used is 
the one shown in Fig. 4.1, the combined decoupling circuit takes the form shown 
in Fig. 4.4. 

However, it is not possible to decouple the machine and the drive system 
completely when this method is used, since the machine and the inverter represent 
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Fig. 4.3. Circuit b r  inverter in rotor-flux-oriented reference frame. 

Fig. 4.4. Series connection of the decoupling circuils of the machine and inverter. 

a total system, which cannot be decoupled by considering the machine and the 
inverter individually. However, by combining the equations of the machine with 
the equations of the inverter, it is possible to obtain a full decoupling circuit for 
the machine-inverter drive system as a whole. This will now be discussed. 

For simplicity lim,l =constant is assumed, but similar considerations hold when 
this assumption is not made. Thus substitution of the expression for tr,,, which 
can be obtained by considering eqn (4.1-7), into eqn (4.1-17) yields the following 

expression for the direct-axis stator voltage reference: 

s ,,,., = [R,+(L:+TR,)p+TL:p'li,,-wm,(L:+TR,+2TL:p)i,, 

-w~,[TL:i,,+T(L,-L:)I~,,,l1-TL:i,,(pom,) 

= OSx+ Od.T, (4.1-19) 

where p=dldt.  Similarly, substitution for 11,~. [given by eqn (4.1-8) into eqn 
(4.1-18)] gives 

for the quadrature-axis stator voltage reference. Lf T=O, n,,, and u,,, in eqns 
(4.1-19) and (4.1-20) take the forms of eqns (4.1-9) and (4.1-10) respectively, which 
is an expected result. However, when T is not zero, the required full decoupling 
circuit corresponding to the full inverter-machine system is shown in Fig. 4.5 and 
this has been obtained by considering eqns (4.1-19) and (4.1-20). 

Fg. 4.5. Full decoupling circuit considering the inverter-machine system 
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Althougli the circuit shown in Fig. 4.5 is much more complex than the one 
shown in Fig. 4.4, when this is used in the implementation of the vector-controlled 
drive, the drive will operate correctly for any value of the total dead time T. 

In  this and following sections various flux models are described, which yield the 
modulus and speed (or phase angle) of the rotor flux (or rotor magnetizing 
current) space phasor. 

4.1.1.4 Flux models 

4.1.1.4.1 Rotor uoltage eqrrcrtiorlsfor the rotor fllr.~ r~lodel br the 
rotor-Jrrs-oriented referencef,arne 

The rotor voltage equations expressed in the rotor-flux-oriented reference frame 
can he used to obtain the modulus and phase angle of the rotor-flux space phasor 
or they can be used to obtain the modulus of the so-called rotor magnetizing 
current Ii,,l and its speed om,. This flux model is derived in the present section. 

By considering eqn (2.1-l49), which gives the rotor voltage equation in tlie 
space-phasor form established in the general reference frame, the rotor voltage 
equation of the induction machine in the special rotor-flux-oriented reference 
frame will take the following rorm: 

- 
where I//,,, is the rotor flux-linkage space phasor in the rotor-flux-oriented 
reference frame and has been defined in eqns (2.1-190) and (2.1-193). Alternatively, 
it follows from eqn (4.1-1) that, because in tlie special reference frame i,,,,=li,,l, 

which gives a linear relationship if the magnetizing inductzance is assumed to be 
constant. Substitution of eqn (4.1-22) into eqn (4.1-21) yields the following rotor 
voltage differential equation if the etTects of main flux saturation are neglected 
(L, = constant): 

By substituting eqn (4.1-5) into eqn (4.1-23) and dividing by R,, which is the 
rotor resistance, finally the following equation is obtained, which is deliberately 
put into the form which is similar to the differential equation describing a 
time-delay element: 
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By resolving into real- and imaginary-axis components, the following extremely 
simple equations are obtained which describe tlie Rux model in the rotor-flux- 
oriented reference frame: 

lr,. w,,=w,+ - (4.1-26) 
TSim,l. 

In eqn (4.1-26) the term i,,/(T,/i,,/) represents the angular rotor frequency 
(angular slip frequency of the rotor flux) us,, and it follows that the angular speed 
of the rotor flux is equal to the sum of the angular rotor speed and tlie angular 
slip frequency of the rotor flux. If lim,l is constant, it follows from eqn (4.1-25) 
that Ii,,l=i,,, which is in accordance with Section 2.1.8. Tlie modulus of the 
rotor flux-linkage space phasor can be lcepl at a desired level by controlling the 
direct-axis stator current is,, as seen from eqn (4.1-251, but if there is no field 
weakening (below base speed) the electromagnetic torque is determined by the 
quadrature-axis stator current is,,, in accordance with eqn (2.1-197). 

Figure 4.6 shows tlie flux models of tlie induction machine in the rotor-oriented 
reference frame, based on eqns (4.1-25) and (4.1-26). Tlie implementation shown 
in Fig. 4.6(a) utilizes the monitored values of the stator currents (is,,, is,, is,), tlie 
monitored value of the rotor speed (w,), and the rotor time constant (T,). The 
three stator currents are monitored and transformed into their two-axis conipon- 
ents by tlie application of the three-phase to two-phase transformation. In the 
absence of zero-sequence currents, it is sufficient to monitor only two stator 
currents. The direct- and quadrature-axis stator currents, which are formulated 
in the stationary reference frame lixed to the stator (i,,,igQ), are then transformed 
into the two-axis stator current components in the rotor-flux-oriented reference 
frame (i,,,i,,), by utilizing the transformation given in eqn (4.1-3). The current 
component is, serves as an input to a first-order time-delay element with gain 1 
and time constant T,, the output of which is the modulus of tlie rotor magnetizing 
current. This is proportional to tlie modulus of the rotor magnetizing flux-linkage 
space pliasor and the proportionality factor is equal to the magnetizing induct- 
ance of the machine (which has been assumed to be constant). The quadrature- 
axis stator current i,, is divided by TJi,,l, thus yielding the angular slip frequency 
of the rotor flux, and when the rotor speed is added to this, finally on,, is obtained. 
Integration of a,, yields the angle p,, which defines the position of the rotor-flux 
space phasor with respect to the real axis of the stationary reference frame. This 
angle is used in the transformation block e-'".. 

However, it is possible to have a similar flux model where, instead of using the 
monitored values of tlie rotor speed, the monitored values of tlie rotor angle (8,) 
are utilized. This is shown in Fig. 4.6(b). It can be seen that the outputs of this 
flux-model are again Ii,,l, p,, and IgrI, hut not the speed of the rotor flux-linkage 
space phasor a,,. 
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Fig. 4.6. Flux models in the rotor-Rux-oriented reference kame. (a)  Flux model with inputs i.,, i,,, 
is,, w,; (b)  flux model with inputs i,,, i,,. i.,, 0,. 

I t  is an important feature of eqns (4.1-25) and (4.1-26) that there is a strong 
dependency on the rotor time constant. If there is an inaccurate value of T,  in the 
flux models described above, it could lead to an unwanted coupling between the 
s and JJ axes, and therefore to a deteriorated dynamic performance of the drive 
with unwanted instabilities. This problem can be avoided by, for example, the 
application of on-line parameter-adaption schemes which yield accurate values of 
the rotor time constant. However, without parameter adaption more acceptable 
performance can be obtained at lower power levels than at higher power levels. 
The technique of Model Reference Adaptive Control (MRAC) can also be used 
to obtain an identification algorithm for the rotor resistance of a squirrel-cage 
induction machine. In Section 8.2 other models are described to obtain the rotor 
parameters of induction machines. It should be noted that in contrast to the large 
sensitivity to the rotor parameters, the implemented drive is less sensitive to 
variations in the stator parameters (which are, however, needed in the decoupling 
circuit). 
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There are several ways to obtain the modulus and phase angle of the rotor-flux 
space pl~asor by utilizing certain machine parameters and various monitored 
quantities, such as the actual stator currents, the rotor speed and the stator 
voltages. Two different implementations will now be discussed. Since it is the 
intention to use actual stator voltages andlor currents, the equations will be 
Sormulated in the stationary reference frame fixed to the stator. 

FILLY n~odel 1rti1i:irlg tlre rllorlitored rotor speed rrr~d stator ctrwerlrs: It is possible 
to obtain the modulus and phase angle of the rotor-flux space pliasor from a 
circuit, which in addition to the monitored rotor speed or rotor angle, also utilizes 
the monitored stator currents. However, in contrast to the implementation shown 
in Fig. 4.6, the stator currents do not have to be transformed into their values in 
the rotor-Rux-oriented reference frame. For this purpose again the rotor voltage 
space-phasor equation is used, but in order to have an equation which directly 
contains the stator currents expressed in the reference frame fixed to the stator, 
the rotor voltage equation formulated in the stationary reference frame must 
be used. It should be noted that the erects of magnetic saturation are again 
neglected. 

It follows from eqn (2.1-125) that in the stationary reference frame the rotor 
voltage equation takes tlie form, 

where c' and I/;: are the rotor-current and rotor-flux space phasors respectively, 
but expressed in the stationary reference frame. Similarly to tlie definition used in 
eqn (4.1-11, the rotor magnetizing-current space phasor expressed in the stationary 
reference frame is obtained by dividing the rotor flux-linkage space phasor 
expressed in the stationary reference rrame by the magnetizing inductance, 

where i,, and i, are the rotor magnetizing current and stator phasor currents 
respectively in the stationary reference frame. By considering eqn (4.1-28), the 
rotor-current space phasor can he expressed in terms of the rotor magnetizing 
space phasor, and when this expression is substituted into eqn (4.1-27), the 
following equation is obtained: 

In the stationary rererence Srame, the rotor magnetizing-current space phasor 
and the stator-current space pliasor can be expressed in terms of their direct- and 
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quadrature-axis components as T,,=i,,v+ji,,Q and i,=i,,+ji,o, and therefore 
resolution of eqn (4.1-29) into real and imaginary axis components gives the 
following two differential equations: 

An implementation of eqns (4.1-30) and (4.1-31) is shown in Fig. 4.7. where first 
the three-phase stator currents are transformed into their two-axis com- 
ponents by the application of the three-phase to two-phase transformation. 
According to eqns (4.1-30) and (4.1-31), first the signals i,v-i,,,-o,T,i,,o and 
i,o-i,,Q+w,T,i,,, are obtained. These are then divided by the rotor time 
constant (T,) and are integrated to yield the direct- and quadrature-axis rotor 
magnetizing current components (i,,,,i,,Q). A rectangular-to-polar converter is 
used to obtain the modulus (Ii,,I) and the phase angle (p , )  of the rotor 
magnetizing flux-linkage space phasor. If required, IT,,/ can be multiplied by the 
magnetizing inductance (L,,) to yield the modulus of the rotor flux-linkage space 
pliasor. This scheme is also dependent on the rotor time constant of the machine 

- 
Fig. 4.7. Flux model in ths stationary rcfcrencr rrnme (lhc inpuls nrc i,,,, i,,, i,,, w,). 

and can be used over the entire speed range, including standstill. When this model 
is used, the angle p, at the output of the model has to he differentiated to obtain 
om, which is required in the decoupling circuits described in Figs 4.1,4.2,4.3, and 
4.4. When compared with the flux models shown in Fig. 4.6, the flux model 
described in Fig. 4.7 yields less accurate values of the modulus and position of the 
rotor flux-linkage space phasor. 

From eqn (4.1-291, it can be shown that in the steady state, where p=d ld t=  
jo,,  the rotor magnetizing current can be expressed in terms of the stator current 
phasor as 

from which it follows that at high speeds, where the difference (w, -w,)=so, 
(where s is the slip) is small, a small error in the monitored value of the rotor 
speed will result in a large error in the rotor magnetizing current (in its modulus 
and space angle), and this is especially pronounced in its phase angle. The other 
source of errors is the rotor time constant, which is also temperature dependent, 
although it follows from eqn (4.1-32) that only at no load (s=O) is the rotor 
magnetizing current (or the rotor flux) not influenced by the rotor time constant. 
This is of course a physically expected result, since at no load there are no currents 
in the rotor. However, it will be shown in the next section that it is possible to 
utilize a linear combination of the stator and rotor voltage equations, and these 
equations are not so sensitive to the rotor speed. Thus an implementation based 
on these equations requires less accurate rotor speed monitoring. Furthermore, it 
will also he shown that the system to he considered is affected by changes in the 
temperature only in the low speed region. 

Flrrs 111ode1 rrtilirirrg r~~or~ifored rotor speed mld strrtor uolfnges arlrl crrrrerrts: From 
eqns (2.1-148) and (2.1-149), wliicli describe the stator voltage and flux-linkage 
equations respectively in the space-phasor form, it follows that in the stationary 
reference frame the stator voltage equations can be put into the following form, 
if again the effects of magnetic saturation are neglected: 

where R, and L, are the stator resistance and self-inductance L, is the magnetiz- 
ing inductance, and is and T: are the space pliasors of the stator and rotor currents 
respectively in the stationary reference frame. 

If in eqn (4.1-33) the rotor-current space phasor is expressed in terms of the 
rotor magnetizing current (i,,,) defined by eqn (4.1-18), the following space-phasor 
voltage equation is obtained for the stator: 
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where g is the resultant leakage constant u=( l -  L i 3 1 ~ , ~ , ) .  Thus it follows from 
eqn (4.1-34) that 

dim, 17 di, ( l - u ) ~ s - = 2 - i - T ' -  
dl R, d t '  

where T,=L,IR, are T:=L:IR, are the stator time constant and stator transient 
time constant respectively. When this equation is added to eqn (4.1-29), the 
following differential equation is obtained: 

I t  follows that if certain machine parameters and the stator voltages and currents 
(in the stationary reference frame) are known, it is possible to use eqn (4.1-36) 
directly to obtain the rotor magnetizing-current space phasor. However, for this 
purpose, eqn (4.1-36) must be resolved into its real- and imaginary-axis com- 
ponents. Since in the stationary reference frame imr=imrn+ji ,,,, ,, i3=i,,+ji,,, 
and 27,=11,,+ju,~, it follows from eqn (4.1-35) that its real- and imaginary-axis 
forms are 

An implementation of eqns (4.1-37) and (4.1-38) is shown in Fig. 4.8, where the 
input quantities are the monitored value of the rotor speed o , ,  and the monitored 
values of the three-phase stator voltages and currents. These are then transformed 
into the two-axis components of the stator currents (i,,,i,,) and stator voltages 
(tr,,,rr,,) by the application of the three-phase to two-phase transformation. 
There are two integrators, labelled in the block 'llp' (p=d/dt).  The two-axis 
components of the rotor magnetizing currents i,,,, i,,?,are then converted into 
the modulus 1i,,1 and phase angle pr of the rotor magnetizing-current space phasor 
with a rectangular-to-polar converter. It follows that the machine parameters to 
be used in this circuit are the stator resistance, the total leakage constant, and the 
stator and rotor time constants. When off-line parameter identification is used, 
these can be obtained by the application of conventional tests. Other techniques 
are described in Section 8.2. 

It can be shown by considering eqn (4.1-36) that in the steady state the 
following expression is obtained for the rotor magnetizing current phasor (by 
utilizing dldt =jo,): 

from which it follows that at high speeds, where o,-w, is small, a small error 
in the measured value of the rotor speed will not influence i , ,  as much as in 
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Fg. 4.8. Flux model in the stationary reference frnme (the inpuls arc rr,,, a,;, rr,,, i,,, i,,, i,,, or). 

eqn (4.1-321, since at high values of the rotor speed in the imaginary part of the 
denominator of eqn (4.1-39), the term o,T,(l-a) will dominate and this is 
independent of the speed. 

To see the influence of the changes in temperature, eqn (4.1-39) is now 
rearranged into a form where the temperature-dependent parameters are only 
present in the denominator. For this purpose both the numerator and the 
denominator of eqn (4.1-39) are multiplied by R,IL,=lIT, and, with T;=uT,, 

When w,=o, ,  the denominator becomes IIT,+jw,(l-u), and the only par- 
ameter influenced by the change in the stator temperature is T,, since it depends 
on R,, but the eRect is negligible. However, at low speeds or at standstill, large 
errors can arise in i,,, due to the change of R, caused by the variation of the 
temperature. Higher precision can be obtained if instead of using the 'cold' value 
of the stator resistance a 'hot' value is used, if the temperature is sensed and a 
simple compensation circuit is implemented, or if a thermal model is used to 
correct the stator resistance. 
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It should be noted that instead of eqn (4.1-36), it is possible to use another 
equation, obtained in a similar way but by using different linear combinations 
of eqns (4.1-29) and (4.1-35). By increasing the effect of eqn (4.1-29), some 
improvement can be achieved in the sensitivity of in,, in the low-speed region, but 
this would be obtained at the expense of greater sensitivity to the errors (in the 
monitored rotor speed and due to temperature variation) at lugher speeds. 

4.1.1.4.3 Flus niodt.1 ~rrilizirrg riroilitored stcrtor. uoltciges nrrd clfrreitts; 
irriproued jflrs 111ode1s 

It is possible to establish a flux model which does not use the monitored rotor 
speed, but only the monitored values of the stator voltages and stator currents for 
the determination of the modulus and the space angle of the rotor magnetizing- 
current space phasor. For this purpose eqn (4.1-34) can be used. In the stationary 
reference frame I < = I I , , + ~ I I , ~  and <=iSD+jisp ,  and therefore resolution of 
eqn (4.1-34) into its real- and imaginary-axis components yields 

In Fig. 4.9(a) there is shown an implementation of eqns (4.1-41) and (4.1-421, 
where the input quantities are the monitored values of the three-phase stator 
voltages and currents respectively ([I,,,  II,,, II,,, i,,, i , , ,  i,,) and the required par- 
ameters are the stator resistance, the total leakage constant, and the stator 
inductance. Similarly to Fig. 4.8, two integrators are used and the modulus (Ii,,I) 
and the phase angle (p,) of the rotor magnetizing-current space pbasor are 
obtained rrom its two-axis components by the application of a rectangular-to- 
polar converter. 

It follows from eqns (4.1-41) and (4.1-42) that when these equations are multi- 
plied by the stator resistance, the direct- and quadrature-axis magnetizing-current 
components in the stator reference frame are essentially obtained by the inte- 
gration of the direct- and the quadrature-axis magnetizing voltages respectively. 
These voltages are obtained by monitoring the two-axis components of the 
terminal voltages and by reducing them by the corresponding stator olunic drops 
and by the corresponding voltage drops across the transient inductance of the 
stator (L:). When the magnetizing inductance is assumed to be very large 
(infinite), a voltage drop across the transient stator inductance is equal to the 
voltage drop across a fictitious resultant leakage inductance, which is obtained by 
connecting the leakage inductances of the stator and rotor in series. It should be 
noted that such an assumption leads to only a few per cent error in the determin- 
ation of the stator transient inductance. However, at low stator frequencies, the 
stator ohmic drops will dominate and accurate ohmic voltage drop compensation 
must be performed prior to the integration. However, due to the temperature 

. . Fig. 4.9(0). Flux model in the stationary rcfcrencc frame (the inputs are e,,. ~r , , , ,  u,,, I,,, r,,, i,,). 

dependency of the stator resistance, this is difficult to perform and with such an 
implementation a lower frequency limit for useful operation is approximately 3 Hz 
with a 50Hz supply. It should also be noted that at low frequencies it is not 
possible to perform drift-free analogue integration. 

It should be noted that to obtain the direct- and quadrature-axis stator 
voltages, in practice only two stator line voltages are required (e.g. I I , ,  and I I , , ) .  

This bas been discussed in detail in Section 3.1.3.1 where it was shown that 

It has also been discussed in Section 3.1.3.1, that i,, and is, can be obtained by 
using only two stator line currents (e.g. i,, and is,), since by assuming 
is, + i,, + i,, = 0, finally 

are obtained. 
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In Fig. 4.9(a), the quantities which are integrated are the direct- and 
quadrature-axis stator flux linkages in tlie stationary reference frame (C'/,,, I).~!. 
Various aspects of this type of stator flux estimator have been discussed in detail 
in Section 3.1.3.1 and the reader is advised to study that section. Section 3.1.3.1 
also discussed the effects of integrator drift and a technique to obtain more 
accurate estimations of the stator flux-linkage components by subtracting the 
corresponding drift components of the drift vector. Furthermore, it should also he 
noted that in addition to the scheme shown in Fig. 4.9(a), it is possible to 
construct another rotor flux model, where the integration drifts are reduced at low 
frequency. For this purpose, instead of open-loop integrators, closed-loop integ- 
rators are introduced and a rotor flux model is now presented where the stator 
flux linkages are obtained by using closed-loop integrators. Since 

in the rotor flux model shown in Fig. 4.9(b) the direct-axis stator flux can be 
obtained as $,,=)I&J cosp, and the quadrature-axis stator flux can be obtained as 
r/~,,=),~~)sinp, (this is performed by the polar-to-rectangular (P-R) converter 
shown). However, 1$1( and p, are obtained by considering the stator voltage 
equation in the stator-flux-oriented reference frame, eqn (3.1-56). This is now 
repeated here for convenience: 

In  this voltage equation o,,=dp,ldt is the speed of the reference frame, which 
is equal to the speed of the stator flux-linkage space vector. In agreement with 
eqns (3.1-57) and (3.1-58), resolution of this into its real and imaginary 
components gives the rate of change of the stator flux modulus as d~&lldt= - 
rr,,-R,i,, and the speed of the stator flux space vector as o,,=(u,,-R,i,,,)ll~~~l, 
where the subscripts x and y denote the direct- and quadrature-axis of the stator- 
flux-oriented reference frame respectively. These voltage equations are used in 
Fig. 4.9(h) to yield the first part of the circuit, whicb is the same as that shown 

Fig. 4.9(b). Rotor flux model where stator flux linkages arc obtained in the stator-flux-oriented 
reference frame. 

in Fig. 3.20(b), and the extra parts of the circuit shown in Fig. 4.9(b) are the 
same as the corresponding parts shown in Fig. 49(a). It can be seen that these 
extra parts correspond physically to the fact that the rotor flux-linkage space 
vector (expressed in the stationary reference frame), lE=~,li,,l exp(jp,), is 
related to the stator flux-linkage space vector (expressed in the stationary 
reference frame) by 

where uLs=L.: is the transient stator inductance. 
It should also be noted that, similarly to the discussion in Section 3.1.3.1, it is 

also possible to use flux estimators such that the stator voltages are not monitored 
but are reconstructed. If the machine is supplied by a voltage-source inverter, 
then it is possible to reconstruct the stator voltages from the d.c. link voltage (U,) 
by using the inverter switching states (S,,S,,S,). The details are shown in 
Section 3.1.3.1. However, it follows from eqn (3.1-39) that 

'i,=4Ud(SA +aSo+a2Sc)=~r,,+jrr,o; 

thus the direct- and quadrature-axis voltages can he reconstructed as 

It is possible to construct a stator flux or rotor flux estimator, in which the drift 
problems associated with 'pure' opeu-loop integrators at low frequency are 
avoided by a hand-limited integration of tlie higli-frequency components and by 
replacing the inaccurate flux estimation at frequencies below l l T  by its reference 
value in a smooth transition. For this purpose a first-order delay element is used, 
as shown in Fig. 4.9(c). 

The inputs to the stator flux estimator shown in Fig. 4.9(c) are the monitored 
values of the stator-voltage space vector (&) and stator-current space vector (G), 
expressed in the stationary reference frame. In addition, the third input is the 
modulus of the reference value of the stator flux-linkage space vector 
whicb is also expressed in the stationary reference frame. It should be noted that 
since the stationary reference frame is used, the reference flux-linkage mace vector - - A .. 
I),,., contains two components, $5D,c, and The space vector of the induced 
stator voltages is 

and in an open-loop stator flux estimator using a 'pure' integrator, its integrated 
value (jcSidt) would yield the stator flux-linkage space vector &. However, in 
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Fig. 4.9(c). Flux cstimalor using n time-delay element 

Fig. 4.9(c), is, is multiplied by T. The reference stator flux-linkage space vector is 
added to Tlr,, yielding T&,+I~;,,,,. This is then the input to the first-order delay 
element, l l(l+pT), on the output of which the estimated value of the stator - 
flux-linkage space-vector G5 is obtained. It can be seen that if $8;,,ci is equal to I//, 

then the output (ci;,)ls exactly IL. In Fig. 4.9(c) an R 4 P  converter is used which 
yields the modulus ($,I and also angle P, of the stator flux-linlcage space vector in 
the stationary reference frame. However, it is also possible to obtain an estimate 
of the rotor flux-linkage space vector expressed in the stationary reference frame, 
IF,, by considering that 

- L" -, lh,=L:iS+ - 1/ir, 
LC 

where L: is tlie transient stator inductance, and this estimation is also shown in 
Fig. 4.9(c). Thus (L,IL,)I& is obtained, and by using another R-+P converter, 
(L , IL , ) I I~~I  and P, are obtained. This scheme can be used in both vector drives 
and also in direct-torque-controlle$ drives. In a vector drive with stator-flux- 
oriented control, the sEace vector I $ ~ ~ ~ ~  can be obtained from the reference stator 
flux vector modulus I I~~ , , ) ,  which is one of the inputs to a stator-flux-oriented 
control scheme, by considering that 

where p, is the angle of the stator flux-linkage space vector with respect to the 
real-axis of the stationary reference frame. It should be noted that for low- 
frequency operation, in the scheme shown in Fig. 4.9(c), the time-delay element 
bas approximately a transfer function of unity and thus its output becomes almost 
equal to I?~,,, since i,, is small. This is in agreement to that emphasized above. 
Thus the integration is avoided at low stator frequencies. However, at high stator 
frequencies, the transfer function of the time-delay element is approximately equal 
to that of an integrator and it follows that the two actions are switched over 
smootlily around the stator frequency of l lT.  The time constant must be selected 
so that it should minimize the estimation error when switching over takes place. 
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A suitable value for T is T=T,, where T, is the rotor time constant; this gives an 
estimator with minimum parameter sensitivity. The flux estimator scheme shown 
in Fig. 4.9(c) could be expanded to obtain the electromagnetic torque and also 
the rotor speed (see also Section 4.5.3.1 which discusses various techniques for the 
estimation of the rotor speed using flux-linkage estimates). 

It is also possible to obtain a rotor flux-linkage estimator whose inputs are the 
stator voltage and current space vectors as above, but the third input is the ref- 
erence value of the modulus of tlie rotor flux-linkage space vector, l$r;,,,il, which, 
for example, is a known quantity in a vector drive employing rotor-flux-oriented 
control. Such a scheme is shown in Fig. 4.9(d). 

It can be seen that in Fig. 4.9(d) the estimated valge of the rotor flux-linkage 
space vector in the stgionary reference frame is IE, and by using a R-+P 
converter its modulus [El and its angle P, are obtained. Furthermore, by using 
the measured stator currents and also the estimated rotor flux linkages (in the 
stationary reference frame), tlie torque-producing stator current component i, is 
also obtained as 

- - This can be proved by using eqn (2.1-192) and cosp,=~l/,,l~~/~,,[, sinp,=~/~,,/l~k,i 
The angular slip frequency, o,,, can also be obtained, since by using the second 
term on the right-hand side of eqn (4.1-26), 

However, by using eqn (4.1-261, tlie angular rotor speed can also be obtained 
as d~~=Q, , -d ,~  where d,,=dfi,ldt, where the estimation _of P, bas been 
djscussed above; tbus ~,=tan-'(~p,,,l$,,) or = C O S ( I / I ) ,  etc., where 
11~1=(1$~,,+1fi~~)"'. It is an advantage of this scheme that it can give accurate 
estimates of the flux linkages and tbus the electromagnetic torque as well 

Fig. 4.9(d). Rotor flux estimator using a time-delay element, 
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[i,=(312)~(~,1~,)(1~,,i~~-~,,i,,) or the torque can be expressed directly in terms 
or the angular slip frequency], and also the rotor speed even at very low 
frequencies. Thus it can be used in speed-sensorless vector- and direct-torque- 
controlled induction motor drives (see also Section 4.5.3.1), but it is very 
important to select the appropriate TI time constant used in Fig. 4.9(d) and very 
large and very small values of TI should be avoided. 

Another possibility to improve at low speed the stator flux-linkage and rotor 
flux-linkage estimates obtained by the application - of the stator voltage model 
[& = I( is-~, i , )  dt; pr=(L,IL,)(~F5- L:is) = l~/i,l exp(jp,)] is to use some form of 
stabilizing feedback in the voltage model. The correction term makes the modified 
voltage model insensitive to parameter deviation and measurement errors. The 
derivation of the modified voltage model is discussed briefly below. 

As discussed earlier, due to feedforward integration, the voltage model is 
sensitive to parameter variations and measurement error and at low stator 
frequencies, these effects become more important. At  zero stator frequency the 
induced voltage is zero and i,=R,T,. It can be seen that at low frequency even a 
small deviation of the stator resistance will lead to an integration offset yielding 
incorrect estimates of IL and IE. However, it is possible to obtain the rotor 
flux-linkage space vector (and stator flux-linkage space vector) by using other 
models, thus K=JKlFp(jp;) is obtained. It is thert possible LO obtain the 
difference vector AI/~:=I/I~-IE and its components can be used to obtain correc- 
tion voltage components, which are fed back to the voltage model. The obtained 
modified voltage model then contains modified stator voltage components, where 
a modified component voltage is the sum of the original voltage and the feedback 
voltage. 

It can be assumed that at low frequency and also _at standstill the modulus of 
the rotor flux-linkage space vector is constant, tbus I1/1;(=constant, since this will 
not degrade the dynamic performance of the drive (at low speed). However, its 
position (p;) can also be estimated even at standstill, e.g. by using parameter- 
insensitive techniques, including the technique discussed in Section 3.2.2.2.3, 
where saturation effects are utilized. Thus 3;:'=(1F;lex~(j~;) is known, and then 
by using 

A E = I ~ - I E = A I ~ ~ ~ + ~ A I ~ ~ , , ,  

the component rotor flux-linkage deviations are obtained as 

A(/rz =l$;l sin p 

AI~,,=IJ;;I(cos P-11, 

where p=p:-p, is the angle between the two rotor flux-linkage space vectors 
ti;: and IZ and s and y are the real and imaginary axes of the reference franie 
fixed to the rotor flux-linkage space vector I?:. These rotor flux-linkage deviation 
components are then used in the voltage feedback of the modified voltage 
model. 
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4.1.1.5 Expression for the electromagnetic torque; utilization of the steady-state 
equivalent circuit 

By considering the expression for the electromagnetic torque shown in eqn (2.1-197), 
which is repeated here for convenience, 

t =- L: . 
:P - l ~ ~ , l i ~ , ~ ,  

L, 
(4.1-43) 

it follows that if the parameters of the machine are considered to be constant and 
Ii,,] is constant, then the electromagnetic torque is proportional to the quadrature- 
axis stator current expressed in the rotor-flux-oriented reference frame and tbus 
the torque will respond instantaneously with i,,.. If there is a change in i,,, it 
follows by considering eqns (4.1-25) and (4.1-26) that there will be a delayed 
response in the torque, and the delay is determined by the rotor time constant. 

In the steady state, eqn (4.1-43) can also be derived by considering the 
steady-state equivalent circuit of the induction machine. This will now be 
discussed. The expression for the electromagnetic torque will be obtained by 
utilizing the relationship between the air-gap power and the torque, and the 
expression for the air-gap power will be obtained directly from the steady-state 
equivalent circuit. 

In the steady state, if the induction machine is supplied by a sinusoidal 
symmetrical three-phase supply voltage system, the stator voltages are 

= U C O S ~  rr,,=$~~cos(w,t -2~13)  

n,,=Ji~,cos(o,i-4n/3), 

where U, is the r.m.s. value of the line-to-neutral voltages. Thus it follows from 
the definition of the stator-voltage space phasor in the stationary reference frame 
given by eqn (2.1-61) that 1i5=$U,ei'"l'. The space phasor of the stator currents 
can be similarly defined. Thus by considering that in the steady state, the 
instantaneous values of the stator currents are 

i s h ( t ) = $ ~ s ~ ~ ~ ( ~ l t - ~ . 5 )  i s D = , ~ ~ 9 ~ ~ ~ ( ~ I t - ~ s - 2 n / 3 )  

is,=$ ~,cos(w,t -d,s-4n/3), 

it follows, by the application of eqn (2.1-41, that the space phasor of the stator 
currents in the stationary reference frame is 

< = $ I ~ ~ ~ I ~ " ~ ~ - ~ , I = & ~ ~ ~ ( ~ , : J ,  

Thus by considering eqns (4.1-27), (4.1-28), and (4.1-34) and the steady-state 
expressions for 17, and i,, the resulting equations can be represented by the 
equivalent circuit shown in Fig. 4.10(a). 

It is a main feature of the equivalent circuit shown in Fig. 4.10(a) that, in 
contrast to the well-known steady-state equivalent circuit of the induction 
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R, jwl (L,-aL,) jo, (a'~,-aL,) 

Fig. 4.10. Steady-state equivalent circuits of the induction machine. (a) Equivalent circuit where the 
rotor leakage inductance is not prescnt in the rotor branch. (b) Equivalent circuit incorporaling the 
effects of the general turns ratio. (c) Equivalent circuit which contains the torque- and flux-producing 
stator-current components. 

machine, now the rotor leakage inductance is not present in the rotor branch. It 
should be noted that the rotor resistance (R,) is divided by the slip (s) and R,/s 
is multiplied by a', where a is a specially selected turns ratio a=L,IL,. In 
Fig. 4.10(a) the referred value of the rotor current phasor in the steady-state is - - 
present; this is i;,c,.l=i;la and I,,=I,+i;r.r is the rotor magnetizing-current 
phasor in the steady state in accordance with that stated in Section 2.1.3 and also 
in agreement with eqn (4.1-28). Furthermore, in the equivalent circuit shown, the 
referred value of the magnetizing inductance is present, which is equal to 
aL,= LiIL, and owing to the special referring factor, instead of the stator leakage 
inductance, the stator transient inductance (L:=aL,) is present. 

The equivalent circuit shown in Fig. 4.10(a) could have also been obtained from 
the space-pl~asor stator and rotor voltage equations in the stationary reference 
frame, hut by considering a general value of the turns ratio (a). For this purpose, 
first eqns (2.1-35) and (2.1-51) are considered, which define the stator and rotor 
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flux-linkage space phasors respectively (q7. E) in the stationary reference frame. 
By considering the steady state and adding the term aL,,I;-aL,I; to the 
expression for 'F, , 

is obtained. The referred value of the rotor flux-linkage space phasor is obtained 
by multiplying by the general turns ratio (a), and by adding the term 
aL,l;'la- aL,l;'lu. Thus 

is obtained. When these expressions are combined with the stator and rotor 
voltage equations, the equivalent circuit shown in Fig. 4.10(b) is obtained. I t  
follows from Fig. 4.10(h) that if the general turns ratio is selected as a=L,IL,, in 
the rotor branch the inductive part will vanish and the equivalent circuit shown 
in Fig. 4.10(a) is obtained. 

It is possible to redraw the equivalent circuit shown in Fig. 4.10(a) as the 
equivalent circuit shown in Fig. 4.10(c), which contains the torque and rotor 
Rux-producing stator-current components (<l,,I;,). It follows from Fig. 4.10(c) 
that the stator current I; is divided into i,,=I;, and I;], components. The current 
i , , ,=~,Jows through the referred magnetizing reactance o ,Li IL,  and the 
current I, flows through the referred rotor resistance (L~IL~)R , I s .  Furthermore, 
(L,IL,)u~, is the referred value of the voltage drop across the referred rotor 
resistance and thus q,= - j o ,p r .  In Fig. 4.10(c) the current I;, is the rotor 
flux-producing stator-current component and this can be proved by considering 
that the voltage across points A and B (G,) is equal to the voltage across points 
C and D (0%) and thus ~ , j o , L ~ l L , = j w , ( L , l ~ , ) ~  and it follows that 
p r = ~ , c x ,  so I,, is indeed the rotor flux-producing stator current. 

That I,, is the torque-producing stator current can he proved by considering 
that in the steady state, the electromagnetic torque can he obtained as T,= 
P,,lwl, where P,, is the air-gap power, i.e. the power that crosses the air-gap. By 
considering the equivalent circuit shown in Fig. 4.10(c), P,, can he expressed as 
P = 3 P 1 2 ,  where A = o l ( L l ~ , ) .  Thus the electromagnetic 
torque can be expressed as 

As expected, this is similar to eqn (4.1-43). 
The equivalent circuit shown in Fig. 4.10(c) can also he used to obtain the 

expression for the angular slip frequency in the steady-state. If the modulus of the 
voltage across points A and B I&,I o ,LiIL, is equal to the modulus of the voltage 
across points C and D, which in terms of the referred rotor resistance can he 
expressed as lf,,l(LiIL~)R,ls. it follows that so ,  = II;,II(T,II;,I), where so, = w,, is 
the angular slip frequency, and T, is the rotor time constant (T,=L,IR,). The 
same result also follows from eqn (4.1-26) if the steady state is considered, and 
o , , - W r = S o I .  
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Since in the steady state the torque-producing stator current varies linearly with 1 

I 
the angular slip frequency, and thus there is no pull-out slip or pull-out torque 
(see also Section 4.3.4). static instability does not arise in the induction machine 1 
subjected to rotor-flux-oriented control. However, in contrast to this, when, say, 
stator-flux-oriented control of the induction machine is performed, as shown in 

1 Section 4.2, the torque-producing stator current does not vary linearly with the 
angular slip frequency and theoretically static instability can arise. The details of 
this will be discussed in Section 4.3.4, but it should be noted that from the general 
equivalent circuit shown in Fig. 4.10(b), if the general turns ratio is chosen to be 
a=L,IL,, the inductive term in the stator branch is eliminated. In this case the i current I,+(L,IL,)I;' flows across the referred value of the magnetizing induct- 
ance and this current is equal to (L,IL,) times the so-called stator magnetizing ! 
current, which in the steady state takes the form im,=(L,IL,)I;+ir'. A similar I 

definition of this current will be used in Section 4.2. By choosing a =  L,IL,, it is 
possible to use the equivalent circuit shown in Fig. 4.10(b) to obtain the expression 
for the electromagnetic torque in the steady state in terms of the stator flux- 
producing stator current component and the torque-producing stator current 
component, or to obtain the expression for the angular slip frequency in terms of 
the same two current components. 

4.1.1.6 Implementation of the, PWM VSI-fed vector-controlled induction machine 
! 

4.1.1.6.1 Irrrplenzerrtatiorl of the Pm'hI TGI-fed ir~d~rctior~ riiachirle drive 1 
rrtilizirzg a speed serzsor arzd the actrtal vnllres of i,,, i,,, 

This implementation of the PWM voltage-source inverter-fed induction machine 
drive uses the concepts discussed in previous sections. Figure 4.11 shows the 
schematic or the rotor-flux-oriented control of a voltage-source inverter-fed 
induction machine. 

In this and the following sections two different implementations are described 
for the PWM voltage-source inverter-fed induction machine drive which have 
found widespread applications. The first one utilizes one of the decoupling circuits , 

described above, which uses the actual values of the direct- and quadrature- 
axis stator currents in the rotor-flux-oriented reference frame (;,,,is,,) and con- 
tains a closed-loop control of the rotor position, rotor speed, electromagnetic 
torque, and rotor flux. In the second, simpler implementation, decoupling is 
achieved by using the reference values of the same stator current components 
(i,,,.,, is,,,,,); there is closed-loop control of the rotor speed, which is obtained by 
the application of a sensor. It sllould be noted that it is possible to have 
closed-loop control of the flux- and torque-producing currents and of the rotor 
speed in a scheme where a decoupling circuit is utilized which is similar to the one 
used in the first implementation, and uses the actual values of is, and is,. 
However, the rotor speed is not obtained by a sensor, but is estimated by utilizing 
Model Reference Adaptive Control. 

I 
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In Fig. 4.11 the I.M. is supplied by a voltage-source PWM inverter, which is 
supplied by a diode bridge rectifier through a filter capacitor. The output voltages 
of the inverter are controlled by a pulse-width modulation technique. There are 
many types of modulation techniques which will not be discussed in detail here, 
but it should be noted that the so-called suboscillation technique has gained 
widespread application. When this technique is used, the output voltage of the 
inverter is generated by comparing a triangular carrier wave of frequency 
(switching frequency)f, (in order to avoid beat effects, usually f,=Nf,, wberef, 
is the fundamental frequency and N is the pulse number, an integer) with a 
sinusoidal modulating wave with fundamental frequency; the natural points of 
intersection determine the switching instants. The pulse-width modulated output 
voltages contain time harmonics and these lead to unwanted losses in the 
machine. There are a number of so-called harmonic elimination techniques, but 
when such a technique is used, although certain time harmonics (e.g. the fifth and 
the seventh) are almost eliminated, other harmonics will have increased magni- 
tudes (e.g. the ninth and the eleventh). However, since the harmonic losses in the 
machine are determined by the r.m.s. value of the harmonic currents, it is these 
currents which have to be minimized in order to reduce these losses. This concept 
has lead to the development of the so-called minimum harmonic current tech- 
nique. It is a common feature of these techniques that they are based on off-line 
computation of optimal pulse patterns for steady-state operation of the drive 
under consideration. Thus the optimum conditions can only be obtained in the 
steady state and not in the transient state. Furthermore, at low stator frequencies, 
off-line methods can be ineffective. To overcome this problem, on-line computa- 
tion of the pulse patterns is required and by using on-line optimization algorithms 
it is possible to ensure, for example, minimum harmonic torque at minimum 
switching frequency or minimum torque pulsations. When the inverter switching 
frequency is reduced, the efficiency of the drive is increased as a result of the 
decrease in the switching losses, which can be especially important in thyristor 
inverters with forced commutation. 

The Rux model shown in Fig. 4.6 is used to obtain the angle p,,  which is used 
in the transformation blocks e'P7 and e-j"?. Furthermore, this Hux model is used 
to obtain the angular speed of the rotor flux om, and the modulus of the rotor 
magnetizing current li,,l, since tliese are also used in the decoupling circuit, which 
is now assumed to be the one shown in Fig. 4.1. The modulus of the rotor 
magnetizing-current space phasor is also used to obtain the electromagnetic 
torque, in accordance with eqn (4.1-43). 

A position controller, which can be a proportional controller (since the rotor 
speed w ,  is equal to the first time derivative of the rotor angle 0,) provides as its 
output the reference value of tlie rotor speed (o,,,,). The speed controller, a PI 
controller, provides the reference torque (I,,,,), and the torque controller, also a 
PI  controller, gives the reference value of the quadrature-axis stator current in the 
rotor-Hux-oriented reference frame (is,,.,). Since in tlie steady state, the fundamen- 
tal components of the stator voltages increase with stator frequency, but only a 
specific maximal output voltage of the inverter is available, it follows that with 
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constant rotor magnetizing current (/im,I), at a specific frequency, these voltages 
would exceed the maximally available value. Thus above a certain frequency, an 
increase of speed is only possible if the rotor magnetizing current is reduced. In 
Fig. 4.11 field weakening is achieved by the application of the function generator 
FG, the output of which is the reference value of the modulus of the rotor 
magnetizing-current space phasor (lim,,,,l), which is speed dependent. Below base 
speed a constant (maximal) value is obtained (this value is only limited by main 
Hux saturation), and above base speed this is reduced, inversely proportional to 
the rotor speed. The reference signal Iim,,,,I is compared with tlie actual value of 
the rotor magnetizing current and the error serves as input to the Hux controller, 
also a PI controller. Its output is the direct-axis stator current reference expressed 
in tlie rotor-Hux-oriented reference frame (i,,,,,). In Fig. 4.11 it is possible to leave 
out the quadrature-axis stator current controller, since the torque controller 
performs a similar role, and in this case there is no need to feed back the current 
is,; tliere is only the torque feedback, which is, however, proportional to the 
quadrature-axis stator current if the magnetizing inductance is constant. 

The error signals i ,,,,, -is, and i ,,,,, ,-is,, serve as inputs to the respective current 
controllers and the outputs from these are added to the corresponding outputs of 
the decoupling circuit, as described above for the ideal drive. Thus tlie direct- 
and quadrature-axis reference stator voltages rr,,,,, and ri,,,,, are obtained; tliese 
are established in the rotor-Hux-oriented reference frame, and therefore they have 
to be transformed by ei"r to obtain the two-axis stator voltages references in the 
stationary reference frame (II,,,,,, ~t,~,,,). This is followed by the application of 
the two-phase to three-phase transformation indicated by the '2+3' block and 
finally the reference values of the three-phase stator voltages are obtained. These 
signals are used to control the pulse-width modulator which transforms these 
reference signals into appropriate on-olT switching signals to command the 
inverter phases. 

With the given scheme it is possible to produce full torque even at standstill, 
since the stator currents How even at standstill and supply the magnetizing 
currents. The implementation shown in Fig. 4.11 gives a high dynamic perform- 
ance drive. In addition to tlie high dynamic response resulting from the decoup- 
ling control, tliere is no pull-out effect and if there is too quick a change of the 
speed reference or if tlie induction machine is overloaded, the electromagnetic 
torque cannot exceed the specified maximal level, since the speed error signal will 
saturate. 

It is possible to obtain a fully digital implementation of the total control system, 
where all the control tasks and pulse-width modulation (which can be an on-line 
technique) are performed by a single 16-bit microprocessor, the currents are 
sensed in an analog manner (e.g. by the application of Hall sensors), and the rotor 
position or rotor speed is obtained by using a single optical encoder. Since the 
pulse-width modulation and all the control tasks are performed by the same 
microprocessor, this allows the application of optimization criteria to the modula- 
tion, since all the machine quantities (e.g. voltages and currents) are known. The 
possibilities for using various optimization schemes have been discussed above. 
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It should be noted that there are other ways to obtain the reference value of 
the rotor magnetizing current. For example, it is also possible to have an 
implementation in which the function generator in Fig. 4.11 is not present but the 
two-axis voltages ir,,,,,, rrsSrc, are used to obtain the absolute value of the reference 
stator-voltage space phasor, J~T, ,~,~=(I~~~, , ,+I~~~, , , ) '" .  Field weakening can be 
automatically performed by the application of an extra control loop which 
contains a limiting stator voltage controller (a PI controller) the input of which is 
the error rr-lti,,c,l, where 11 is a constant voltage reference (the ceiling voltage 
of the inverter), and the output is /i,,.,l. The voltage controller attempts to remove 
the error (11-117,,,~1) by adjusting the rotor magnetizing current Ii,,l. When the 
motor operates below base speed, ~~r,,,,l<u and the voltage controller will be 
saturated and the maximal IT,,( is produced, so the rotor flux is kept at the 
saturation limit of the induction machine. However, when the speed increases 
above base speed, the inverter will approach its maximal output voltage and when 
the maximal output voltage of the inverter is reached (117,,,,1 is equal to rr), the 
voltage controller will give a smaller value of li,,] in order to limit the modulus of 
the stator voltages. Thus it follows that field weakening is automatically per- 
formed with this implementation. In contrast to permanent-magnet synchronous 
machines, where there is only a limited field weakening range (because the large 
air-gap causes a small syncl~ronous reactance), in the induction machine, field 
weakening can be acbieved over a wide speed range wit11 constant power. This 
feature is extremely useful in spindle-drive applications but it can be utilized in 
position-controlled feed drives as rvell. 

4.1.1.6.2 Irllplen~erttatior~ of tlre PWhI VSI-fed illduction nlaclrine rrtiliriilg a 
speed serisor and rhe refirmce ualrres of i ,,,.,, i,,,., 

Decorrplir~g circ~rit: In this section an implementation of the rotor-flux-oriented 
control is presented for a voltage-source inverter-fed induction machine where 
the necessary decoupling circuit uses the reference values of the direct- and 
quadrature-axis components of the stator currents i,,,,,, i,,,,,,. Operation with 
constant rotor flux is assumed and the effects ormagnetic saturation are neglected. 

When the rotor flux (L) is constant and since I/,,=L,T,, and thus under lineai 
magnetic conditions the rotor-magnetizing current Ii,,,,I is also constant, it follows 
from eqn (4.1-25) that /im,l=i,,, where is, is the direct-axis component of the stator 
current in the rotor-flux-oriented reference frame. Under these conditions it 
follows from eqns (4.1-7) and (4.1-8) that if the term L:di,,,/dt is neglected, the 
stator voltage components in the rotor-flux-oriented reference frame are: 

It should be noted that in eqn (4.1-44). the stator transient inductance L, is 
present and in eqn (4.1-45) the stator inductance L, is present in the direct- and 
quadrature-axis rotational voltage terms respectively. Furthermore, it follows 

from eqns (4.1-44) and (4.1-45) that in the direct-axis voltage equation, the 
rotational voltage is alfected by the quadrature-axis stator current (is,) and in the 
quadrature-axis voltage equation, the rotational term isinfluenced by the direct- 
axis stator current (is,). Thus the rotor flux (or is,) is not solely determined by the 
direct-axis stator voltage expressed in the rotor-flux-oriented reference frame (rt,,), 
but is also influenced by the quadrature-axis stator current and similarly, the 
torque-producing stator-current component is not solely determined by the 
quadrature-axis stator voltage expressed in the rotor-flux-oriented reference frame 
rr,,,, but is also dependent on the direct-axis stator current. However, it is possible 
to have an independent control of the flux-producing stator-current component 
(i,,) and the torque-producing stator-current component (i,,), when the unwanted 
coupling terms are cancelled and thus the rotor flux is controlled by lr,, and the 
electromagnetic torque is controlled by us,, which are independent of each other. 
It follows from eqns (4.1-44) and (4.1-45) that in the decoupling circuit the actual 
values of i,, and is, have to be used. However, by assuming that the lag time 
between is,. and us, is small and thus can be neglected, it is possible to utilize the 
reference currents in the decoupling circuit and in this case r7,,=R,i,,,,, and 
ri,,=R,i,,,,,,. This concept is utilized in the implementation of the rotor-flux- 
oriented control of the voltage-source inverter-fed induction machine drive 
described in the following section. 

Drive iir~pleii~entotion: The schematic of the rotor-flux-oriented control of a 
voltage-source inverter-fed induction machine drive utilizing the concepts described 
above is shown in Fig. 4.12. This is simpler than the drive described in Fig. 4.11, 
but it can yield a satisfactory dynamic response. 

In Fig. 4.12, the reference value of the rotor flux is IIT,,,,~,I and when it is divided 
by the magnetizing inductance, the rotor magnetizing current is obtained, which 
is equal to the direct-axis stator current reference is,,,,. The reference value of the 
rotor speed (a,,,) is compared with its actual value (0,) and the error serves as 
input to the speed controller (a PI controller). The output or the speed controller 
is the torque reference, which is, however, proportional to the quadrature-axis 
stator current reference (is,,,,,). 

The direct- and quadrature-axis stator current references are used in the 
decoupling circuit, which utilizes the principles described above. Thus is,,,, is 
multiplied by the stator resistance (R,) and the value obtained is reduced by 
-o,,L:i,,,,,,. Thus the direct-axis stator reference voltage component expressed 
in the rotor-flux-oriented reference frame (rr,,,,,) is obtained. Similarly, the 
quadrature-axis stator current reference is multiplied by the stator resistance and 
the rotational voltage component o,,L,i,,,,, is added to this voltage, and thus the 
quadrature-axis stator voltage reference expressed in the rotor-flux-oriented 
reference frame (rr, ,,,,) is obtained. The voltage references r r  ,,,,, and ri ,,,,, are 
transformed into the two-axis voltage components of the stationary reference 
frame (rr,,,.,, ~ r , ~ , . ~ ) ,  by utilizing the transformation eir'r, where p, is the space 
angle of the rotor flux-linkage space phasor with respect to the real axis of the 
stationary reference frame. For completeness the transformed values are also 
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given in their expanded forms. Thus by considering eqn (4.1-4), but using 
reference values of the voltages, 

~ ~ , ~ ~ ~ r + j ~ ~ ~ p ~ . r =  (ii,,,,,+jri,,,,,) ej"! (4.1-46) 

or, from the resolution of eqn (4.1-46) into its real and imaginary components, 

These two-axis voltage references are then transformed into their three-phase 
reference values by the application of the two-phase to three-phase transformation 
indicated by the '2-3' block. It is possible to obtain the three-phase reference 
values by simply considering that in the absence of zero-sequence voltages, the 
projections of the voltage space phasor on the corresponding axes yield the instant- 
aneous values of the phase voltages [see eqns (2.1-70), (2.1-71), and (21-7211: 

where li,,,, is the reference value of the stator-voltage space phasor in the 
stationary reference frame, 

and 

Of course it is also possible to use the Euler forms of the space-phasor 
equations. Thus the space phasor of the stator voltage references in the rotor-flux- 
oriented reference frame can be expressed as 

11- j+. f i ~ r c r = ~ ~ 9 x r c r + ~ ~ ~ 5 y r e r = ( ~ f ~ T r e r +  ~ i & ~ r )  ' e (4.1-52) 

where $,,= tan-'(tr ,,,,, In ,,,,, ). 
From eqn (4.1-46), in the stationary reference frame the space phasor of the 

stator reference voltages is 
-, ' ' 112 ej(P,+m,, I 

C 5 r e r = r r 3 r c r e ~ p ~ = ~ ~ i ~ ~ , ~ , + i i ; y , ~ r ~  (4.1-53) 

where g,,, has been substituted by the expression given in eqn (4.1-52). Thus by 
considering eqns (4.1-49), (4.1-SO), and (4.1-51), the three-phase stator voltage 
reference values can be put into the following form: 

ii =Re(GSrcr) = ( ~ I & ~ ~ ~ + I I ~  r)li' e'(l '~+*~~' (4.1-54) 

u,,,,r=~e(nzfi rrrr )=(Vz rrrer ei(n,++u-zni3) (4.1-55) 

- ~ ~ ( ~ z  l i x , r + i i  )L /~e j l~~,+~, ,+~ni31  liscrer - rrrr - r ~ r c r  (4.1-56) 

which could be utilized directly to obtain the three-phase reference voltages. 
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It is also possible to have an implementation where the decoupling and the 
transformation of the stator reference voltage components from the rotor-flux- 
oriented reference frame into the stationary reference frame is performed in one 
step. For this purpose eqns (4.1-44) and (4.1-45) are substituted into eqns (4.1-47) 
and (4.1-48) respectively, and the reference values of the stator current compon- 
ents (is,,.,, i,,,,,,) are used in the decoupling circuit instead of their actual values 
(i,,, i,,). The following two new voltage equations are then ohtained: 

u,D,.,=(R,+L,P)cos p,i ,,,, ,-(R,+L:p)sin~,i,,,,,~ (4.1-57) 

l~,q,,r=(R,+L,~) sin p,~,,,.,-(R, +L:P) cos p,i,,.,.,, (4.1-58) 

an implementation of which is sliown in Fig. 4.13. The inputs to the circuit sliown 
in Fig. 4.13 are the reference values of the flux- and torque-producing currents 
(i ,,,,,, i ,,,,,) and the angle p,. The angle p, is ohtained from i ,,,,,, i ,,,,., and the 
monitored rotor speed, as descrihed below. The outputs of the circuit shown 
in Fig. 4.13 are the direct- and quadrature-axis stator voltage references in tlie 
stationary reference frame (11 ,,,,, and yQ,.,). 

The angular frequency of the stator voltages is a,,, and is obtained from i,,,,, 
by utilizing eqns (4.1-25) and (4.1-26). It follows from eqn (4.1-25) that if Ii,J 
is constant, [im,[=is, and w,,=w,+i,,,l(T,i,,). Thus in accordance with the 
discussion presented above, by using the reference values of the stator currents 
instead of the actual values, finally 

Fig. 4.13. Circuit to obtain rerercnce volta~es 

is ohtained. In Fig. 4.12 eqn (4.1-59) is utilized to obtain om,,  where w, is the 
monitored value of the rotor speed. The integration of om, gives the angle p, 
which is required in the transformations descrihed above. The integration is 
carried out by the block labelled 'llp'. It follows that accurate values for the 
rotor flux position are only obtained if the rotor time constant used is accurate. 
Under linear magnetic conditions this changes, mainly due to the variation of 
the rotor resistance. However, it is possible to implement relatively simple 
compensation of the rotor resistance variation because, according to experi- 
ments performed for the drive descrihed in Fig. 4.12, tlie actual value of i,,, is 
approximately proportional to the inverse of the actual (correct) value of the 
rotor resistance. 

The implementation shown in Fig. 4.12 uses eqns (4.1-44) and (4.1-45), and 
eqn (4.1-45) has been ohtained by neglecting the term L:di,,,ldt, where L: is the 
transient stator inductance. This term can he neglected in a standard cage 
induction machine, where the transient inductance of the stator is much smaller 
than the magnetizing inductance, which is large. In this case the transient 
inductance of the stator is approximately equal to the sum of the stator and rotor 
leakage inductances. However, in induction machines for servo-applications, the 
magnetizing inductance is smaller than for normal applications, and in this case 
the effect of L: should he incorporated in the controller. If this is not done and 
there is a step change in the torque reference, there can be an unwanted overshoot 
in the electromagnetic torque. A solution to this problem can be obtained in 
several ways, and two of these are now briefly discussed. 

The first solution can he obtained by adding the missing term L:di,,ldt to 
eqn (4.1-45). In this way a quick response will be ohtained, hut it is necessary 
to differentiate the torque-producing stator current component. A second solu- 
tion can he ohtained by incorporating a small delay term which corresponds to 
the stator transient inductance in the decoupling compensator of Fig. 4.12. In 
this case the actual torque producing stator current (is,) will he delayed by the 
stator transient time constant (T:=L:IR,) and thus, for accurate decoupling, 
the torque-producing stator current reference (is,,,,,) sliould also he delayed 
by the same time constant. This can he achieved by inserting a new block in 
Fig. 4.12(a) between points A and B, which contains a first-order lag described 
by lI(l+T:p), by connecting point C to point B and disconnecting points C 
and A as shown in Fig. 4.12(b). With this implementation, improved dynamic 
response is ohtained and the unwanted overshoot in the electromagnetic torque 
is reduced. Compared to the first method, the second method results in a slightly 
slower response. 

It is important to note that the implementation shown in Fig. 4.12 utilizes the 
fact that the rotor flux is constant, and thus is not suitable under field-weakening 
conditions. However, it can be extended to operate under field weakening. For 
this purpose eqns (4.1-71, (4.1-81, and (4.1-25) must he considered, but under the 
assumption that [i,J is not constant. In this case when the expression for Ii,,[ 
obtained from eqn (4.1-25) is substituted into the direct-axis voltage equation 
d e h e d  by eqn (4.1-7), the resulting direct-axis voltage equation will contain three 
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terms. These are tlie direct-axis voltage across the stator impedance, which is 
equal to (R,+L,p)i,,, the direct-axis rotational voltage component -w,,L:i,,, 
and finally an extra term -L~p'i,,l(R,+ Lrp), where p =did!. This third com- 
ponent contains the second time derivative of the direct-axis stator current 
component i,,. Thus to get a direct relationsliip between rr,, and the rotational 
component must be eliminated (this was achieved previously when Ii,J was 
assumed to be constant) and since the third component disturbs the simplified 
structure of the x-axis, it should also be cancelled. It should be noted that wlien 
ji,,(=constant, it follows by considering eqn (4.1-25) that this term is only present 
in tlie equations in the forni of isX=li,,l. The required cancellation of the 
unwanted third component can be performed by the application of such a 
direct-axis stator current (is,) controller, wliicli ensures that pi,,=O, i.e. the rate 
of change of the direct-axis stator current in the rotor-flux-oriented reference 
frame is zero. For this purpose it is also possible Lo use a model reference-frame 
proportional-output error-feedback controller and the actual control current at 
the output of tliis controller will replace the current is,,,, in Fig. 4.12, which is 
related to is, through the transfer function 1/(1 +T,p), where T,  is the stator time 
constant. It follows from eqn (4.1-25) that li,,,,l =i,,l(l +T,p) where T, is the rotor 
time constant and this current has to replace i,,,,, in the terms L,i,,,,, and 
I;,,,, ,l(T,i ,,,, ,) shown in Fig. 4.12. 

Under field-weakening operation, it is possible to obtain i,,,,, similarly to the 
method shown in Fig. 4.11, or it is possible to determine it from an optimal value 
of the rotor flux reference (I~,.,(=L,I~,,.,I, which has to be dependent on tlie rotor 
speed and which gives maximum efficiency of the induction machine subjected to 
rotor-flux-oriented control. The speed dependency of the rotor flux reference 
follows from the fact that two loss components, the hysteresis and eddy-current 
losses, are functions of the stator frequency, which, however, is the sum of the slip 
frequency and the rotor speed (see eqn (4.1-26)). However, when deciding wliicl? 
way to obtain is,,.,, it should be considered that in the transient state, the main 
goal is to obtain quick torque response, while eficiency optimization is more 
important in tlie steady state. 

4.1.2 CONTROL OF AN INDUCTION MACHINE W I T H  

IMPRESSED CURRENTS 

4.1.2.1 General introduction 

In contrast to inverters which function as voltage sources, inverters which 
function as current sources are becoming the main power sources for lligll- 
performance ax .  machine drives. In the lower-power region PWM inverters with 
fast current control are employed. In this case, because of the chopping mode of 
the inverter and the liigll gain of the current loops, the a.c. machine follows the 
current reference signals very quickly. At higher power levels the Current-Source 
Inverter (CSI) is used where a supply-side controlled rectifier is connected 

through a large d.c. link reactor to tlie motor-side inverter. Its major advan- 
tages are: 

its simplicity; 
its inherent ability for regeneration (by reversing tlie d.c. link voltage) and 
reversal (by electronic reversal of the phase sequence of the machine currents, 
which is carried out by changing the sequence of operation of the inverter 
switches); 

it does not require silicon-controlled rectifiers wit11 11igIi switching speeds-it 
can use converter-grade thyristors. (As shown later, this follows because 
commutation causes voltage spikes superimposed on the nearly sinusoidal 
stator voltages and these can be reduced by the application of large commutat- 
ing capacitors or by reducing tlie transient inductance of the stator. Thus 
commutation is relatively slow and therefore it is not necessary to use 
thyristors with high switching speed); 
the inverter will recover from a short-circuit across any two of its output ter- 
minals and is undamaged by the misfire of the output thyristors (because there 
is a large d.c. link reactor which prevents quick changes of the link current). 

However, the current response of tlie conventional CSI with auto-sequential 
commutation is much slower than that of the current-controlled PWM voltage 
inverter. Furthermore, at low speed there can exist unwanted torque pulsations 
(tliis will be discussed later). 

By the application of tlie conventional CSI, rapid control of both the phase and 
amplitude of an a.c. current cannot be achieved. In this case, Uie amplitude of the 
a.c. currents is determined by the magnitude of the d.c. link current, and as a 
result of the large filter inductance, the current response to an input command is 
greatly influenced by the d.c. link parameters (rectifier phase-control delay time, 
rated value of tlie rectifier output voltage, gain of tlie d.c. link current loop, 
inductance of the d.c. link). Although the response can be minimized by 
establishing high gain in the current-regulator loop of the controlled rectifier, the 
output of which is the d.c. link current, the large gain can result in control 
problems because of the saturation of the output voltage of the controlled rectifier 
and ripple current instabilities at light load. Thus the current response of the 
conventional CSI is slower than for the current-controlled PWM inverter. I t  
should be noted that wlien a so-called notched auto-sequentially commutated 
inverter is employed, where tlie d.c. link current is kept constant and thus the 
influence of the d.c. link parameters on the dynamics of the system response can 
be neglected, rapid control of both tlie phase and amplitude of the a.c. current 
can be achieved. 

In this section the rotor-Rux-oriented control of induction machines will be dis- 
cussed for four cases. The induction machine can be supplied by: (i) a voltage- 
source PWM inverter with Cast current control; (ii) a conventional current-source 
inverter with auto-sequential commutation (CSI); (iii) a cycloconverter with fast 
current control; or (iv) impressed rotor currents. The main assumptions are those 
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used in Section 4.1.1, but unless stated otherwise, tlie time lag of the inverter is 
neglected although it could be considered by using the technique described in 
Section 3.1.1. 

When a high-dynamic-performance induction machine drive with impressed 
currents is designed, ideally the following requirements should be satisfied: 

Smooth speed response without cogging or torque pulsations at low speed (it 
will be shown that sometimes it is difficult to satisfy this requirement); 
Smooth speed reversals under any torque condition; 
Capability of four-quadrant operation (this can be achieved by changing the 
phase sequence of the stator currents and the polarity of the d.c. link voltage); 
Operation of the drive with constant full torque below base speed and above 
base speed with reduced flux (field-weakening operation). 

There are many control schemes known for induction machine drives with 
impressed currents, but rotor-flux-oriented control has emerged as one of the most 
frequently used techniques. Tlie application of this technique yields fasl dynamic 
response and most of tlie requirements mentioned above can also be satisfied. 
Similarly to that discussed in Section 4.1.1, in order to obtain high dynamic 
performance, the stator currents of the machine are transformed into Rux- and 
torque-producing current components (i,,,i,,,). These are defined in eqn (4.1-31, 
and Fig. 2.16 shows the relationship between various quantities in the reference 
frames fixed to the stator and rotor flux-linkage space phasors. Below base speed 
the modulus of the rotor magnetizing current (Ii,,I), defined by eqn (4.1-l), is 
maintained at its maximum possible value but is limited by magnetic saturation. 
Above base speed, Ii,,I is reduced (field-weakening operation). The electromag- 
netic torque is controlled by the quadrature-axis stator current is,, (see, for 
example, eqn (2.1-197) and Section 2.1.8). 

4.1.2.2 Control of the induction machine supplied by a current-controlled 
PWM inverter 

In this section the rotor-flux-oriented control of an induction machine supplied by 
a voltage-source inverter with fast current control will be described. The inverter 
can be a transistorized inverter with high switching frequency, such as the one 
shown in Fig. 3.5(b). Two types of implementation will be given, which use the 
direct method and tlie indirect method. As discussed at the beginning of this 
chapter, when the direct method is used (flux-feedback control), the space angle 
of the rotor flux-linkage space phasor is obtained by direct measurements (e.g. by 
using Hall sensors) or by using a so-called flu model. However, when the indirect 
method is used (feedforward control), the space angle of the rotor flux-linkage 
space phasor is obtained as tlie sum of the monitored rotor angle (0,) and the 
computed reference value of tlie slip angle (O, , ) ,  where the slip angle gives the 
position of the rotor Rux-linkage space phasor relative to the rotor (or more 
precisely relative to the direct axis of the reference frame fixed to the rotor). 

4.1.2.2.1 Irr~plen~entr~lio~~ lrsir~g Ilze direct ri~etl~od 

Figure 4.14 shows the schematic of the direct implementation of the rotor-flux- 
oriented control of an induction machine supplied by a current-controlled PWM 
inverter. This is simpler than the implementation shown in Fig. 4.12 Tor a voltage- 
controlled PWM inverter, since now the stator currents are impressed by fast 
current control loops and thus the scheme does not utilize the stator voltage 
equations and there is no decoupling circuit in the implementation of Fig. 4.14. 

In Fig. 4.14 the same cascade control structure is utilized as in Fig. 4.12. Tlie 
monitored value of the rotor speed (w,) is integrated (the integration is denoted 
by llp) to give tlie actual value of the rotor angle (0,). This is compared with its 
reference value (Or,,,) and the resulting error serves as the input to the position 
controller, which is a PI  controller. Tlie output of this is the reference value of the 
rotor speed (or,,,). When this is compared wit11 tlie monitored value of the rotor 
speed, the error signal is supplied to the input of the speed controller, also a PI  
controller, and the output of wliich is the reference value of the electromagnetic 
torque (I,,,,). Comparison of I,,,, and the actual value of the torque I, gives an 
error which serves as input to the torque controller, again a PI controller, and its 
output is the reference value of the quadrature-axis stator current expressed in the 
rotor-Rux-oriented reference frame 

The direct-axis stator current reference (i,,,,,), wliich is expressed in the rotor- 
Rux-oriented reference frame, is obtained as the output of the flux controller (PI 
controller) the input of which is the direrence between the reference value of tlie 
rotor magnetizing current li,,,,,,ll and the actual value of the rotor magnetizing 
current Ii,,,,]. Tlie reference current lim,,,,l is obtained as the output of tile function 
generator FG, which allows field weakening to be implemented. Thus the input 
of F G  is the monitored rotor speed and below base speed F G  gives a constant 
value of Ii,,,,,l, while above base speed iiv,,,.,l is inversely proportional to the rotor 
speed. 

In accordance with eqn (4.1-31, the stator current references i,,,,, and is,,., are 
first transformed into the two-axis stator current references of the stationary 
reference frame (is,,,,, iSQ,,,) by the application of tlie transformation e"', where p, 
is the angle of the rotor magnetizing-current space phasor with respect to the 
direct-axis (sD) of the stationary reference frame. For convenience Fig. 4.15 shows 
tlie relationship of the space phasor of the stator currents in the stationary and in 
the special, rotor-flu-oriented reference frame. Tlie space phasor of the rotor 
magnetizing current is also shown. Figure 4.15 is similar to Fig. 2.16. 

Thus by resolving eqn (4.1-3) into its real and imaginary axes components, but 
using reference values, it follows that 

These two-axis current references are then transformed into their three- 
phase reference values (is,,.,, is,,,,, is,,,,) by the application of the two-phase to 
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Fig. 4.15. Stator-current and rotor-current space phasors in the stalionary and olller rererence rrarnes. 

three-phase transformation indicated by the block labelled '2-3'. These are used, 
together with the monitored three-phase currents (i,,, i,,,, i,,), to obtain the gate 
signals necessary for the inverter which supplies the induction machine. 

As in eqns (4.1-49), (4.1-50), and (4.1-51) in the case ol'voltages, it is possible 
to obtain the three-phase reference currents by simply considering that in the 
absence or zero-sequence currents, the projections of the current space phasor on 
the corresponding axes yield the instantaneous values of the phase currents; thus 

where is,,, is the reference value of the stator-current space phasor in the 
stationary reference frame, 

7 -  - IsDrcf I.Qrei 
~ ,B, , I=R~(~-I , , ,~)  = -+ - 7 dT - (4.1-63) 

and 

Of course it is also possible to utilize the Euler forms of the space-phasor 
equations. Thus the space phasor of the stator current references in the rotor-flux- 
oriented reference frame can be expressed as 
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where 

and &, is the space angle of the stator-current space phasor wit11 respect to tlie 
real axis of the rotor-flux-oriented reference frame, as shown in Fig. 4.15. 

From eqn (4.1-3) or Fig. 4.15 in tbe stationary reference frame the space phasor 
of the stator reference currents is obtained as 

where (pr+rj),)=u, and a, is the space angle of the stator-current space phasor 
shown in Fig. 4.15. In eqn (4.1-67) Ti,:,,, has been substituted by tlie expression 
given in eqn (4.1-65). Thus from eqns (4.1-62), (4.1-63), (4.1-64), and (4.1-67), the 
three-phase current references can be put into the form, 

Equations (4.1-68), (4.1-69) and (4.1-70) could be used directly to obtain the 
three-phase reference currents. 

In Fig. 4.14 the monitored stator currents, together with the monitored rotor 
speed, are inputs to the Hux model which has been described in Fig. 4.6. This 
contains the rotor time constant T,. The outputs of the flux model are the rotor 
magnetizing current (Ii,,l), the torque-producing stator current (i,,), and the 
spatial position of the rotor Hux-linkage space pliasor (p,). In accordance with eqn 
(4.1-43), the electromagnetic torque (I,) is obtained by multiplying i,, by the 
constant 3PLi1(2L,), where P is the number of pole pairs, L, is tlie magnetizing 
inductance of the machine, and L, is the self-inductance of the rotor. 

The behaviour of the induction machine subjected to rotor-flux-oriented control 
shown in Fig. 4.14 is similar to that of tlie separately excited d.c. machine. The 
stator frequency is equal to the first time derivative of p,. It should be noted that 
since the flux model uses the rotor time constant, tlie accuracy of the output 
signals of the flux model depends on the rotor time constant. Accurate values of 
T ,  can be obtained, for example, by using Model Reference Adaptive Control to 
establish an on-line rotor time-constant estimator. 

The implementation of indirect rotor-Hux-oriented control of an induction 
machine supplied by a current-controlled PWM inverter is similar to that of the 
direct method, except that the space angle of the rotor magnetizing-current space 
phasor ( p , )  is obtained as the sum of the rotor angle (0,) and the rererence value 
of the slip angle (O,,). These angles are shown in Fig. 4.15 and the required 

equations follow from eqn (4.1-591, according to which tlie speed of the rotor 
magnetizing current space phasor is 

where w, is the rotor speed. 

and o,,,,, is the reference value of the slip frequency, 

where i,,,,, and i,,,,, are the reference values of the direct- and quadrature-axis 
stator currents in tlie rotor-flux-oriented reference frame. Furthermore 

Thus it follows from eqns (4.1-71)-(4.1-74) that 

As shown in Fig. 4.15, the slip angle O,,,,, gives tlie position of the rotor 
magnetizing-current space phasor with respect to the direct axis (ru-axis) of the 
reference frame fixed to the rotor. Thus by considering eqns (4.1-72) and (4.1-73) 

wl~ich serves as the basis for obtaining the angle p, when the indirect method is 
used in the implementation of the rotor-flux-oriented control of the induction 
machine. According to eqn (4.1-76) the division of the direct- and quadrature-axis 
stator currents (i,,,,r,i,,,,,r) is controlled by the slip frequency w,, and the two 
reference currents are used to determine the required slip frequency. When the 
rotor angle and the reference value of the slip frequency angle are added, the 
position of the rotor magnetizing-current space phasor is obtained. To  obtain 
accurate values of p,. the addition of the two angles must be performed very 
accurately; this can he done digitally, which also has the advantage of avoiding 
drift problems associated with analog implementation. 

The schematic of the drive is shown in Fig. 4.16. In Fig. 4.16(a) the implemen- 
tation uses Cartesian coordinates and in Fig. 4.16(b) polar coordinates are used. 
However, for simplicity, in Fig. 4.16(b) only that part of the scheme is shown 
which corresponds to tlie part shown in Fig. 4.16(a) within the dashed line. 

In Fig. 4.16 an incremental rotor position sensor is used to obtain the rotor 
angle (0,) and the rotor speed (or). T11e actual value of the rotor angle (0,) is 
compared with its reference value (Or,,,) and the resulting error serves as the input 



to the position controller, which is a PI controller. The output of the position 
controller is the reference value of the rotor speed (w,,,,). This is compared with 
the monitored value of the rotor speed and the error is supplied as the input to 
the speed controller, which is also a PI controller. Its output is the reference value 
of the electromagnetic torque (I,,,,) and in accordance with eqn (4.1-43) this is 
divided by the constant 3PLil(2L,) to yield the reference value of the stator 
current expressed in the rotor-flux-oriented reference frame (i,,,,,). 

To enable field weakening to be performed, the monitored rotor speed serves 
as the input to the function generator FG shown in Fig. 4.16, the output of which 
is the reference value of the rotor magnetizing current (Ii,,,,,,I). Below base speed 
F G  gives a constant value of Iim,,,,/, while above base speed l ~ , , , , l  is inversely 
proportional to the rotor speed. 

It follows from eqn (4.1-25) that, when the actual currents are replaced by their 
reference values, 

and eqn (4.1-77) is used in the implementation shown in Fig. 4.16 to derive the 
reference value of the direct-axis stator current component expressed in the 
rotor-flux-oriented rererence frame (is,,,,). 

As described in the previous section, the stator current references is,,,,, i,,,,,, are 
first transrormed into the two-axis stator current references of the stationary 
reference frame (i,,,,,, i,,,,,) by the application of the transformation eii'., where 
p, is the angle of the rotor magnetizing-current space phasor with respect 
to the direct-axis (sD) of the stationary reference frame. These two-axis cur- 
rent references are then transformed into their three-phase rererence values 
(i,,,,,, is,,,,, i,,,,,) by the application of the two-phase to three-phase transform- 
ation indicated by the block labelled '2-13'. The corresponding equations have 
been given in the previous section. The reference stator currents together with the 
monitored three-phase stator currents (i,,,i,,,i,,) are used to obtain the gate 
signals necessary for the inverter which supplies the induction machine. 

Finally eqn (4.1-76) is utilized to obtain the space angle p, from i ,,,,,, i ,,,,,, and 
the monitored value of the rotor angle. The block labelled 'llp' performs the 
required integration or the slip frequency. 

In Fig. 4.16(b) the reference currents is,,,, and is,,,, are converted by a 
rectangular-to-polar converter into the modulus of the stator-current space phasor 
(l<,,,l) and also into the phase-angle of the stator-current space phasor with 
respect to the real axis of the rotor magnetizing-current reference frame (rlrSrc,), 
which according to Fig. 4.15 is equal to cr ,,,, - p  ,,,,. Thus when p ,,,, is added to 
this angle, us,,, is obtained, which according to Fig. 4.15 is the phase-angle of the 
stator-current space pliasor with respect to the real axis of the stationary reference 
frame. Thus IT,,,,I and cr,,,, are inputs to a polar-to-rectangular converter, the 
outputs of which are i ,,,,, and i ,,,,,. In accordance with Fig. 4.15, the angle p ,,,, 
is obtained by adding the rotor angle to the slip frequency angle and the latter is 
obtained by the integration of the angular slip frequency. The slip angle is 
obtained in the same way as in Fig. 4.16(a). 
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The indirect implementation given in Fig. 4.16 is similar to the implementation 
used in a CSI-fed induction machine drive with the conventional slip frequency 
control. In that case the inverter frequency command is obtained as the sum of 
the slip frequency command and the rotational frequency of the motor, and the 
slip frequency command is obtained from the measured d.c. link current by 
utilizing a function generator. This function generator ensures that below base 
speed the magnetizing flux of the machine should be constant. In contrast to 
maintaining constant magnetizing flux, in rotor-flux-oriented control the rotor 
flux is kept constant. Furthermore, since the traditional slip-frequency control 
method of the CSI-fed induction machine is based on steady-state equations, 
during transient operation (i.e. when the machine is accelerated or decelerated) 
the angle between the stator-current space phasor and the rotor magnetizing- 
current space phasor is not controlled correctly. In contrast to this, when rotor- 
flux-oriented control is performed, the correct relationship is achieved between 
these two space pliasors even under transient conditions. 

4.1.2.3 Control of the induction machine supplied by a conventional 
Current-Source Inverter (CST) 

4.1.2.3.1 Gerreral irrtrodtrcfion 

In this section the rotor-flux-oriented control of an induction machine supplied by 
a conventional CSI with auto-sequential commutatioll is described. Again two 
implementations are discussed which correspond to tlie direct and indirect 
metl~ods of obtaining the space angle of the rotor flux-linkage space phasor. 

Figure 4.17 shows the scliematic of a conventional six-step CSI with auto- 
sequential commutation. In Fig. 4.17, a.c. power is first converted to d.c.. which 
is then inverted by a square-wave six-step inverter to produce variable-frequency 
a.c. currents. Tlius the supply-side mains-cornmutated thyristor converter pro- 
vides, through a high-inductance lilter, the smooth d . ~ .  linlr current (i ,) .  This is 
supplied to the machine-side inverter. To maintain a constant direct link current 
specified by the reference value i,,,,, there is a current control loop, where i,,., is 
compared with i ,  and the difference serves as input to the current controller 
(wliicli is a PI controller), whose output is used to control tlie k i n g  angle of the 
supply-side converter. The phase-controlled rectifier can he replaced by an 
uncontrolled (diode) rectifier followed by a d.c. chopper to produce tlie required 
variable d.c. voltage source. Furthermore, it should also be noted that when the 
CSI supplies the stator windings of an induction macliine, the d.c. link current is 
influenced by the back e.m.f. of the induction machine and under transient 
conditions tlie application of the PI current controller in the d.c. link current loop 
cannot give satisfactory current response. However, this problem can he overcome 
by the application of a function generator which compensates for the motor back 
e.m.f. This will he discussed in more detail below. 

In Fig. 4.17, the machine-side converter contains six force-commutated thyris- 
tors. The function of the capacitors is to effect the successful commutation of 
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Current 

Fig. 4.17. Schematic of conventional sir-step CSI with auto-sequential commutation. 

current from each thyristor to the next thyristor in the same upper or lower row, 
i.e. thyristor T ,  is extinguished when T ,  is fired, T2 is turned-off when T ,  is fired, 
etc. The six diodes decouple the commutating capacitors (C,-C,) from the input 
and output terminals of the machine-side converter, except during commutation. 
Thus they allow the capacitors to remain charged to relatively high voltages. 
During commutalion, tlie capacitors become charged to peak voltages, which are 
mainly determined by the magnitude of the motor current to be commutated. 
Tlius the inverter can cornmutate satisfactorily over a wide range of output 
voltage and frequency. 

As a result of the commutation, there are voltage spikes superimposed on the 
almost sinnsoidal stator voltages. The amplitudes of these are proportional to the 
link current and to the square root of the stator transient inductance (L:) and are 
inversely proportional to the square root of the commutating capacitance. They 
can be reduced by increasing the capacitance of the commutation capacitors. 
Since the capacitor voltages appear directly on the semiconductor components, 
this increases their required voltage raling even when the fundamental component 
of the vollage waveform is relatively small. These voltage spilces are one of the 
limiting factors of the horsepower rating of CSI-fed induction machine drives. 
Another limiting factor in extending the liorsepower rating of tlie machine is the 
rather limited speed range, which is again due to commutation problems. 
Although generally it is desirable to increase the output frequency of the inverter 
to the highest possible value, since this can result in a reduction of the size and 
cost of the machine, and there exist solid-state devices with high switching 
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frequency, the commutation period for the CSI (which is affected by the commu- 
tating capacitor and the commutating inductance Li) is significantly lower than 
for a voltage-source inverter of equal rating. 

The d.c. link current is switched through the inverter thyristors to produce 
three-phase, six-stepped line currents. Each thyristor conducts for 2x13 and at any 
instant one upper and one lower thyristor is conducting. If it is assumed that only 
two phases conduct at any instant, six distinct modes of operation result. A more 
detailed description of the operation of the machine-side converter will now be 
given. For this purpose it is assumed that the diodes and the thyristors are ideal 
switches, that the d.c. link current is constant and does not contain ripples, and 
that commutation of the currents is completed in less than one-sixth of a period 
(T)  of a stator current. The operation can be divided into three stages. If initially 
two thyristors T, and T2 conduct, as shown in Fig. 4.18(a), the stator currents of 
the machine are i,,=iD, i,,=O, is,= -i,,  and thus from the definition of the 
space phasor of the stator currents is (eqn (2.1-4)), 

Thus the space phasor of the stator currents is in position 1 in Fig. 4.18(e). The 
Erst stage begins at the instant when thyristor T, is triggered and simultaneously 
the gating signal is removed from TI. Thus capacitor C, (which was charged at 
a previous commutation) begins to discharge and turns off T I .  As soon as T I  turns 
OR, the d.c. link currents flows through capacitor C ,  and the series connected 
capacitors C, and C, (Fig. 4.18(b)). The first stage continues until diode D, starts 
to conduct and at this instant the second stage begins (Fig. 4.18(c)). Thus there 
is three-phase conduction, where none of the stator currents are zero, so the 
space phasor of the stator currents must move from position 1 in the direction of 
position 2 shown in Fig. 4.18(e). During the second stage, the current gets diverted 
from the capacitor hank, diode Dl  and stator phase sA to diode D, and slator 
phase sB, and the second stage ends when the current in the capacitor bank is zero 
(Dl is blocked, T,, D, and T2, D2 conduct-see Fig. 4.18(d)). Since i,,=O, i,,=iD 
and i,,= -i,,  it follows by considering eqn (2.1-4) that the space phasor of the 
stator currents is 

and this corresponds to position 2 of the stator-current space phasor in Fig. 4.18(e). 
The third stage lasts until thyristor T, is triggered to turn off T, and the d.c. link 
current flows across T,, D,, the machine and T,, D,. 

It follows that the locus of the stator currents over one period of the stator 
currents is a hexagon. During one-sixth of a cycle, the space phasor remains in a 
fixed position and during three-phase conduction it rotates by 2x16 along the 
hexagon. The locus is a closed curve (hexagon) and is symmetrical with respect 
to the origin of the stator reference frame as a result of the periodicity. It also 
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Fig. 4.18. Commutation process. (a) Initial stagc of commutalion; (b) first stagc of commutation; 
(c) second stagc commutation; (d) third stage of commutation; (e) locus of stator-current space phasor. 

follows that the magnitude of the three-phase currents is controlled by the 
regulation of the d.c. link current. The frequency of the three-phase currents is 
determined by the rate of switching of the inverter thyristors. 

When the CSI shown in Fig. 4.17 supplies the stator windings of an induction 
machine, it should he noted that at low speed there can he undesirable torque 
pulsations, which are mainly due to the non-sinusoidal stator currents produced 
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by the inverter. The pulsations occur at six times the operating frequency and at 
very low frequency the frequency of the pulsations is reduced so much that the 
rotor moves in steps instead of rotating smoothly. This unsmooth rotation makes 
this drive unsuitable for servo-drive applications which require continuous posi- 
tion control. 

In the case of the CSI-fed induction machine, one possibility for torque-ripple 
control is the pulse-width modulation of the stator currents by multiple commu- 
tations of the inverter in each half cycle. When this technique is used, the stator 
currents are notched at specific points to eliminate certain time harmonics. Each 
notch added to the current waveforms allows the elimination of a specific time 
harmonic, i.e. an appropriate double-notched waveform at each quarter cycle can 
result in the elimination of the fifth and seventh time harmonics in the stator 
currents and thus in the elimination of the sixth-harmonic torque. Pulse-width 
modulation can be achieved by the application of an angle loop, where the loop 
acts as a switching regulator which advances or reverses the sense of rotation of 
the space phasor of stator currents. A stator-current-angle control loop is utilized 
in the implementation of a rotor-flux-oriented control of a CSI-fed induction 
machine described in the next section. 

4.1.2.3.2 I t~~p le~~~enta t ion  ~rsirlg the direct iilethorl 

In the present section the rotor-flux-oriented control of a CSI-fed induction 
machine is described, where the angle of the rotor magnetizing-current space 
phasor is obtained by using the so-called direct method. 

As discussed above, in the CSI-fed induction machine the d.c. link current is 
determined by the supply-side converter. Since the modulus of the stator-current 
space phasor (IiJ) must be proportional to the d.c. link current ( i , ) ,  this is also 
determined by the supply-side converter. However, the space angle of the 
stator-current space phasor, a,, which is also shown in Fig. 4.15, is determined by 
the machine-side inverter. Both li5(t)l and us(!) are continuous functions. By 
considering that one of the three stator currents is always zero outside the 
commutation intervals, the locus of the stator-current space phasor is a six- 
pointed star, whose radius is proportional to the d.c. link current, and according 
to eqns (4.1-78) and (4.1-79) is equal to li9l=(2i,)l$. It has been shown that 
when currents flow in all the three stator phases, the locus is characterized by a 
hexagon which connects the end points of the six-pointed star. 

Outside the commutation interval the switching state of the inverter is charac- 
terized by elb, where the angle /3 changes discontinuously in increments of in13. 
The firing signals for the inverter can be derived by the application of a six-step 
bidirectional ring counter, which is stepped clockwise and anticlockwise. This 
method is utilized in Fig. 4.19. 

The outer control loops of the drive shown in Fig. 4.19 are similar to those 
presented in Fig. 4.14. The instantaneous value of the angular rotor speed (0,) is 
obtained together with the instantaneous value of the rotor angle (0,). This is 
compared with the reference value of the rotor angle (a,,,) and the resulting error 
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is the input to the position controller, which is a PI controller. The output of this 
is the reference value of the rotor speed (w,,,,). When this is compared with the 
monitored value of the rotor speed (w,), the resulting error is supplied to tlie input 
of the speed controller, also a PI controller, the output of which is the reference 
value of the electromagnetic torque (I,,,,). Comparison of tlie torque reference 
with its actual value (I,) gives an error, wliich serves as input to the torque 
controller (PI controller) of which the output is the reference value of the 
quadrature-axis stator current expressed in tlie rotor-flux-oriented reference 
frame (i ,,,,,, 1. 

The direct-axis stator current reference (i,,,,,), whicli is also expressed in the 
rotor-flux-oriented reference frame, is obtained as the output of the flux controller 
(PI controller), the input of whicli is tlie difference between the reference value of 
tlie rotor magnetizing current (Ii,,,,,l) and its actual value (Ii,,j). The rehence 
current ji,,,,,l is obtained as the output of the function generator FG, which 
allows field wealiening to be implemented. Therefore the input of FG is the 
monitored rotor speed and below base speed F G  outputs a constant value of li,,,,l, 
while above base speed, li,,,c,l is inversely proportional to the rotor speed. The 
two-axis stator current references are then inputs to the R-P block which performs 
tlie rectangular-to-polar conversion and its outputs are the modulus (Ii,,.,I) and the 
space angle ($,,,,) of the reference value of the stator-current space phasor in the 
rotor-flux-oriented reference frame. The angle (4,) has also been sliown in Fig. 4.15. 

In Fig. 4.19 the monitored stator currents, together with the monitored rotor 
speed, are inputs to the flux model. This has been described in Fig. 4.6. The outputs 
of the flux model are the rotor magnetizing current (lim,l), the torque-producing 
stator current (i,,), and the spatial position of the rotor flux-linkage space pliasor 
(p,). In accordance with eqn (4.143), the electromagnetic torque is obtained by 
multiplying the torque-producing current by the constant 3PL;1(2Lr), where P is 
the number of pole pairs, L, is the magnetizing inductance of the machine, and L, 
is the self-inductance of the rotor. 

In Fig. 4.19 the angle dl,,,, is first added to the angle p, to yield the space angle 
of the reference value of the stator-current space phasor with respect to the 
real-axis of the stator reference frame (us,.,). This angle has also been shown in 
Fig. 4.15. The angle us,,, is then compared with the angle /l described above, which 
corresponds to the state of the inverter, and tlie resulting error serves as the input 
to tlie angle controller, which is a PI controller. With the aid of the angle-control 
loop, a six-step ring counter is switched forward and backward between two 
adjacent states. Another advantage of using the angle-control loop is that, at low 
speed, the torque pulsations, which have been discussed in the previous section 
and are caused by the interaction of the approximately sinusoidal rotor magnet- 
izing currents and the non-sinusoidal stator currents, will be reduced because of 
tlie reduced distortions in the stator currents. However, as discussed in the previous 
section, the CSI-fed induction machine is not suitable for servo-drive applications, 
where at very low speed controlled torque is required. In contrast to this, in 
the voltage-source PWM inverter-red induction machine tliere is no low-speed 
cogging effect. 
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As discussed above, the amplitude of the stator currents is controlled through 
the d.c. link current (i,) and conventionally a PI controller is used for this 
purpose. However, with this type of control the d.c. link current is influenced by 
tlie hack e.m.f. of the motor. During transient conditions the conventional control 
cannot give satisfactory current response and, as a consequence, the performance 
of the drive deteriorates. The influence of the back e.m.f. can be reduced by 
increasing the gain of the PI current controller, whicli results in the narrowing of 
the bandwidth of the d.c. link current loop. However, this will not yield tlie 
desired current response since, as will he shown below, tlie back e.m.f. is a 
function of several variables whose dynamics are faster or as fast as that of the 
d.c. link current. Furthermore, the bandwidth of the d.c. linlc current loop is 
determined by a large time constant (T,=LIR where R and L will he defined in 
eqns (4.1-87) and (4.1-88) respectively) and also by the stability requirements on 
the current response. A solution to this problem, and thus improved current 
response, can be obtained if, in addition to the PI current controller, a function 
generator is incorporated in the control to compensate for the back e.m.f.s of the 
induction machine. The details of the design of the required back-e.m.f. estimator 
will now he discussed. For this purpose the voltage equation of the d.c. link, which 
is valid under transient conditions, has to be obtained, and it bas to contain the 
back e.m.f. of the machine but referred to the inverter input. 

First the space phasor of tlie back e.m.f. of the machine is obtained. It is 
assumed that there are no time harmonics in the d.c. link current and voltage, 
and none on tlie output of the inverter, apart from the fundamental. The effects 
of magnetic saturation are also neglected. Equation (4.1-61, the space-phasor form 
of the stator voltage equation in the rotor-flux-oriented reference frame, is 

fi,~,=(R,+L:~)'~,,+jo,,L:<,+(L,-Ll)(p+jw,,)~,,, (4.1-80) 

where p=dldt,  R, and L, are the resistance and self-inductance of a stator 
winding respectively, L: is the transient inductance of tlie stator, fist,, and &, are 
the stator voltage and current space phasors in the rotor-flux-oriented reference 
frame, and in,, is the rotor magnetizing-current space phasor in the same reference 
frame (i,,=Ii,,l). w,, is the speed of the reference frame and is equal to the sum 
of the rotor speed and the slip speed. The third term on the right-hand side of 
eqn (4.1-80) gives the space phasor of the back e.m.f.s of the induction machine, 

17,=(L,-L:)(p+jw,,)li,,l. (4.1-81) 

This will he utilized in the back-e.m.f. estimator, but it has to he referred to the 
inverter input. 

The dynamic voltage equation of the d.c. linlc will now be obtained. It follows 
from Fig. 4.17 that tlie output voltage of the controlled rectifier (11,) and the input 
voltage of the inverter (ti,) are related by 

lr,=(R,+ L,p)i,+ lri, (4.1-82) 

where R, and L, are the resistance and inductance of the filter (smootliing 
reactor) and i, is tlie d.c. link current. Furthermore, by assuming that there are 
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no losses in the inverter (and thus the power into the inverter is equal to the 
output power of the inverter), it follows from eqn (2.1-87) that 

where the asterisk denotes the complex conjugate and Re denotes the real part of 
a complex quantity. 

If the expression for the voltage space plrasor defined by eqn (4.1-80) is 
subslituted into eqn (4.1-83), but its third term is replaced by II,, the following 
equation is obtained after some rearrallgement of the various terms: 

Tlie second term after the first equal sign of eqn (4.1-84) contains the ohmic 
and leakage voltage drops rererred to the inverter input and the term on the 
left-hand-side is the motor back e.m.f. referred to the inverter input (I,',). When 
the expression for 17, given by eqn (4.1-81) is substituted into the left-hand side of 
eqn (4.1-84), and substituting i,*,=i,x+ji,,, 

where G is the resultant leakage constant, a= I -L~,/(L,L,). It can be seen that 11; 
depends on the level of the rotor magnetizing current (rotor flux level), flux- and 
torque-producing stator currents, the d.c. link current and also on the rotor speed 
(this is contained in o,,). Thus by taking 11, from eqn (4.1-82) and substituting 
into eqn (4.1-84), the following equation is obtained, which describes the dynamics 
of the d.c. link in terms of u',: 

where 11; is defined by eqn (4.1-85) and 

I t  follows from eqn (4.1-88) that u; acts as a feedback in the drive. Tlie back 
e.m.f. can be compensated by the application of a back-e.m.f. estimator, which is 
also shown in Fig. 4.19, and which is based on eqn (4.1-85). 

In general, it follows from eqn (4.1-85), that the inputs to the back-e.m.f. 
estimator shown in Fig. 4.19 are the d.c. linlc current (i,), the flux-producing 
stator current component (i,,), the torque-producing stator current component 
(i,,), and the speed of the rotor flux (w,,). When the back-e.m.f. estimator is used 
together with the PI current controller in the d.c. link loop, the d.c. link current 
is no longer disturbed by the back e.m.f. of the machine and its transient 

behaviour is only determined by the PI current controller and a first-order lag, 
whose time constant is equal to LIR, where L and R are defined in eqns (4.1-87) 
and (4.1-88) respectively. When the rotor flux is constant, li.,,l=constant, 
eqn (4.1-85) takes a very simple form: 

This can be arranged into various forms for various implementations and, for 
example, by considering eqn (4.1-43) it follows that the product i ,  is 
proportional to the electromagnetic torque (1,) and eqn (4.1-89) takes the ibrm 

- tcmmr 
n-- Pi, ' 

where P is the number of pole pairs. In eqn (4.1-90) om, can be replaced by using 
eqn (4.1-26) and thus 

where o, is the rotor speed and T,  is the rotor time constant. It is also possible 
to use eqn (4.1-43) and to eliminate i,,, in eqn (4.1-91) to yield 

where c=$PL: and R, is the rotor resistance (referred to the stator winding). 
A very simple realization of the it', compensator is obtained if t, is replaced by its 
reference value. 

It should be noted that when the motor back-e.m.f. estimator is incorporated 
into the drive control, the improvement in the d.c. link current response also 
results in improved torque and flux responses. Furthermore, back e.m.f.s are also 
present in the output current control loops of the current-controlled PWM 
voltage-source inverter-fed induction machine. In this case these e.m.f.s can be 
obtained by the transformation of u; into the actual hack e.m.f.s, and current 
control with e.m.f. compensation can be established, where the compensator can 
be designed on the basis of the space-phasor equation of the back e.m.f.s. 

4.1.2.3.3 I~~~ple!?lenrntion rrsin~g the indirect n~ethod 

In this section the rotor-flux-oriented control of a CSI-Fed induction machine is 
described, where the angle of the rotor magnetizing-current space phasor is 
obtained by using the so-called indirect method. Fig. 4.20 shows the schematic of 
the drive. 

The implementation shown in Fig. 4.20 resembles the implementation shown in 
Fig. 4.16, which contains the control scheme of the indirect rotor-flux-oriented 
control of a current-controlled PWM inverter-fed induction machine. The outer 
control loops shown in Fig. 4.20 are the same as those shown in Fig. 4.16, and 
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Fig. 4.20. Schematic of tile indirccl rotor-Aux-oriented conlrol of o CSI-fed induclion machine. I 
therefore they are not described here. The reference values of the direct- and 
quadrature-axis stator currents expressed in the rotor-flux-oriented reference 
frame (i,,,,r,i,J,,,r) are obtained in the same way as shown in Fig. 4.16. Further- 
more the reference value of the slip frequency (o,,,.,) is obtained identically to 
that shown in Fig. 4.16, by utilizing i,,,., and and the known value of the 
rotor time constant (T,), which can also be obtained by on-line identification. 

In Fig. 4.20, as in Fig. 4.19, the reference stator currents i,,,cr, i,,. are converted 
into polar coordinates by a rectangular-to-polar converter, and thus the outputs of 
the R+P converter are the modulus of the reference value of the stator-current 
space phasor ((i,,,rI) together with its space angle which angle is shown in 
Fig. 4.15 and is the angle of the stator-current space phasor with respect to the real 
axis of the rotor-flux-oriented reference frame. It follows from Fig. 4.15 that 

%.r= o,+ 0,1,,r+ rbSTer3 (4.1-93) 

where is the space angle of the stator-current space phasor with respect to the 
real axis of the stationary reference frame, 0, is the rotor angle, which gives the 
position of the real axis of the reference frame fixed to the rotor with respect to 
the real axis of the stationary reference frame, O,, is the slip angle, which gives the 
position of the rotor flux-linkage space phasor with respect to the real axis of the 
reference frame fixed to the rotor, and 4, is the angle of the stator-current space 
phasor with respect to the real axis of the rotor-flux-oriented reference frame. The 
subscript 'ref' denotes the reference value. Thus differentiation of eqn (4.1-93) 
with respect to time yields 

wherep =dldt, w ,  is the required stator frequency, o, is the rotor speed, and w,,,,, 
is the reference value of the slip frequency, which is defined in eqn (4.1-73), 
repeated here for convenience: 

Thus in Fig. 4.20 the stator frequency w, is obtained by considering eqns (4.1-94) 
and (4.1-95). The supply-side converter is controlled in the same way as in Fig. 4.17. 

It should he noted that to obtain lower torque pulsations at low speeds, the 
technique described in Fig. 4.19 could he utilized. Furthermore, a more accurate 
value of the slip frequency can be obtained by utilizing the actual values of the 
flux- and torque-producing stator currents (;,,,is,) instead of their reference 
values (i,,,,,,i,.,,,), since the presence of the d.c. link inductor makes the stator 
current slow to respond to a change in the reference currents. During transient 
operation the slip frequency determined from is,,,, and is,,,,, differs from the slip 
frequency which is determined from the actual values of these currents and the 
dilference is large at the beginning of the transient. As a consequence, an 
inappropriate value of the slip frequency results, and this affects adversely the 
torque response of the drive and leads to deteriorated performance. The actual 
values of the stator current components is, and i,, can be obtained in several ways, 
including the utilization of the appropriate transformations of the monitored 
stator currents i,,, is,, i,,. In this case, by considering eqns (2.1-112) and (2.1-113), 
first the direct- and quadrature-axis stator currents in the stationary reference 
frame are obtained as follows, if it is assumed that there are no zero-sequence 
currents: 

These are then transformed into the two-axis currents established in the rotor- 
flux-oriented reference frame by utilizing eqn (2.1-192): 

However, this requires the angle p,, which is the angle of the rotor magnetizing- 
current space phasor with respect to the real axis of the stationary reference 
frame. Furthermore, the two transformations required lead to large computation 
time in the case of a digital implementation or to complicated hardware in the 
case of analog implementation. 

However, a much simpler implementation can be obtained if is, and i,, are 
derived from the monitored d.c. link current (i,) and the angle of the stator- 
current space phasor with respect to the real axis of the rotor-flux-oriented 
reference frame (&). This angle is also shown in Fig. 4.15. Since the commutation 
period is short in the CSI inverter, it can be neglected and according to Fig. 4.18(e) 





The inputs to the flux model are the rotor speed (w,) and the stator currents 
(in the absence of zero-sequence currents only two line currents have to be 
monitored). The outputs of the flux model are the flux- and torque-producing 
stator currents (is,, is,,), which are established in the rotor-flux-oriented reference 
frame, p,, which is the angle of the rotor magnetizing-current space phasor with 
respect to tlie real axis of the stationary reference frame, and li,,l, which is the 
modulus of tlie rotor magnetizing-current space phasor. These quantities are also 
shown in Fig. 4.15. In accordance with eqn (2.1-1971, the reference value of the 
torque-producing stator current (is,,,,,) is obtained by dividing the torque reference 
by the factor 3Plim,lL~1(2L,), where P is the number of pole pairs and L, and L, 
are the magnetizing inductance and rotor self-inductance respectively. 

To obtain higli accuracy, overlay current control loops are used to control the 
flu- and torque-producing stator currents. The outputs of the controllers in these 
loops are inputs to the transformation block ei": which is required to obtain tlie 
reference values of the direct- and quadrature-axis stator currents (i,,,,,, iSQrr,) 
established in the stationary reference frame, as discussed in connection with 
Fig. 4.14. These currents are then transformed into their three-phase components 
by tlie application of the three-phase to two-phase transformation, and are then 
compared with their actual values. The resulting errors are inputs to the 
appropriate current controllers which control the cycloconverter. 

It has been noted in Section 3.2.2 that at higher output frequencies of tlie 
cycloconverter, induced a.c. voltages will disturb the current control system and 
there will result phase and amplitude errors, which even in the steady-state cannot 
be eliminated by the current controllers which control the cycloconverter. How- 
ever, one possible solution to this is to add feedforward voltages to the outputs of 
these current controllers. Thus in Fig. 4.22 e.m.f. compensation is realized by 
feedforward of tlie induced voltages (ui,,, rr,,,, u~,,). These are obtained from their 
two-axis values (ui,,, r r iSQ)  by the application of the two-phase to three-phase 
transformation. However, these are related to the induced voltages established in 
the rotor-flux-oriented reference frame (rrirr, rri.,,) by the transformation e'". The 
required induced voltages rr,,, and rr,,,, can be obtained from eqns (4.1-7) and 
(4.1-8) and by using the fact that in the steady state /im,l=constant and 
considering eqn (4.1-251, which yields Ii,,,l=i,,; so finally 

llisx= - mntrL33,, (4.1-104) 

lli,l=~mrLslTmrl. (4.1-105) 

o,,, is the speed of tlie rotor-flux-oriented reference frame (w,,=dprldt), and L, 
and L; are the self-inductance and transient inductance of the stator respectively. 

4.1.2.5 Control of tlie slip-ring induction machine wit11 impressed rator currents 

Rotor-flux-oriented control can also be used for the slip-ring induction machine 
with impressed rotor currents. For this purpose the converter in the rotor circuit 
can be a current-controllcd cycloconverter (e.g. a six-pulse cycloconverter as 
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described in the previous section), a pulse-width modulated inverter with current 
control (again described earlier) or, for example, a static converter cascade. In the 
last case there is dual converter in the rotor and this is shown in Fig. 4.23. 

In the implementation shown in Fig. 4.23 a forced commutated thyristor con- 
verter is connected to the slip rings of the induction machine and this is connected 
via a d.c. reactor to a naturally commutated controlled-thyristor bridge converter 
(special form of static Scherbius cascade). Thus slip power can flow in both 
directions (to the rotor from the supply and from the rotor to tlie supply) and the 
speed of the induction machine can be controlled in the supersynchronous and 
subsynchronous ranges. Below the synchronous speed in the motoring mode and 
above tlie synchronous speed in the regeneration mode the rotor-side converter 
operates as a rectifier and the line-side converter as an inverter, and slip power is 
returned to the stator, usually through a transformer. Below the synchronous 
speed in the regeneration mode and above the synchronous speed in the motoring 
mode, the rotor-side converter operates as an inverter and the line-side converter 
operates as a rectifier, and slip power is supplied to the rotor. At the synchronous 
speed, slip power is taken from the supply to excite the rotor windings, and in this 
case tlie machine behaves as a synchronous machine. It should he noted that if 
the rotor-side converter was a line-commutated bridge converter, near to the 
synchronous speed, when tlie a.c. voltage available to commutate the converter is 
small, the commutating ability of the converter would he lost. It is for this reason 
that a force-cornmutated rotor-side converter is used in the special form of Lhe 
static Scherbius cascade shown in Fig. 4.23, and thus full torque capability can 
be produced near standstill. 

Force commutnted Line cornmutated 
converter 

2. 

Fig. 4.23. Schematic of the control or a doubly-red induction machine with converter cascade in the 
rotor. 

Transformer 
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Since impressed rotor currents are assumed, the rotor voltage equations can be 
disregarded from the point of view of the dynamics of the drive under considera- 
tion and this results in a simplified dynamic structure of the drive. Thus only the 
stator voltage equations have to be considered. 

The space-phasor form of the stator voltage equation in the rotor-flux-oriented 
reference frame has been given as eqn (4.1-6) and its two-axis forms have been 
given as eqn (4.1-7) and eqn (4.1-8). These contain the rotor magnetizing current 
(li,,,l), which has been defined in eqn (4.1-1). These equations together with the 
equation of the electromagnetic torque, eqn (4.1-43), could he used to obtain 
the implementations of the rotor-flux-oriented control of a slip-ring induction 
machine with impressed rotor currents. However, in contrast to the implementa- 
tions so far discussed for induction machines, where the rotor currents were not 
directly measurable quantities, in the slip-ring machine it is possible to monitor 
these and this results in simpler implementations than, say, in the case of a 
squirrel-cage machine. If the stator currents and the rotor currents are measured 
together with the rotor angle (0,) then lim,l and pr, which is the space angle of the 
rotor magnetizing-current space phasor with respect to the direct-axis of the 
stationary reference frame (see Fig. 4.15), are known quantities. Mathematically 
this follows from eqn (4.1-I), which is now repeated here for convenience, 

~ m r = ; 3 # r + ( l + ~ r ) i r ~ r ,  (4.1-106) 

where i;,, and &, are the space phasors of the stator currents and rotor currents 
respectively in the rotor-flux-oriented reference frame. By considering eqn (4.1-3) 
and eqn (2.1-194) they can be expressed in terms of the space phasor of the stator 
currents and rotor currents expressed in the stationary reference frame (is, I:) as 

i,,=j,e-Jpc (4.1-107) 

i,,,=i; e-jpr. (4.1-108) 

Substitution of eqns (4.1-107) and (4.1-108) into eqn (4.1-106) yields 

Thus it follows from eqn (2.1-133) and eqn (4.1-109) that 

where in terms of their two-axis components, 

< =iSD +j& 
- .  
zr = I,= + jir,, 

j e"U.=i 
rd +.iirq 

- .  
fmr=lmro+jim,a 
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and 8, is tlie rotor angle. Equations (4.1-110)-(4.1-113) can be used to obtain li,,l 
and pr from the measured values of the stator and rotor currents and the rotor 
angle. Physically eqn (4.1-1 10) gives the rotor magnetizing-current space phasor in 
tlie stationary reference frame and, as expected, this contains two components; 
these are the stator-current space phasor and a component which would be equal 
to the rotor-current space phasor if there was no rotor leakage. In this case (when 
the rotor leakage inductance is zero) L,=L, and the rotor magnetizing-current 
space phasor is identical to the conventional magnetizing-current space phasor, 
wliicfi is equal to the sum of the stator- and rotor-current space phasors. Equation 
(4.1-110) can also be obtained directly by dividing the expression for the rotor 
flux-linkage space phasor expressed in the rotor reference frame (see eqn (2.1-134)) 
by the magnetizing inductance and this technique has been used for the derivation 
of eqn (4.1-28), which gives the same debition for the rotor magnetizing-current 
space phasor as eqn (4.1-110). 

It should be noted that when Ii,,I and p, are determined from eqn (4.1-110), 
there is no dependency on the rotor resistance, in contrast to the derivation based 
on the flux models described in Figs 4.6 and 4.7. This is an advantage, since tlie 
rotor resistance varies as a result of changes in the temperature and the skin effect. 
By using eqn (4.1-110), Fig. 4.24 shows a possible implementation Tor obtaining 
limrl and p,. 

It follows from Fig. 4.24 that the monitored three-phase stator currents 
(i,,, is,, i,,) are first transformed into the real- and imaginary-axis components of 
the stator-current space phasor expressed in the stationary reference frame (is) by 

Fig. -1.24. Obtaining/i,,l, li,l, p,, and j,, by monitoring thcstator and rotor currents and the rolor angle. 

the application of the three-phase to two-phase transformation. The monitored 
rotor currents (i,,,i,,,i,,) are similarly transformed into the i,,,irl, components 
(which are the direct- and quadrature-axis rotor currents in the rotor reference 
frame) by the application of the three-phase to two-phase transformation. These 
are then transformed into i,, and i,,, which are tlie two-axis rotor current com- 
ponents in the stator reference frame, by the application of the transformation ejar 
(see eqn (4.1-113) and eqn (2.1-40)). Finally by considering eqn (4.1-110) i,, and i,, 
are multiplied by L,IL, and the newly obtained rotor currents are added to i,, 
and i,, respectively to yield the two-axis components of the rotor magnetizing- 
current space phasor in the stationary reference frame (i,,,,i,,Q). These are 
inputs to a rectangular-to-polar converter the outputs of wliich are Ji,,J and p,. 

By utilizing the implementation shown in Fig. 4.24, several other quantities can 
also be obtained which could be required in various implementations of the 
rotor-flux-oriented control of slip-ring induction machines with impressed rotor 
currents. Thus when p, is differentiated, o,,,, the speed of the rotor flux-linkage 
space phasor, is obtained. From the monitored rotor angle (0,) and pr ,  the slip 
angle O,, is obtained (this angle is shown in the phasor diagram of Fig. 4.15). It 
follows from eqn (4.1-107) that the space phasor of the stator currents in the 
rotor-flux-oriented reference frame is 

(isx+jis,.)=(isD+ji5Q)e~J1'~, 

and resolution into real and imaginary terms gives eqns (4.1-98) and (4.1-99) 
which could be used to obtain is, and is, from i,, and iSQ. The modulus (!is[) and 
the space angle (N,) of tlie stator-current space pbasor expressed in the stationary 
reference frame are obtained in Fig. 4.24 by the application of a rectangular-to- 
polar converter by using is, and i,, as input quantities. The angle a, is also shown 
in Fig. 4.15. Finally, in accordance with Fig. 4.15, in Fig. 4.24 the torque angle 
(&), which is the angle of the stator-current space phasor with respect to the real 
axis of the rotor-flux-oriented reference frame, is obtained as $,=N,-p,. 

For the implementation of the rotor-flux-oriented slip-ring machine with 
impressed rotor currents, when the rotor speed is monitored and when this is 
compared with its reference value, the error signal can serve as input to a speed 
controller (PI controller) the output of which is the torque reference. 

For the rotor-flux-oriented control of the doubly-fed induction machine with 
the static converter cascade shown in Fig. 4.23, the torque reference can be used 
to obtain the reference value of the d.c. link current (i,) which flows across the 
reactor connected between tlie two converters. Thus the line-side converter can be 
controlled by using tlie closed loop control of the d.c. link current, where the 
difference between the reference d.c. link current and the actual d.c. link current 
is fed into a PI controller. The rotor-side converter can be controlled by using the 
closed loop control of the torque angle. For this purpose a PI controller can be 
used, the input of which is the difference between the reference actual values of 
the torque angle (the latter can be obtained with the help of Fig. 4.24). A more 
detailed description will be given in Section 4.2.6, where stator-flux-oriented 
control of the same drive will be discussed. 
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The vector control of the slip-ring motor with impressed rotor currents using a 
cycloconverter will be discussed in detail in Section 4.2.6, where stator-flux- 
oriented control is discussed, since it will be shown that in the stator-flux-oriented 
system, the real- and imaginary-axis components of the rotor currents (i,,i,,,) 
correspond directly to the two-axis stator currents expressed in the stator-flux- 
oriented reference frame. Thus control of the i,, current can be used to maintain 
the reactive stator current at a fixed value (or at a value dependent on the voltage) 
and the current i,, can be used for torque control. Beside the speed-independent 
control of active and reactive powers, it is also an advantage of the application of 
this control scheme that it leads to the avoidance of the instability problems 
associated wit11 doubly fed machines. 

4.2 Stator-flux-oriented control of induction machines 

In this part of the chapter stator-flux-oriented control will be applied to induction 
machines. The main assumptions are the same as those used in connection with 
rotor-flux-oriented control of induction machines and, in particular, the effects of 
magnetic saturation are neglected. Since there is a large similarity between stator- 
flux-oriented control and rotor-flux-oriented control (see also Section 1.2.1.2), 
emphasis will only be laid on the differences between these two control techniques. 

It follows from Sections 1.2.1.2 and 2.1.8 that in the stator-flux-oriented reference 
frame the electromagnetic torque of an induction machine is proportional to the 
product of the modulus of the stator magnetizing-current space phasor (If,,,,)) and 
the torque-producing stator current component (i,,); the torque can be controlled 
by independent control of these two currents. Thus from eqn (2.1-2091, 

t c = c ~ ~ m 5 ~ ~ s s ,  (4.2-1) 
where c=3PLm/2 is a constant, P is the number of pole pairs, and L, is the mag- 
netizing inductance of the machine. In eqn (4.2-1) the stator magnetizing-current 
space phasor can be put in terms of the stator- and rotor-current space phasors 
expressed in the stator-flux-oriented reference frame (cJ,., ir$.) as, if eqn (2.1-208) 
is considered, 

where L, is the self-inductance of tlie stator and i,, i,,,, is,, is, are the two-axis 
components of the rotor- and stator-current space phasors respectively, expressed 
in the stator-flux-oriented reference frame. In eqn (2.1-201) the relation between 
the space phasors of the stator currents expressed in the stator (stationary) and 
stator-flux-oriented reference frames has been given, and it follows that 
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i where is, and is0 are the direct- and quadrature-axis components of the stator 
currents in the stationary reference frame and the angle p, gives the position of 
the stator magnetizing current with respect to the real-axis (sD) of the stationary 

I reference frame (this is shown in Fig. 2.17). The rotor-current space phasor in the 
1 reference frame fixed to the rotor can be expressed in terms of its two-axis 

components as T,=i,,+jir,,=Ii,l ej'r, and thus it follows from eqn (2.1-206) that the 
rotor-current space phasor in the stator-flux-oriented reference frame can be 
expressed as 

It is evident that the stator and rotor current components is,, is,, i,, i,, defmed 
above are not equal to the similar current components defined by eqns (2.1-192) 
and (2.1-1941, which are established in the rotor-flux-oriented reference frame. 
Only for simplicity is the real axis of the stator-flux-oriented reference frame 
denoted as s, and its imaginary axis as ) I ,  but these should not be confused with 
the real and imaginary axes of the rotor-flux-oriented reference frame. For better 
understanding, the stator magnetizing-current space phasor and the rotor-current 
space phasor are shown in Fig. 4.25, where tlie new reference frame (s, j)) is also 
shown, together with the angles a,, Or, and p,. 

It follows from Fig. 4.25 that the angle $,=(u,+O,-p,), which is the torque 
angle, is tlie angle of the rotor-current space phasor with respect to the stator 
magnetizing-current space phasor. 

It should be noted that in the steady state, the definition of T,,, (expressed in 
the stationary reference frame) can also be obtained by considering Fig. 4.10(b) if 
the general turns ratio is selected as a=L,/L,. 

A new expression will now be obtained for the electromagnetic torque which, 
instead of the quadrature-axis stator current (i,,,), contains the modulus of the 
rotor-current space phasor and the torque angle. This will be useful for the 
implementation of stator-flux-oriented control of doubly fed induction machines. 
It follows from eqn (4.2-2) that the torque-producing stator current can he 
expressed as 

and i ,  can be obtained from eqn (4.2-4) as i,=Ii,l sin(a,+O,-p,). By substitution 
of this expression into eqn (4.2-5) and considering eqn (4.2-I), the following 
expression is obtained for the electromagnetic torque: 

This expression will be used in Section 4.2.6, where stator-flux-oriented control 
of a doubly fed three-phase induction machine with impressed rotor currents will 
be discussed. 



TTector arid direct tarq~re corltrol of irrrl~rctior~ rrrrrch;r~es I Stator-fl~rs-orierrtecl control of ir~rl~rctiorl ~iiocl~irres 337 
I 
I in the previous section): 

/ where as in eqn (4.2-3), wliicli defines the stator-current space phasor in the 
stator-flux-oriented reference frame, the stator-voltage space phasor in the same 
reference frame can be expressed as 

I 

In eqn (4.2-7) ir#, is the ?pace phasor of the rotor currents in the stator-flux- 
oriented reference frame and has been defined in eqn (4.2-4). 

It is assumed that the squirrel-cage induction machine is supplied by a voltage- 
source inverter, as described in Section 4.1.1, and the stator currents cannot be 
impressed by fast current control loops. Thus to obtain the required reference 
voltages of the inverter, it is necessary to use the stator voltage equations. 

It Follows from eqn (4.2-7) that if a stator-flux-oriented control scheme for a 
squirrel-cage induction machine has to be obtained, the rotor currents liave to be 
eliminated from the equations since these cannol be measured directly. However, 
it follows from eqn (4.2-2) that 

Fig. 4.25. Stator magnetizing-current space phasar snd rotor-current space phasur. / and substitution of eqn (4.2-9) into eqn (4.2-7) yields 

4.2.2 STATOR VOLTAGE EQUATIONS FOR TI-IE 

SQUIRREL-CAGE MACHINE 

In this section, the space-phasor form of the stator voltage equation is first 
obtained in the reference frame fixed to the stator magnetizing flux-linkage space 
phasor. This will tlien be resolved into its two-axis components. For this purpose 
tlie voltage equations formulated in the general reference frame are directly util- 
ized. These liave been given in Section 2.1.7. The stator-current space pliasor will 
be expressed in terms of the stator magnetizing-current space pliasor, which has 
been defined in the previous section. Thus the resulting stator voltage equation 
will contain the modulus and space angle (or speed) of the stator maguetizing- 
current space phasor. These quantities are required in the implementation of 
stator-flux-oriented control. Two alternatives will then be considered, which 
correspond to a squirrel-cage machine and to a slip-ring induction machine where 
there is direct access to the rotor currents. 

By considering eqns (2.1-148) and (2.1-150), which define the stator voltage and 
flux-linkage space-phasor equations in the general reference frame respectively, 
and by neglecting the effects of magnetic saturation, tlie following stator voltage 
equation is obtained in the special reference frame fixed to the stator-linkage 
space phasor, which rotates at a speed o,,=dp,ldt (the angle p, has been defined 

This is much simpler than tlie corresponding voltage equation expressed in the 
rotor-flux-oriented reference frame (eqn (4.1-6)). It should be noted that 
eqn (4.2-10) can - also be obtained directly from eqn (2.1-148) by considering that 
o,,=o,,, and i~,,=L,,i,,. As a direct consequence of the selection of the 
stator-flux-oriented reference frame, there is no separate stator-leakage voltage 
component present in eqn (4.2-10). Furthermore, it does not contain the derivative 
of the stator-current space phasor, which is present when the rotor-flux-oriented 
reference frame is used. If the modulus of the stator magnetizing-current space 
phasor is constant, then eqn (4.2-10) takes an extremely simple form, which does 
not contain the derivative dli,,[ldt. When eqn (4.2-10) is resolved into i ~ s  two-axis 
components, 

These equations are much simpler than eqns (4.1-7) and (4.1-8). For stator-flux- 
oriented control, i,, and i,, have to be independently controlled. However, 
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it follows from eqn (4.2-12) that there is an unwanted coupling term and thus 
u,, and rt,, cannot be considered as decoupled variables for the stator flux and 
electromagnetic torque. The stator current components i,, and i,, can only be 
independently controlled if eqns (4.2-11) and (4.2-12) are decoupled and the stator 
currents are indirectly controlled by controlling the terminal voltages of the 
induction machine. As in Section 4.1.1, it follows from eqns (4.2-11) and (4.2-12) 
that the required decoupling voltages are 

Thus a very simple decoupling circuit can be established, the inputs of which 
are om, and Ii,,,,l and the output of which is ir,,. It follows from the simplicity of 
the stator voltage equations that when an induction machine is supplied by 
impressed stator voltages, the stator-flux-oriented control scheme will be simpler 
than the rotor-flux-oriented control scheme. When a squirrel-cage machine is 
supplied by a converter which functions as a current source, the stator equations 
can be omitted from the equations of the drive. 

4.2.3 ROTOR VOLTAGE EQUATIONS F O R  T H E  SQUIRREL-CAGE 

INDUCTION M A C H I N E  

The rotor voltage equations expressed in the stator-Hux-oriented reference frame 
can be used to obtain the modulus and speed (or phase angle) of the stator 
flux-linkage space phasor (or stator magnetizing-current space phasor). The 
required flux model can be obtained by using the rotor voltage equations 
formulated in the stator-flux-oriented reference frame. 

For this purpose, eqn (2.1-153) is used, which gives the space-phasor form of 
the rotor voltage equation in the general reference frame, but it is assumed that 
all the inductance parameters are constant. Thus in the stator-flux-oriented - - -  
reference frame (w,=o,,, C, ,=i  ,+,, r,,=t,$,,, r,s=irJ,s), this takes the form, 

where o, is the rotor speed and R, and L, are the rotor resistance and rotor 
self-inductance. Equation (4.2-14) contains the rotor-current space phasor, but 
since for a squirrel-cage machine this cannot be directly obtained, it is now 
eliminated. By the substitution of eqn (4.2-9) into eqn (4.2-14) and by considering 
that, since the rotor windings can be considered as short-circuited windings, 
Or$,= 0, 

I I  L:Lr dG$,, L:Lr - 
o=Rr  [ lim81--r 2 :@.I +LC-- dt ( - i,,, ) -+jwSl dt [ L li ms 1-  ( - L,)r5y5] 

(4.2-15) 

is obtained, where 

is the angular slip frequency. This is equal to the first time derivative of the slip 
angle O,,, which is equal to p,-l?,, as shown in Fig. 4.25, and is the angle of the 
stator flux-linkage space phasor (or stator magnetizing-current space phasor) with 
respect to the real axis (rc~) of the rotor reference frame. In eqn (4.2-15) L: is the 
transient stator inductance. It should be noted that eqn (4.2-15) is more complic- 
ated than the rotor voltage equation formulated in the rotor-flux-oriented refer- 
ence frame (eqn (4.1-24)). This has the consequence that when the induction 
machine is supplied by impressed stator currents, the implementation of stator- 
flux-oriented control will be more complicated than the implementation of the 
rotor-flux-oriented control. Resolution of eqn (4.2-15) into its real- and imaginary- 
axis components yields 

where T: is the transient rotor time constant. 
For an induction machine with impressed stator currents eqns (4.2-17) 

and (4.2-18) have to be considered when stator-flux-oriented control is used. 
However, it follows from eqn (4.2-17) that there exists a coupling between the 
torque-producing stator current component i,, and the stator magnetizing 
current. Therefore if there is a change in the torque-producing current, and if 
this is not followed by an appropriate change in is,, there will exist an unwanted 
transient in the stator magnetizing current. However, this undesirable coupling 
can he eliminated by the utilization of a decoupling circuit, as will now be 
described. 

If the stator magnetizing current is regulated by a flux controller (as shown in 
Fig. 4.261, the input of which is the dixerence between the reference value (Ii,,,,,,l) 
and the actual value (Ii,,,l) of the stator magnetizing current, and it is assumed 
that the output of this controller (which can be a PI controller) is the current i,,, 
then the required decoupling current id, has to he added to i,, to yield the 
reference value of the stator current along the real axis of the stator-flux-oriented 
reference frame (i,,,,,). It follows that 

and the substitution of eqn (4.2-19) into eqn (4.2-17) yields 
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It follows from eqn (4.2-20) that /im,I can be decoupled from i,,, if the three last 
terms on the right-hand side of eqn (4.2-20) are zero, i.e. 

where p=dldt.  Thus it follows from eqn (4.2-21) that the required current id, can 
be expressed as 

In eqn (4.2-22) the angular slip frequency w,, is present. This can he obtained 
by considering eqn (4.2-18). It follows from eqn (4.2-18) that 

Equation (4.2-22), together with eqn (4.2-23), defines the required decoupling 
circuit. Thus when the correct machine parameters are used in these equations, 
tlie correct value of is, is obtained for a given value of i,,,, and tlius li,,l is not 
altered by any changes in the torque reference even during transient operation. By 
using the decoupling circuit defined by eqns (4.2-22) and (4.2-23), Fig. 4.26 shows 
as an example the schematic of the stator-flux-oriented control of an induction 
machine supplied by a current-regulated PWM inverter (which has also been used 
in the implementation shown in Fig. 4.14). 

Since this scheme is similar to the one shown in Fig. 4.14 only the dilferences 
will be pointed out. The direct-axis stator reference current is obtained as the sum 
of is, (which is the output of the flux controller) and id,, which is the output of 
tlie decoupling circuit described above. A flux model is used to obtain the 
modulus (IimsI) and the space angle (p,) of the stator magnetizing-current space 
phasor. The torque-producing stator current component (is,) is obtained from the 
two-axis stator currents of the stationary reference frame (i,,, iSQ) by considering 
eqn (4.2-3). The flux model can use at its inputs the actual stator currents 
(i,,,i,,,i,,) and the monitored rotor speed (o,) and tlius by considering eqns 
(4.2-161, (4.2-17), and (4.2-18) its outputs are i ,,, lim,l, and w,,, and p, is obtained 
by the integration of om,. There are several other alternatives and if, for example, 
the stator voltages and currents are monitored, it follows from eqn (2.1-124) that 
the space phasor of the stator flux linkages (I&) can he obtained by the integration 
or rT,-R,i,, where ii, and is are the space phasors of the stator voltages and 
currents respectively in the stationary reference frame (in terms of their two-axis 
components Z3=ZS,,+jrrsQ, and is=is,+jisQ). When gS is divided by L,, the space 
phasor of the stator magnetizing current in the stationary reference frame is 
obtained, and its modulus is equal to lim,l and its phase angle is equal to p,. 
However, when this technique is used, as pointed out previously, at lower stator 
frequencies the stator resistance will dominate and accurate ohmic voltage-drop 
compensation must be performed. Figure 4.27 shows this type of solution, but it 
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should be noted that as shown in Section 3.1.3.1, in practice only two stator line 
voltages are required (e.g. rr,, and u,,), and thus the direct- and quadrature- I 
axis stator voltages can he obtained by using rr,,=(1I3)(rrn,-rr,,) and rr,,= 1 
-(1~d3)(r~AC+rrBA). 

It has also been shown in Section 3.1.3.1 that the direct- and quadrature-axis 1 
stator currents is, and iSQ can be obtained by using only two stator line currents 
(e.g i,, and is,) if i,,+i,,+i,,=O holds, and in this case i,,=i,, and iqQ= 
(l/J3)(i5,+2i,,) are obtained. Further details on other aspects of this scheme, 
includine, drift comoensation, can be found in Sections 3.1.3.1 and 4.1.1.4, where - 
improved schemes are also presented and where the reconstruction of the stator 
voltages from the monitored d.c. link voltage and inverter sw~tching states is also 

I 
discussed. For example, it should he noted that, as discussed in Section 4.1.1.4 in 
connection to Fig. 4.9(b), it is also possible to utilize directly the stator voltage 
equations in the stator-flux-oriented reference frame (eqns (4.2-11) and (4.2-12)). It 
follows from eqn (4.2-11) that the rate of change of the stator flux modulus is 
!I,,-R,i,, and from eqn (4.2-12) the speed of the stator flux-linkage space vector 
(oms) is obtained as om=(~rsJ,-R5r,,)llt~l. These equations are also used in Fig. 4.28. 

Fig. 4.27. Flux model (in sutionary reference frame) and trmsformcd slotar currents. I 

In contrast to the scheme of Fig. 4.27, where open-loop integrations are present, 
in Fig. 4.28 closed-loop integrations are performed, and at low frequency this 
reduces the integrator drifts. 

If the stator flux-linkage components are accurately estimated, then they can 
also he used for the estimation of the rotor speed in a speed-sensorless drive. For 
example, the scheme shown in Fig. 4.9(c) can also be used in a speed-sensorless 
vector-controlled drive even at low frequencies (see also Section 4.5.3.1). 

4 .2.4 STATOR VOLTAGE EQUATIONS FOR T H E  DOUBLY FED 
INDUCTION MACHINE 

For a doubly fed machine, it is useful to express is#, in terms of Iim,I and i,#,. Thus 
it follows from eqn (4.2-2) that 

and when this is substituted into eqn (4.2-7), 

This can be put into the form 

where T,=L,/R, is the stator time constant. By considering the definitions of the 
stator-voltage, stator-current, and rotor-current space phasors in terms of their 
two-axis components established in the stator-flux-oriented reference frame 
(eqns (4.2-3), (4.2-4), and (4.2-811, resolution of eqn (4.2-26) into its real- 
and imaginary-axis components yields 

L, 
~m.TsIim,l= -- RsLmllsJ.+i r,,. (4.2-28) 

For the doubly fed induction machine, tlie stator voltage components can he 
obtained as follows. By assuming a sinusoidal symmetrical three-phase supply 
voltage system, with frequency o , ,  the stator-voltage space phasor in the sta- 
tionary reference frame can be expressed as 

fis =$us e'"~', (4.2-29) 

where U, is tlie r.m.s. value of the line-to-neutral voltages and t denotes time. 
Thus substitution of eqn (4.2-29) into eqn (4.2-8) gives 

Fig. 4.28. Flux modcl (in stator-nux-oriented reference frame) and transformed stator currents. fi ,#,,= $U,~JI"~~-P,I-  -I~,,+J~lSJy . (4.2-30) 
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and thus 

Compared with eqns (4.2-11) and (4.2-12), which contain the stator currents is,, 
i,,, eqns (4.2-27) and (4.2-28) contain the rotor currents i,,, i ,  because the rotor 
currents are subjected to stator-flux-oriented control. As mentioned earlier, two 
implementations will he discussed, where there is a current-controlled cyclocon- 
verter in the rotor of the slip-ring induction machine and wliere there is a static 
converter cascade in the rotor. 

4 .2.5 ROTOR VOLTAGE EQUATIONS FOR TI-IE DOUBLY F E D  

INDUCTION MACI-IINE 

By substitution of eqn (4.2-24) into eqn (4.2-14), tlie space-phasor form of the 
rotor voltage equation in the stator-Hux-oriented reference frame is 

wliere it follows from eqn (4.2-16) tliat w,,= w,,-0, is the angular slip frequency, 
cum,, is the speed of the reference frame. and w, is the rotor speed. Equation 
(4.2-33) can be resolved into its direct- (1) and quadrature-axis 6') components 
and thus 

di,, 11 ~ ' - + i  = > -  w s ~ T i ~ r s - ~ ~ i ( T r - T ~ ) ~ ~ m s ~ ~  (4.2-35) 
dt "' R, 

These equations are very similar to eqns (4.1-7) and (4.1-8) and they can he used 
to obtain tlie implementation of stator-flux-oriented control if the rotor currents 
are not impressed. When these two equations are compared with eqns (4.1-7) 
and (4.1-8), it can he seen that instead of the stator current components, the rotor 
current components are now present and the rotor magnetizing-current space 
phasor is replaced by the stator magnetizing-current space pliasor. Furthermore, 
the stator voltage components are replaced by the rotor voltage components, 
the stator resistance is replaced by the rotor resistance, the speed of the rotor 
magnetizing-current space pliasor is replaced by the speed of tlie stator magnet- 
izing-flux-space phasor, and finally the stator time constant and stator transient 
time constant are replaced by the rotor time constant and rotor transient 
time constant respectively. It also follows from eqns (4.2-34) and (4.2-35) tliat 
there are unwanted coupling terms between the rotor circuits along the 
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.Y and jl axes. These can be eliminated by utilizing the following decoupling volt- 
age components, which are obtained by considering the rotational voltages in 
eqns (4.2-34) and (4.2-35) and assuming constant-stator-flux operation (Iim,I= 
constant): 

These have to be added to the outputs of tlie current controllers which control 
the rotor currents i ,  and i,, . 

With impressed rotor currents it is not necessary to consider the rotor voltage 
equations but, to achieve improved dynamic performance, appropriate terms 
must he added to the outputs of the rotor current controllers, which in the case 
of Ii,,/=constant compensate for the last term in eqn (4.2-35), which acts as a 
disturbance for rotor current controllers. Thus it follows from eqn (4.2-35) that in 
the stator-flux-oriented reference frame the necessary feedforward signal takes the 
form 

or, in space-phasor form, 

By considering Fig. 4.25, according to which the angle between the real axis of 
the stator-flux-oriented reference frame and the real axis of the reference frame 
fixed to the rotor is (p, -0 , ) .  in the reference frame fixed to the rotor, iId,,lR, can 
be expressed as 

where 17, is the space phasor of the induced voltages in tlie rotor reference frame, 
and i, and i,, are the required currents which have to be used as feedforward 
signals. Equation (4.2-40) also follows by considering the transformation of a 
space-phasor quantity from its natural reference frame into the general reference 
frame. Thus from eqn (2.1-143), the induced-voltage space pliasor in the rotor 
reference frame (17,) can be expressed in terms of the induced-voltage space phasor 
in the general reference frame as 17i=17i,ej'U.-"~'. Thus when, instead of the general 
reference frame, the stator-flux-oriented reference frame is used, 17,,=17,,,, O,=p,, 
and finally 17i=17id,,e"p~-u~' is obtained, which agrees with the induced voltage 
space phasor used in eqn (4.2-40). Equation (4.2-40) will be utilized in the 
implementations discussed in the following two sections. When the currents i, and 
i, are added to the rotor currents i,,,,,, i,,,,, which are tlie reference values of the 
rotor currents expressed in the rotor reference frame, then the erects of the 



rotational voltages in the rotor windings due to the stator flux are cancelled (the 
stator flux has been assumed to he constant) and improved dynamic performance 
is obtained. 
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4.2.6 CONTROL O F  T H E  DOUBLY F E D  I N D U C T I O N  M A C H I N E  

W I T H  IMPRESSED R O T O R  C U R R E N T S  
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First the stator-flux-oriented control oT a doubly Fed induction machine employing 
a cycloconverter in the rotor circuit is described. This is follorved by a discussion 
on the stator-flux-oriented control of the douhly fed machine employing a 
converter cascade in the rotor. 

4.2.6.1 Control of the induction machine wit11 a current-contralled 
cycloconverter in the rotor circuit 

In many countries, pumps, fans, and blowers can be responsible for approxim- 
ately half the electricity consumed by industry. Pump drives are used, for 
example, in sewage treatment, water supply applications, circulating water 
pumps, etc., and fans are used for mine ventilation, wind-tunnel applications, etc. 
These can represent very large loads-over IOMW being common-and there is 
an increasing trend to use variable-speed drives in an attempt to improve the 
eficiency. In these applications the load torque is proportional to the square of 
the speed and there is a restricted range of speed control. For such applications 
the doubly fed slip-ring induction machine with its stator connected to a constant- 
frequency power supply and its rotor connected to a static converter represents 
an ideal solution. It is one of the most important features of a slip recovery 
system that, if the application requires only limited range of speed control (in 
pump and fan drives only a speed variation of 10-30% is usually required), then 
the control system has to be rated only Tor slip power, which is only a fraction of 
the stator power. The resulting reduction in the converter costs makes the slip 
recovery systems very attractive in all applications where only a limited speed- 
range is required and where energy saving is an important factor. 

In this section a current-controlled cycloconverter is used in the rotor. The 
cycloconverter used is similar to that described in Section 3.2.1 (also used in 
Section 4.1.2), and it consists of three sets of anti-parallel six-pulse thyristor 
bridges without circulating currents. The rotor currents of the slip-ring machine 
are separately controlled by fast current loops. 

If sinusoidal stator currents and the decoupling of the active and reactive stator 
power is required, it is useful to employ stator-flux-oriented control which ensures 
the required decoupling by appropriate control of the amplitude and phase angle 
of the rotor-current space phasor. The application of stator-flux-oriented control 
also has the advantage of stabilizing the drive. It should he noted that another 
area of application ror a doubly fed induction machine with stator-flux-oriented 
control can be in large wind power stations, where wind gusts can cause power 
and torque fluctuations which can result in unwanted mechanical stresses on the 

mechanical lransmission system (shaft, gears) and can cause undesirable power 
fluctuati-~ns. When the douhly fed machine is used with a restricted speed range, 
the wind energy can be temporarily stored in the inertia of the rotor blades and 
the undesirable effects (power fluctuations, mechanical stresses) are reduced. 

Figure 4.29 shows the schematic of the stator-flux-oriented control of an 
induction machine with a current-controlled cycloconverter in the rotor. The 
induction machine can operate as a motor or a generator in the supersynchronous 
and subsynchronous speed ranges with lagging or leading stator currents. 

In Fig. 4.29 the input signals to the control system are the monitored stator and 
rotor currents, the monitored rotor angle (Or), and the active and reactive stator 
powers, respectively P, and Q,. The cycloconverter is connected to the grid via a 
three-phase transformer. The turns ratio of the transformer can be selected to 
minimize the voltage rating of the cycloconverter. The drive can be started in 
several ways. One possibility is to employ rotor resistances and to short-circuit 
them sequentially as the machine comes up to the operating speed when the 
cycloconverter is switched on. It is also possible to short-circuit the stator and to 
supply the rotor from the cycloconverter (which is connected to the grid) and 
whicli operates as a variable-frequency power supply. This arrangement cor- 
responds to an inverted induction machine. The machine will accelerate and at 
approximately half speed the stator is connected to the grid. The rotor frequency 
will be approximately one half of the supply frequency and the motor can 
accelerate further. 

It will now be shown that in the stator-flux-oriented system, the real- and 
imaginary-axis components of the rotor currents (i,,,i,,,j correspond directly to 

im, irh, ix ( Control system Reference signals 
%A. USB, USC.~ ,A.  irBr is={ 

Fig. 4.29. Simplified schematic of the slator-flux-oricnked control of an induction machine with a 
current-controlled cycloconvcrtcr in thc rotor. 
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tlie two-axis stator currents (i,,, is,,) expressed in the stator-flux-oriented reference 
frame. Thus control of tlie i, current can be used to maintain the reactive stator 
current (i,,) at  a fixed value (or at a value dependent on the voltage) and the 
current i,, can be used to control tlie electromagnetic torque. 

By resolving eqn (4.2-24) into its two-axis components, it follows that the stator 
current components in the stator-flux-oriented rererence frame (i,,,i,,) can be 
expressed in terms of the rotor current components established in the same 
reference frame (i,,, i , )  as follo~vs: 

which is the same as eqn (4.2-5) but is repeated here for convenience, and 

It follows from eqn (4.2-41) that the quadrature-axis rotor current (i,,,) is 
proportional to the torque-producing (active) stator current component ( i , ) .  
However, in eqn (4.2-42) the stator magnetizing-current space phasor is also 
present, and this depends on the stator voltage. This dependency will now be 
obtained. For this purpose, it is assumed that the stator resistance (R,) of the 
induction machine can be neglected. This is usually justified in machines with a 
rating over 10 kW. Furthermore it is assumed that the frequency of the power 
supply on the stator is constant, o,=constant. In the steady state the modulus 
of tlie stator magnetizing current [which has been defined in eqn (4.2-2)] is 
constant (Ii,,l =constant) and the speed of the stator magnetizing-current space 
phasor (w,,=dp,ldt, where p, is the angle of the stator magnetizing-current space 
phasor with respect to the real axis of the stationary reference frame and is shown 
in Fig. 4.25) is also constant. 

Thus it follows from eqn (4.2-25) that 

where is the modulus of the stator-voltage space phasor and from eqn (4.2-30) 
I ~ T , J = J ~ u ~  is obtained. It follows from eqn (4.2-43) that the modulus of the stator 
magnetizing current is 

which is an expected result since a steady state has been assumed together with 
negligible stator resistance. It should be noted that the same result follows from 
eqns (4.2-27)-(4.2-32), which under the same assumptions yield 

Thus from eqns (4.2-42) and (4.2-44), 

from which it follows that, since the machine parameters (L,,L,) and also 141 
and w, are constant, the direct-axis (reactive) stator currents i can be 
controlled by the direct-axis rotor current (i,). These results will be used in the 
implementation of the stator-flux-oriented control of the doubly fed machine 
shown in Fig. 4.30. 

As in eqn (2.1-87), the stator active power can be defined as 

P~=$Re(~s~,s~~3)=$(~~s~5x+~is,,i5,,) (4.2-47) 

and the stator reactive power as 

From eqn (4.2-45) rr,,=O and iSJ,=[17,1, and it follows from eqns (4.2-47) and 
(4.2-48) that 

Fig. 4.30. Schematic of the stalor-flux-oriented control of a doubly-fed induction machine with a 
current-controlled cycloconvcrter in the rotor. 
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and, since 161 is a constant, P, is equal to a constant times the torque-producing 
current, thus it also follows that 

and this is equal to a constant times tlie stator reactive current. Equations (4.249) 
and (4.2-50) are utilized in the implementation shown in Fig. 4.30. The modulus 
of the stator-voltage space phasor can be obtained from the monitored values of 
the stator voltages. 

In Fig. 4.30 the space angle of the stator magnetizing-current space phasor (p,) 
is obtained from the direct-axis (i,,,,,) and quadrature-axis (i,,,) components of 
the stator magnetizing-current space phasor expressed in the stationary reference 
frame, by utilizing a rectangular-to-polar converter. This can he obtained by 
considering eqns (4.2-2), (4.2-3), and (4.2-4) and thus 

. . L, 
~,,,~=r,,,~,+ji,,,~,= - (i5,+jisQ)+(irm+ji~l,)ei1'~ 

L,,, 

L, 
= - (i,o+jisQ)+(i,+jir4)=Jimrl eirr,, (4.2-51) 

L,,, 

where is,, is, are the stator current components in the stationary reference frame 
and are obtained fromthe monitored three-phase stator currents (i,,,i,,,i,,) by 
the application of tlie three-phase to two-phase transformation. The two-axis 
components of the rotor currents in the rotor reference frame (i,,, i,,,) are obtained 
from the monitored rotor currents (i,,, i,,, i,,) by the application of the three-phase 
to two-phase transformation. The direct- and quadrature-axis rotor currents in 
the stator reference frame (i,,, i,,) are obtained from the rotor currents in the rotor 
reference frame (i,, i,,,) by the application of the transformation ei"c where 8, is 
the rotor angle. It should be noted that eqn (4.2-51) can be obtained directly from 
eqn (2.1-128), which defines the stator flux-linkage space phasor in the stationary 
reference frame, if it is divided by the magnetizing inductance. It is also possible 
to obtain i,,,, imSa by using monitored stator voltages and currents. For this 
purpose i,,,+ji,,,= (I/I,,+~(I,,)/L, could be utilized, where I/I,,+~$,~ can be 
obtained by the integration of (n,,+jrrSQ)-R,(i,,+jiiQ), where R, is the stator 
resistance and I,,,, rr,, are the two-axis components of the stator voltages in the 
stator reference frame. 

In Fig. 4.30 the stator currents i,,, i, are obtained from i,,, is, by utilizing 
eqn (4.2-3). The difference between the reference and actual values of the stator 
active power is the input to the active current controller, which is a PI controller 
and the output of which is the direct-axis reference rotor current component 
established in the stator-flux-oriented reference frame ( i f )  Similarly, the 
reference value of tlie stator active power is compared with its actual value and 
their difference serves as the input to the reactive current controller, also a PI 
controller, and the output of which is i ,,,. ,. The currents i ,,,, , and i,,.,,, are 
transrormed into the two-axis rotor current references in the rotor reference frame 
i,,,,,, i,,,,,, by using eqn (4.2-4). Finally by using the two-phase to three-phase 
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transformation, these are transformed into the three-phase rotor current refer- 
ences (i ,,,,,, i ,,,,,, i ,,,, ,), which are required to control the cycloconverter. 

It is also possible to implement a speed control loop, as shown in Fig. 4.30. In 
this case the output of the speed controller yields the reference value of the stator 
active power. To achieve improved dynamic performance, tlie currents i, and ill, 
defined in eqn (4.2-40), should be added to the currents i,,,,, and i,p,,f respectively, 
since then tlie eRects of the voltage induced in the g-axis rotor winding due to the 
stator flux are cancelled. However, the same effect can be achieved by adding the 
current defined in eqn (4.2-38) to the reference current irJ,,,,. 

4.2.6.2 Control of the induction machine with a static converter cascade 
in the rotor 

It is possible to implement stator-flux-oriented control of a doubly fed induction 
machine with a static converter cascade in the rotor. This is similar to the control 
scheme described in Fig. 4.23, but there rotor-flux-oriented control was employed. 
Figure 4.31 s11ows the schematic of the drive system. 

In the implementation shown in Fig. 4.31 a force-commutated thyristor con- 
verter is connected to the slip rings of the induction machine and tlus is connected 
via a d.c. link reactor to a naturally commutated controlled-thyristor bridge 
converter (a special form of static Scherbius cascade). Thus slip power can flow 
in both directions and tlie speed of tlie induction machine can be controlled in the 
supersynclironous and subsynchronous speed ranges. If the rotor-side converter 
was a line-commutated bridge converter, near to synchronous speed, when the a.c. 
voltage available to commutate this converter is small, the commutating ability of 
this converter would be lost. I t  is for this reason that a force-cornmutated 
rotor-side converter is used in the implementation shown in Fig. 4.31. 

It follows from eqn (4.2-6) that in tlie stator-flux-oriented reference frame, if 
the stator magnetizing current Ii,,,,l is constant, the electromagnetic torque of the 
doubly fed induction machine is proportional to the quadrature-axis rotor current 
component ( i , )  and the torque can be controlled in tlie same way as for a separ- 
ately excited d.c. machine where there is independent control of tlie excitation flux 
and the field current. For convenience eqn (4.2-6) is repeated here in a slightly 
different form, 

t,=~l~,,l~,,=cl~,,ll~,lsi~(~,+~,-p,), (4.2-52) 

where c=  -3Li1(2L,), li,I is the modulus of the rotor-current space phasor and 
the various angles are shown in Fig. 4.25. Thus the angle 4',,=(a,+O,-p,) is the 
angle of the rotor-current space phasor with respect to the real axis of the 
stator-flux-oriented reference frame (torque angle). In Fig. 4.31 the modulus of 
the rotor-current space phasor is controlled by the commutated converter and the 
angle 4, is controlled by the machine-side converter. 

In Fig. 4.31 the line-side converter is controlled by utilizing the closed-loop 
control of the d.c. link current, where the difference between the reference d.c. link 
current and the actual d.c. link current is fed into a PI controller. The torque 
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Fig. 4.31. Schematic of the stator-flux-oriented control oTa doubly-fed induction machinc with a static 
converter cascndc in the rolor. 
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reference (t,,,) is used to obtain the reference value of the d.c. link current (in,,,) 
and the torque reference appears as the output of the speed controller, also a PI  
controller, and the input of which is the dinerence between the reference rotor 
speed (w,,,,) and the monitored rotor speed (or).  The reference value in,,, is 

Transformer 

obtained as i ,,,, ,/sin dl,. 

The rotor-side converter is controlled by utilizing the closed-loop control or the 
torque angle. For this purpose an angle controller is used, also a PI controller, the 
i n ~ u t  of which is the dilTerence between the reference (+,,.,) and the actual ($,I 
value of the torque angle. 

It is possible to obtain the torque angle in several ways, and a method which 
does not utilize the stator voltages is now described. It has been shown that the 
torque angle is a function of three angles, $,=a,+O,-p,. These can be obtained 

as follows. If eqn (4.2-51) is utilized, then the angle p, can be obtained by mon- 
itoring tlie stator and rotor currents and tlie rotor angle, as sliown in Fig. 4.30, 
and during the process of tlie determination of the angle p, the rotor current 
components established in the rotor reference frame (i,, and i,,,) are also obtained. 
Thus the angle cc,, which according to Fig. 4.25 is the angle of the rotor-current 
space phasor with respect to the real axis of the rotor reference frame, can he 
obtained if these two currents are inputs to a rectangular-to-polar converter. 
Finally, the rotor angle (0,) can be obtained by direct measurement. 

4.3 Magnetizing-flux-oriented control of induction m a c h i n e s  

In this part of the chapter the magnetizing-flux-oriented control of induction 
machines will be discussed. The main assumptions are the same as those used in 
connection with rotor-flux-oriented control and stator-flux-oriented control of 
induction machines, and in particular the effects of magnetic saturation are 
neglected. Because of the similarity between magnetizing-flux-oriented control 
and stator- and rotor-flux-oriented control, (see Section 4.2.4.21, magnetizing-flux- 
oriented control will only be described briefly. However, it will be shown how this 
technique can be used in the case of a double-cage induction machine, whose 
space-phasor model will also be developed. 

4.3.1 EXPRESSION FOR T H E  ELECTROMAGNETIC T O R Q U E  

From the results presented in Section 2.1.8, it follows that the electromagnetic 
torque produced by an induction machine is proportional to the product of the 
modulus of the magnetizing-current space phasor ([i,,,I) and the torque-producing 
stator current component (is,), and the torque can be controlled by the inde- 
pendent control of these two current components. It follows from Section 2.1.8 
and also from Fig. 4.32 that in the magnetizing-flux-oriented reference frame 
Ii,,l =i,,, where i,, is the direct-axis component of the magnetizing flux-linkage 
space phasor in the magnetizing-flux-oriented reference frame. 

Thus from eqns (2.1-186) and the relationship li,,l=i,,, it follows that the 
electromagnetic torque can be expressed as 

t.=~PL,,i,,i,,,=~PL,Ii,,li ,,,, (4.3-1) 

where P is the number of pole pairs and L, is the magnetizing inductance of the 
machine. In eqn (4.3-1) the magnetizing-current space phasor can be expressed in 
terms of the stator- and rotor-current space phasors in the magnetizing-flux- 
oriented reference frame is,,, i,,,,, which for simplicity are denoted by is, and i,,, 
as follows, if eqns (2.1-1811, (2.1-184), and (2.1-185) are considered, 

limml=i~m+irm=i~~+ji5,,+irs+jiFs, (4.3-2) 

where i,, and i,. are the direct- and quadrature-axis components of the stator 
currents in the magnetizing-flux-oriented reference frame and they are also shown 
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in Fig. 4.32. i,, and i, are the direct- and quadrature-axis components of the rotor 
currents in the magnetizing-flux-oriented reference frame. It should he noted that 
the space phasor of the stator currents in the magnetizing-flux-oriented reference 
frame (ism) can be expressed as follows, if eqn (2.1-181) is considered, 

i =re-".= 
I", I (iSD+jisQ) e-jl'm=i ,,+jiS,., (4.3-3) 

where i, is the space phasor of the stator currents in the stationary reference 
frame, is, and is, are its two-axis components in the same reference frame, and 
/I, is the angle of the magnetizing-current (or magnetizing flux-linkage) space 
phasor with respect to the real axis of the stationary reference frame, as shown in 
Fig. 4.32. Similarly, the space phasor of the rotor currents in the magnetizing- 
flux-oriented reference frame can be expressed as follows, if eqn (2.1-185) is 
considered, 

7 rrn =i r e-jll,m-"rl =(i,,+ji rll ) e - ~ ~ l ~ m ~ - o c ~  =i,,+ji,. (4.3-4) 

In eqn (4.3-4) i, is the space phasor of the rotor currents in the reference frame 
fixed to the rotor, i,, and irp are its two-axis components in the rotor reference 
frame, and 0, is the rotor angle, also shown in Fig. 4.32. 

If the induction machine is supplied by impressed stator voltages or currents, 
eqn (4.3-1) is utilized when the magnetizing-flux-oriented control scheme is 
developed, but for a doubly fed induction machine, as in Section 4.2.1, the 
expression for the torque is put into a form which contains the rotor currents. 
Thus it rollows from eqn (4.3-2) that 

1 I,' =-irs (4.3-5) 

Fig. 4.32. Stator- and magnetizing-current space phasors. 
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and thus eqn (4.3-1) can be put into the form 

where i,, has been obtained from eqn (4.3-4). and the Euler form of the space 
phasor of the rotor currents in the rotor reference frame, i,=lirlejn. (the angle u, 
is the angle of i, with respect to the ra-axis shown in Fig. 4.32) has been used. 
Equation (4.3-6) is similar to eqn (4.2-6), but as well as the differences in the 
constant parts, the modulus of the magnetizing-current space phasor is now 
present instead of the modulus of the stator magnetizing-current space phasor and 
the angle p,  is replaced by the angle pm. Equation (4.3-6) can be utilized for 
magnetizing-flux-oriented control of the doubly fed induction machine with 
impressed rotor currents. 

4 .3.2 STATOR VOLTAGE EQUATIONS 

Here the space-phasor form of the stator voltage equation expressed in the 
magnetizing-flux-oriented reference frame will he obtained and this will be 
resolved into its two-axis components. For this purpose the voltage equations 
formulated in the general reference frame are utilized directly, these have been 
given in Section 2.1.7. 

By considering eqns (2.1-148) and (2.1-150), which are the stator-voltage and 
flux-linkage space-phasor equations in the general reference frame, and by 
neglecting the effects of magnetic saturation, the space-phasor voltage equation of 
the stator will be as follows in the reference frame fixed to the magnetizing flux- 
linkage space phasor, which rotates at the speed o,=dp,ldt, where the angle p, 
has been defined above: 

R, and L, are the stator resistance and self-inductance respectively and L, is 
the magnetizing inductance and, as for the transformation of the stator currents 
given by eqn (4.1-271, 4, is related to the space phasor of the stator voltages in 
the stationary reference frame (17,) by ii,, =r7, e-j"" = (u,,+j~r,~)e-j~'," = ti 

9r +jlls,, . 
By considering eqn (4.3-21, the rotor-current space phasor can be eliminated from 
eqn (4.3-7), since it follows that 

irm= Iirnml -<, 
and when eqn (4.3-8) is substituted into eqn (4.3-7), 

dim dlimml . r7,,=R,T3,+L,,-+ L,- 
dt dt + (4.3-9) 

where L,, is the leakage inductance of a stator winding, and L,,=L5- Lm has been 
used. Physically it follows from eqn (4.3-9) that the stator-voltage space phasor is 
balanced by the stator ohmic drop (R,iVm), a voltage drop across the stator 
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leakage inductance (L,,d<,ldt), the magnetizing voltage drop (LmdlTmmlldt), and 
a rotational voltage component due to the rotation of the chosen reference frame: 
that last component is equal to jru,(L,,i,,,+LmIimmI), where L,,i,, is the stator 
leakage flux-linkage space phasor and Lmlim,l is tlie magnetizing flux-linkage 
space phasor, and of course both are expressed in the magnetizing-flux-oriented 
reference frame. 

Equation (4.3-9) is more complicated than eqn (4.2-10). which was expressed in 
the stator-flux-oriented reference frame and does not contain the derivative of the .. - - 

stator currents. Furthermore, in contrast to eqn (4.2-lo), which does not contain 
a separate stator leakage voltage drop, in eqn (4.3-9) the stator leakage voltage 
drop is also present. Thus if the induction machine is supplied by impressed stator 
voltages, it is simpler to use the stator-flux-oriented control scheme than the 
magnetizing-flux-oriented control scheme. When compared with tlie correspond- 
ing stator voltage equation expressed in the rotor-flux-oriented reference frame 
(eqn 4.1-6), whilst in eqn (4.3-9) L,, is present in the two corresponding terms, in 
eqn (4.1-6) the stator transient inductance (L:) is present. Furthermore, in 
eqn (4.3-9) in two respective terms the modulus (I$,,,,l=~,li,~l) and the deriva- 
tive of the magnetizing flux-linkage space phasor are present, whereas - in the 
corresponding two terms of eqn (4.1-6) i m - L ) = ( L m L )  ayd its 
derivative are present, where L, is the self-inductance of the rotor and II/I,,,) is 
the modulus of the rotor flux-linkage space phasor. 

Resolution of eqn (4.3-9) into its real- and imaginary-axis components yields 

where T,,=L,,/R, is the stator leakage time-constant. Equations (4.3-10) and 
(4.3-11) must be considered for the magnetizing-flux-oriented control scheme of an 
induction machine supplied by impressed stator voltages. However, for this 
purpose, a decoupling circuit must be utilized, as discussed in the next section. 

Decuupling circuit 

It follows from eqns (4.3-10) and (4.3-11) that there are unwanted coupling terms, 
and independent control of the flux- and torque-producing stator currents is, and 
i, is only possible if eqns (4.3-10) and (4.3-11) are decoupled and i,, and i,, 
are indirectly controlled by controlling the terminal voltages of the induction 
machine. For this purpose, as described previously, the following decoupling 
voltages are introduced, if it is assumed that the magnetizing flux is constant, 

These equations are similar to eqns (4.1-9) and (4.1-101, which define the 
decoupling voltages in the case of rotor-flux-oriented control and the required 
decoupling circuit shown in Fig. 4.33 is similar to the one shown in Fig. 4.1. 

Thus the flux- and torque-producing stator current components can be independ- 
ently controlled if lr,, and lr,,. are added to the outputs of the current controllers 
(ir,,,O,,) which control is, and i,, respectively, since l?,,+u,, gives the direct-axis 
terminal voltage component in the magnetizing-flux-oriented reference frame and 
if the magnetizing flux is constant, it follows from eqn (4.3-10) that the voltage at 
the output of the direct-axis current controller is 

Thus I?,, directly controls is, through a simple delay element with the stator 
leakage time constant (T,,=L,,/R,). Similarly, O,,,+lr,, gives the quadrature-axis 
terminal voltage in the same reference frame and it follows from eqn (4.3-11) that 
the voltage on the output of the quadrature-axis current controller is 

and I?,,. directly controls i,,, through a simple delay element with the time 
constant T,,. 

In the decoupling circuit shown in Fig. 4.33, the stator currents is, and i,, can 
be obtained rrom the monitored three-phase stator currents by using eqn (4.3-3) 
and lim,,l and om (and p,) can be obtained either from a flux model which utilizes 
the rotor equations of the machine or by using direct measurements (e.g. 
Hall-sensors, special search coils, etc.). If the effect of inverter time delay is to be 
considered in the decoupling circuit, the method developed in Section 4.1.1 can 
be used and a decoupling circuit is obtained which is similar to that shown in 
Fig. 4.5. 

Pig. 4.33. Decoupling circuit to obtain the decoupling voltages a,,, a,,. 
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Wlien the machine is supplied by impressed stator currents, the stator voltage 
equations can he omitted from the equations of the drive. 

4.3.3 ROTOR VOLTAGE EQUATIONS 

The rotor voltage equations expressed in the magnetizing-flux-oriented reference 
frame can he used to obtain the modulus of the magnetizing flux-linkage space 
phasor (~$,,l=~,li,,l) and its speed (w,) or its phase angle (f~,). For this 
purpose eqn (2.1-153) is used which gives the rotor voltage equation in a general 
reference frame. Thus by neglecting the effects of saturation, it follows from 
eqn (2.1-153) that in the magnetizing-flux-oriented reference frame (w,=w,, 
i ,=i,,, i,,=<,) the rotor voltage equation is as follows if short-circuited rotor 
'b. 
windings are assumed: 

where the stator- and rotor-current space pbasors in the magnetizing-flux-oriented 
reference frame (i,, and ir,) have been defmed in eqns (4.3-3) and (4.3-4) re- 
spectively and or is the rotor speed. Since eqn (4.3-16) contains the rotor-current 
space phasor, and the rotor currents cannot be directly measured in the case of a 
squirrel-cage induction machine, i, is eliminated by considering eqn (4.3-8) and 

This equation is much more complicated than eqn (4.1-24), which defines the 
rotor voltage equation in the rotor-flux-oriented reference frame. Thus if the 
machine is supplied by impressed stator currents, magnetizing-flux-oriented 
control leads to more complicated implementation than the implementation based 
on rotor-flux-oriented control. When eqn (4.3-17) is compared with eqn (4.2-IS), 
which gives the rotor voltage equation in the stator-flux-oriented reference frame, 
it can he seen that the two equations are similar. 

Resolution of eqn (4.3-17) into its direct- and quadrature-axis components in 
the magnetizing-flux-oriented reference frame yields 

where w,,=o,-w, is the angular slip frequency and T, and T,, are the rotor time 
constant and rotor leakage time constant respectively (T,= L,IR,, T,,= L,,IR,). 
For an induction machine with impressed stator currents eqns (4.3-18) and 
(4.3-19) have to he considered. However, there is unwanted coupling between 
these two equations and as a consequence li,,l will be altered by a change in the 
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torque-producing stator current component. This coupling can he removed by the 
application of a decoupling circuit, as obtained in the following section, where the 
magnetizing-flux-oriented control scheme of an induction machine supplied by a 
current-controlled PWM inverter is also described. 

Decoupling circuit; control scheme of a current-controlled PWM inverter-fed 
induction machine 

If the magnetizing current is controlled by a flux controller (which can he a PI 
controller) and the output of this controller is is,, then the required decoupling 
current along the direct axis of the magnetizing-flux-oriented reference frame id, 
has to be added to is, to give the reference value i,,,,,. Thus 

isx = + idx (4.3-20) 
and, when eqn (4.3-20) is substituted into eqn (4.3-IS), 

Ii,,l+T,dl~,,lldt df,, is, did, id, 
=-+-+-+--ws,;s,,. 

=,I dt T,, dt T,, 
(4.3-21) 

Thus li,,l can he decoupled from the torque-producing stator current if id, is 
selected in such a way that the term n~,,i,,, sliould disappear in eqn (4.3-21). Thus 
it follows from eqn (4.3-20) that this can he satisfied if 

where p=dldt.  The angular slip frequency in eqn (4.3-22) can be obtained from 
eqn (4.3-19) and it follows that it takes the form, 

Equations (4.3-22) and (4.3-23) can be used to construct the required decoup- 
ling circuit. Wlien this is used, the magnetizing-flux-oriented control scheme of an 
induction machine supplied by a current-controlled PWM inverter will he similar 
to that shown in Fig. 4.26, which uses stator-flux-oriented control. Naturally for 
the magnetizing-flux-oriented control the transformation ej"~ in Fig. 4.26 has to 
he replaced by the transformation eipm and li,,l and Ii,,,,,I have to he replaced by 
Ii,,l and ii ,,,,,, 1 respectively. 

The modulus and space angle of the magnetizing flux-linlcage space plyasor can 
also he obtained from the stator voltages and currents. For this purpose the stator 
voltage equation is formulated in the stationary reference frame. Thus by 
considering eqns (2.1-124) and (2.1-1281, and also L,=L,,+L, and by neglecting 
the effects of magnetic saturation, 
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where i,=i,,+ji,, and I$,,, is the magnetizing flux-linkage space phasor in the 
stationary reference frame which has also been used in eqn (2.1-178), 

In eqn (4.3-25) i, is the magnetizing flux-linkage space phasor in the stationary 
reference frame, which in polar form is Ji,,Je"'m (for simplicity, instead of li,,,,l 
the notation IT, /  can be used, since the modulus of the magnetizing-current space 
phasor in the stationary reference, Ji,I, is equal to the modulus of the same 
quantity in the magnetizing-flux-oriented reference frame Ii,,I). Thus it follows 
from eqns (4.3-24) and (4.3-25) that 

and i,, and i,, can be obtained by considering eqns (4.3-26) and (4.3-27) 
and by monitoring the terminal voltages and currents of the machine. Thus 
i,,+ji,Q=Ii,,l e"'- can be used to obtain the modulus and the space angle of the 
magnetizing-current space phasor. In this case a flux model is obtained which is 
similar to that for an induction machine supplied by a voltage inverter. It is a 
disadvantage of the application of eqns (4.3-26) and (4.337) that they depend on 
the stator resistance and stator leakage inductance respectively and at low stator 
frequencies the stator ohmic drops will dominate. Thus prior to the integration of 
eqns (4.3-26) and (4.3-27), accurate stator voltage-drop compensation must be 
performed, which is a difficult task. 

Equations (4.3-18) and (4.3-19) can be used to obtain the indirect mag- 
netizing-flux-oriented control scheme of an induction machine with impressed 
stator currents. For this purpose the following expression for i,, is obtained from 
eqn (4.3-18), 

where w,, has been defined in eqn (4.3-23). 
Equations (4.3-28) and (4.3-23) are used in the indirect scheme shown in 

Fig. 4.34, where the induction machine is supplied by a current-controlled PWM 
inverter. 

In Fig. 4.34(a) one of the inputs is the reference value of the modulus of the 
magnetizing current ~i,,,,,l. The quadrature-axis stator current reference i,,,,,, is 
obtained from the torque reference (t,,.,) by utilizing eqn (4.3-1) and the torque 
reference is obtained as the output of the speed controller. In Fig. 4.34(a), within 
the dashed lines, the two-axis stator current references expressed in the stationary 
reference frame i,,,., and isQ,,, are obtained by the application of the transforma- 
tion e"'. in accordance with eqn (4.3-3). These are then transformed into the 
three-phase reference values by the application of the three-phase to two-phase 
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transformation. The angle p, is obtained in two steps; first the angular slip 
frequency is integrated and this gives the slip angle O,,, which is also shown in 
Fig. 4.32 and is the angle of the magnetizing-current space phasor with respect to 
the real axis of the rotor reference frame. During the second step, the monitored 
value of the rotor angle (8 , )  is added to the slip angle, and thus the angle of the 
magnetidng-current space phasor with respect to the direct-axis of the stationary 
reference frame (p,) is obtained, as shown in Fig. 4.32. 

In Fig. 4.34(a) the part shown within the dashed lines can he replaced by the 
part shown in Fig. 4.34(b). In this case, i,,,,, and i,,,,., are inputs to a rectangular- 
to-polar converter, the inputs of which are the reference value of the modulus of 
the stator-current space phasor (Ii,,.,I) and the space angle of the stator-current 
space phasor with respect to the direct axis of the magnetizing-flux-oriented 
reference frame (a,,,,-p,) (see Fig. 4.32). From Fig. 4.32 the sum of the slip 
angle and the rotor angle give p,, and when this is added to (a,,,, -p,,), a,,,, is 
obtained, which is the angle of the stator-current space phasor with respect to the 
direct axis of tlie stationary reference frame. Finally, a polar-to-rectangular 
converter is used to obtain i ,,,. , and i ,,,,,. 

When the implementation given in Fig. 4.34(a) is compared with the imple- 
mentation shown in Fig. 4.16(a), which corresponds to indirect rotor-flux-oriented 
control of the induction machine supplied by a current-controlled PWM inverter, 
it can be seen that it is much simpler to implement the rotor-flux-oriented control. 

Furthermore, in the steady state, with constant-mametizing-flw control, the 
electromagnetic torque has a pull-out value (t,,,,) and tliis corresponds to the 
pull-out value of the angular slip frequency (o,,,,,). Beyond the pull-out value of 
the slip frequency, the induction machine can have a static stability limit. However, 
in contrast to this, in the steady state, with constant-rotor-flux control, there is no 
pull-out torque (if there is no limitation on the stator currents) and there is no static 
stability limit. With constant-stator-flux control, in the steady state there is also a 
pull-out torque and thus a static stability limit. These conclusions can be proved by 
considering the equations for tlie torque in the steady state. This will be discussed 
in the next section and the stability limits will be derived. 

4.3.4 STEADY-STATE STABILITY L I M I T  

For magnetizing-flux-oriented control it follows Iiom eqn (4.3-17) that in tlie 
steady state (when all the derivative terms are zero), the stator-current space 
phasor in the magnetizing-flux-oriented reference frame can be expressed as 

The torque producing stator current (i,,,) is equal to the imaginary part of 
eqn (4.3-29) and thus 

where 1$,,1 is the modulus of the magnetizing flux-linkage space phasor. Thus by 
the substitution of eqn (4.3-30) into eqn (4.3-I), the following expression is 
obtained for the electromagnetic torque: 

This (and the torque-producing stator current) will have their maxima at the 
following value of the angular slip frequency, 

where T,, is the leakage time constant of the rotor. Equation (4.3-32) can also be 
proved by dilferentiation of the electromagnetic torque (or the torque-producing 
stator current) with respect to the angular slip frequency, and setting this first 
derivative to zero. Substitution of eqn (4.3-32) into eqn (4.3-31) yields 

where i,,,,,, is the maximal value of the torque-producing stator current. When 
the angular slip frequency is higher than o,,,,,, static instability arises. It follows 
from eqns (4.3-32) and (4.3-33) that the pull-out angular slip frequency depends 
only on the rotor leakage time constant and does not depend on the magnetizing 
flux. However, the pull-out torque is proportional to the square of the modulus 
of the magnetizing flux-linkage space phasor and thus a small increase of the 
magnetizing flux will cause a significant increase in the electromagnetic torque. 

It is also possible to obtain the limit of static stability in terms of the torque- 
producing stator current. From eqn (4.3-33) 

and it follows that unstable operation arises if the torque-producing stator current 
is larger than L,1im,1I(2L,,). If L,,IL,=1130 which is a typical value, instability 
only arises if is,> 15[im,l, which is an unusually high value under steady-state 
conditions. 

The static-stability limit in the case of stator-flux-oriented control with constant 
stator flux can be similarly determined by utilizing eqns (4.2-1) and (4.2-15). I t  
follows from eqn (4.2-15) that the stator-current space phasor in the steady state is 

and the torque-producing stator current (is,) is equal to its imaginary-axis 
component. The maximum of this is at 
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where T: is the rotor transient time constant and thus i,,,,,., can also be obtained. 
By the substitution of is,,,,, into eqn (4.2-I), the pull-out torque is obtained as 

=$PLmlim51i5,~m8x, (4.3-37) 

where /ILI is the modulus of tlie stator flux-linkage space phasor. If the angular 
slip frequency is larger than w,,,,,, static instability arises. It follows from 
eqn (4.3-36) that this critical value of the angular slip frequency depends only on 
the rotor transient time constant and is not determined by the flux level. However, 
the pull-out torque depends on the square of the modulus of tlie stator linkage 
space pliasor. It follows from eqn (4.3-37) that 

L L I L r  

and static instability arises if is,,>L~Iim,II(ZL~L:). By assuming equal stator and 
rotor leakages (L,,=L,,), tlie following inequality is obtained 

where a is tlie resultant leakage constant, a=1-L%I(L,L,). Thus when typical 
values of a and L,,ILm are chosen, e.g. a=  1115 and L,,lL,,= 1/30, it follows 
that the instability only arises if the torque-producing stator current is greater 
than 6.781im,1. However, in the steady state it is unusual to have such a high 
torque-producing current and thus this instability does not cause a serious 
practical problem. It is also possible to obtain eqn (4.3-37) or eqn (4.3-38) 
by considering the general steady-state equivalent circuit of the induction machine 
shown in Fig. 4.10(b) and by utilizing the fact tliat tlie general turns ratio is 
equal to a=L,IL,. 

Finally for the case of rotor-flux-oriented control it follows from eqn (4.1-261, 
that in the steady state the torque-producing stator current can be expressed as 

This varies linearly with w,, (when ii,,l =constant and T,=constant), and thus the 
torque will also vary linearly with the angular slip frequency and there is no 
pull-out slip and no pull-out torque. This tias also been discussed in Section 4.1.1. 

4 .3.5 MAGNETIZING-FLUX-ORIENTED C O N T R O L  O F  DOUBLE-CAGE 
I N D U C T I O N  MACHINES 

4.3.5.1 General introduction 

In all the previous sections, the squirrel-cage induction machine bas been 
represented by its single-cage model and the effects of deep bars have not been 

considered. However, during transient operation, in an induction machine with 
deep bars, the deep-bar erect can significantly influence the rotor time constants 
of the machine, wl~ich are important parameters during vector control. A similar 
situation exists in a squirrel-cage machine with double-cage rotor. If the rotor 
time constants are inaccurate, the angular slip frequency (w,,) will be inaccurate, 
and tliis will result in an inaccurate slip angle (Us,). Thus the angle of the mag- 
netizing flux-linkage space pliasor (}!,), wliicli is equal to the sum of the slip angle 
and the monitored rotor angle (0,) (see Fig. 4.32). will also be inaccurate. 
Therefore the desired decoupling of flux- and torque-producing stator current 
components (is,, i,,.) cannot be achieved and this can lead to unwanted oscillations 
and a degradation of the performance of the induction machine. Compensation 
for the deep bar effects can improve the performance of the drive. For tliis purpose 
the angular slip frequency has to be calculated in such a way that it contains the 
eRects of the deep bars (or double cage). In this section, the space-phasor model 
of the double-cage induction machine is developed and magnetizing-flux-oriented 
control of the double-cage machine with impressed stator currents is discussed in 
detail. 

In practice, squirrel-cage rotors can have deep-bar rotors (witli narrow and 
deep bars) or double-cage rotors with an outer and inner cage. In the case of the 
deep-bar rotor, it is possible to consider a bar with a large number of layers, and 
the leakage inductance of the bottom layer is greater than that of the top layer 
since the bottom layer links a greater amount of leakage flux. Thus the leakage 
inductance of the outer layer will be low and the leakage inductance of the inner 
layer will be higli. Since all tlie layers can be considered to he electrically con- 
nected in parallel, when a.c. current flows in the cage (e.g. when the macliine is 
started and the frequency of the rotor currents is high and equal to the stator 
frequency), the current in the upper layer (with low leakage reactance) will be 
larger than the current in a lower layer (with high leakage reactance). Thus the 
current will mainly flow in the top layers and the uneven rotor current distribution 
will result in an increase of effective rotor resistance and thus high starting torque 
is produced. When the machine accelerates, the rotor frequency decreases, so tliat 
at nominal speed tlie rotor frequency is very low and thus the effective rotor 
resistance is almost equal to the d.c. value. Thus in the induction machine witli 
deep-bar rotor, high starting torque (resulting from high effective rotor resistance) 
and good running performance (resulting from low effective rotor resistance) 
are automatically ensured. As mentioned above, a rotor bar can be divided into 
several layers. In the dynamic state, to achieve high accuracy, several layers must 
be considered, but even the application of a model where a rotor bar is divided 
into two equal sections can give a substantial improvement in the computed 
characteristics, when compared with the application of a model where the rotor 
bar is not divided into layers. When a rotor bar is divided into two equal layers, 
the resistances of the two layers will be the same. 

Similar conditions can be achieved by the application of a double-cage winding. 
In this case, tlie outer bars have smaller cross section, and thus they have a larger 
resistance than that of the inner bars. Furthermore, the leakage inductance of the 
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inner hars is larger than that of the outer hars, since the inner bars link more 
leakage flux. During starting, most of the rotor current will flow in the outer bars 
which have high resistance and small leakage reactance. Thus high starting torque 
is produced. At nominal speed, the rotor frequency is so low that the reactance 
of the inner cage is considerably lower than its resistance and the effective rotor 
resistance will be low and will be approximately equal to the d.c. resistance of the 
two cages in parallel. 

In the following sections the dynamic model of the double-cage induction 
machine is established by the utilization of space-phasor theory. Although the 
goal is to obtain the dynamic model in the magnetizing-flux-oriented reference 
frame, which could be directly obtained by considering the voltage equations in 
the general reference frame, for better understanding of the various quantities 
(space phasors of various flux linkages, space phasors of rotor currents in the 
upper and lower cages, etc.) first the space-phasor voltage equations of the stator 
and rotor are established in the stationary reference frame. This will be followed 
by transformation of these into the magnetizing-flux-oriented reference frame. 

4.3.5.2 Stator- and rotor-voltage space-phnsor equations in the stationary 
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where 17, and i, are the space phasors of the stator voltages and currents res- 
pectively in the stationary reference frame, R, is the stator resistance and I& is 
the space phasor of the stator flux linkages in the stationary reference frame. 
This contains three components. The first component is a flux linkage due to 
the stator currents, L,i,, where L, is the self-inductance of the stator, which is 
the sum of the stator leakage inductance L,, and the magnetizing inductance 
L,(L,= L,,+ L,). The second component is a mutual flux linkage due to tlie rotor 
currents in the upper bars (denoted by A in Fig. 4.351, L,,ir;, where L,, is the 
mutual inductance between the stator and the upper cage and iL is the space 
phasor of tlie rotor currents in the upper bars, but expressed in the stationary 
reference frame. Since the mutual leakage inductance between the stator and the 
upper cage has been neglected, it follows that L,,=L,. Finally the third com- 
ponent is a mutual flux-linkage component which is due to the rotor currents in 
the lower bars (denoted by B in Fig. 4.33, L,,i;B, where L,, is the mutual 
inductance between the stator and the bottom cage and i& is the space phasor of 
the rotor currents in the bottom bars, hut expressed in the stationary reference 
frame. From the assumptions made above L,,=L,,=L,. Thus I& can be 
expressed as 

reference frame j - 
~ / ~ s = ~ s l i 5 + L , ( i ~ + i ~ ~ + i ~ ~ ) = ~ s l i 5 + ~ ~ , ,  (4.3-41) 

The main assumptions are those used previously, in particular, the effects of 
magnetlc saturation are neglected and the rotor is assumed to consist of two cages. where IF, is the magnetizing flux-linkage space phasor in the stationary reference 
Figure 4.35 shows the construction of the rotor. It is assumed that there is no 1 frame, 

mutual leakage between the stator and the upper cage (outer cage). Furthermore, 
in accordance with the discussion presented above, the leakage inductance of the lP,=~,(i,+ iA+i;B)=L,iA=Lmlimml elpin (4.3-42) 

upper cage is neglected. It is assumed that an upper bar and a lower bar occupy 
the same slot. 

As in eqn (2.1-124), the space-phasor form of the stator voltage equation in the 
stationary reference frame is 

outer bar 

inner bar 

Pig. 4.35. Schematic OF a double-cage. 

and in eqn (4.3-42) iA is the magnetizing current in tlie stationary reference frame, 
li,,] is its modulus and } I ,  is its angle with respect to the real axis of the stationary 
reference frame, as shown in Fig. 4.32. 

The space-phasor forms of the rotor voltage equations corresponding to the 
upper and lower cages, when expressed in tlie stationary reference frame, are 
similar to eqn (2.1-125), 

and 

In eqn (4.3-43), $:, is the space phasor of the rotor flux linkages which link the 
upper cage and it is expressed in the stationary reference frame. I?;, is the space 
phasor of the rotor flux linkages which link the bottom cage and it is also 
expressed in the stationary reference frame. From the assumptions made above, c, will contain three components, two of which are leakage components, LABi;, 
and L,,i;,, where LAB is the mutual leakage inductance between the upper and 
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lower cages. The third component is equal Lo the magnetizing flux-linkage space 
phasor IF; defined by eqn (4.3-42). Thus 

In eqn (4.3-45) it has also been assumed that the leakage inductance of the 
upper cage is neglected. However, the leakage inductance of the lower cage 
(L,l,l=L,l) is not neglected and thus IK:, in eqn (4.3-44) can be expressed in a 
similar way to eqn (4.3-43, but it also has to include the leakage flux component 
Lrlir;. Thus 

IE,, = L,,i;,, + LA& + i;,,) + IF;. (4.3-46) 

Equations (4.3-40)-(4.3-46) define the voltage equations of tlie double-cage 
machine under dynamic conditions in the stationary reference frame. In the fol- 
lowing section these equations will be expressed in the magnetizing-flux-oriented 
reference frame. It should be noted that, since there are two rotor flux-linkage 
space phasors (corresponding to the upper and lower cages respectively), in the 
case of the double-cage machine, it is not possible to establish a rotor-flux- 
oriented reference frame, wliere the stator currents can be decoupled into flux- 
and torque-producing components. This is in contrast to the single-cage induction 
machine, wliere it has been possible to use the rotor-flux-oriented reference frame 
and the stator currents liave been decoupled inlo flux- and torque-producing 
components. 

4.3.5.3 Stator- and rotor-voltage space-phasor equations in the 
magnetizing-flux-oriented reference frame 

The voltage equations of the double-cage machine, expressed in tlie magnetizing- 
Rux-oriented reference frame, can be obtained directly from the corresponding 
voltage equations expressed in the stationary reference frame by utilizing the 
appropriate transformations between these two reference frames. These will be 
described in the present section. The stator voltage equations expressed in the 
magnetizing-Rux-oriented reference frame are required for the magnetizing-flux- 
oriented control scheme of the double-cage machine supplied by impressed stator 
voltages, but are not required when the same machine is supplied by impressed 
stator currents. In the latter case only the rotor voltage equations are required. 

4.3.5.3.1 Stator voltoge eqlmtioris 

By considering eqns (4.3-40) and (4.3-41), together with the required transforma- 
tions of the stator voltage, current and flux-linkage space phasors [see eqns 
(4.3-481, (4.3-49), and (4.3-50)], it follows that in the special reference frame fixed 
to the magnetizing flux-linkage space phasor, which rotates at the speed of w,, 
tlie stator-voltage space-phasor equation will be 

This is similar to eqn (2.1-1481, which gives the stator-voltage space-phasor 
equation in the general reference frame. The required transformations used for 
the derivation of eqn (4.3-47) are as follows. The space phasor of the slator 
currents in the magnetizing-flux-oriented reference frame (i,,) has been defined in 
eqn (2.1-MI), but for convenience it is repeated here, 

and the space phasor of the stator voltages in tlie same reference frame can 
similarly be defined as 

In these equations the components with the subscripts D and Q are direct- and 
quadrature-axis components in the stationary reference frame and the compon- 
ents with subscripts s and J J  are the direct- and quadrature-axis components in 
the magnetizing-flux-oriented reference frame (see Fig. 4.32). In eqn (4.3-47), $,, 
is the space phasor of the stator flux linkages in the magnetizing-flux-oriented 
reference frame and the following transformation has been utilized during the 
derivation of eqn (4.3-47): 

which is similar to the trans~ormation defined by eqns (4.3-48) and (4.3-49). By 
substitution of eqn (4.3-41) into eqn (4.3-50) and by utilizing the definition of i,, 
given in eqn (4.3-48) and the definition of IF", given in eqn (4.3-42), 

where I//,, and I//,, are the direct- and quadrature-axis colnpooents of the stator 
flux-linkage space phasor in the magnetizing-flux-oriented reference frame, and it 
follows l'rom eqn (4.3-51) that they can be expressed as 

wliere ~IL,/ is the modulus of the magnetizing flux-linkage space phasor and is 
equal to the space phasor of the magnetizing flux linkages in the magnetizing-flux- 
oriented reference frame. Thus tlie two-axis forms of the stator voltage equation in 
the magnetizing-flux-oriented reference frame are obtained by resolving eqn 
(4.3-47) into its real- and imaginary-axis components, 

where ~b,, and I$#,, liave been defined in eqns (4.3-52) and (4.3-53) respectively. 
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By multiplying eqn (4.3-42) by e-j'm, it follows that the space phasor of the 
magnetizing flux linkages in the magnetizing-flux-oriented reference frame is 

pme-l,lm=~ ", ( i  s e-jtr,n+j, r~ e -~ Ic , , ,+  j;,e-i~i,,,) 
- 

=Lmlimml= llbmml =lbms+jq/m,,3 (4.3-56) 

where according to eqn (4.3-48) 7,e-"'~~=I;, is the stator-current space phasor in 
the magnetizing-Aux-oriented reference frame and the rotor-current phasors 
iAe-'">" and i:,e-"'. are the space phasors of the rotor currents in the upper and 
lower cages respectively, but expressed in the magnetizing-flux-oriented reference 
frame, 

-, - . . 
irA,= r,,e Jl'm = i  r ~ x + J l r ~ ,  (4.3-57) 

-1 - . . bm= lru e jl'", =i,,,+j~~~,. (4.3-58) 

It should be noted that i;,, and i;,, are the space phasors of the rotor currents 
in the upper and lower cages respectively, but expressed in the stationary 
reference frame. Equations (4.3-57) and (4.3-58) are similar to eqn (4.3-4), which 
defines the space phasor of the rotor currents in the magnetizing-flux-oriented 
rererence frame for a single-cage machine. In eqns (4.3-57) and (4.3-58) i,,,, i,,,, 
and i,,,, i,,, are the two-axis rotor currents of the upper and lower cages 
respectively in the magnetizing-flux-oriented reference frame. Thus by resolving 
eqn (4.3-56) into its real- and imaginary-axis components, 

- 
~ b ~ , = I l / / ~ ~ l / = L , ( i , , + i ~ ~ ~ + i ~ ~ ~ )  (4.3-59) 

~ ~ ~ , = O = L , ( i , ~ , + i ~ ~ ~ + i ~ ~ ~ . ) .  (4.3-60) 

These two equations will be used below, when the state-variable equations of the 
double-cage induction machine with impressed stator currents are obtained, to 
express i,,+i,,, in terms of II/I,,I and is,, and to express (irAJ,+i,,,) in terms of i ,,,. 

Equations (4.3-54), (4.3-53, (4.3-52), and (4.3-53) have to he considered if the 
double-cage induction machine is supplied by impressed stator voltages. They can 
be put into a form which is similar to eqns (4.3-10) and (4.3-11) for the single-cage 
machine. Thus the required decoupling circuit can be constructed in a similar way 
to that shown in Fig. 4.33 and it should he noted that IIF~,~=L,IT,,I. In such a 
decoupling circuit, the stator currents is, and is, can be obtained from the moni- 
tored three-phase stator currents by utilizing eqn (4.348,  and li,,l and om 
(and 1,) can he obtained either from a flux-model which uses the rotor equations 
of the machine expressed in the magnetizing-flux-oriented reference frame or by 
using direct measurements (e.g. Hall-sensors, special search coils, etc.). The rotor 
voltage equations will he obtained in the following section. They will also he 
used to obtain the magnetizing-flux-oriented control scheme of the double-cage 
machine with impressed stator currents. 

4.3.5.3.2 Rotor uoltage eqrmfions 

By utilizing the required transformations [see eqns (4.3-57), (4.3-58), (4.3-631, 
and (4.3-64)], it follows from eqns (4.3-43) and (4.3-44) that the rotor-voltage 
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space-phasor equations in the magnetizing-flux-oriented reference frame will take 
the form, 

These are similar to the rotor voltage equations of a single-cage machine 
expressed in the same reference frame, which can he obtained from eqn (2.1-149). 
For the derivation of eqns (4.3-61) and (4.3-62), eqns (4.3-57) and (4.3-58) have 
also been utilized; they give the space-phasor forms of the rotor currents of the 
upper and lower cages respectively in the magnetizing-flux-oriented reference 
frame (irAm, i,,,). A similar definition has been used for the space phasors IL,, 
and $rum, which are the space phasors of the rotor flux linkages for the upper and 
lower cages, expressed in the magnetizing-flux-oriented reference frame, 

where )I/:, and $, have been defined in eqns (4.3-45) and (4.3-46) respectively. 
By substituting eqn (4.3-45) into eqn (4.3-63) and considering eqns (4.3-57), 

(4.3-58), and (4.3-56), 

Similarly, substituting eqn (4.3-46) into eqn (4.3-64) and considering eqns 
(4.3-571, (4.3-581, and (4.3-56) gives 

- 
kBm = [Lrli:U + LAB(iri + i:D) + @,I cJPm 

=Lr~ir~m + L A B ( ~ ~ A ~  + k m )  + IJF~~I. (4.3-66) 

Resolution of eqns (4.3-611, (4.3-621, (4.3-651, and (4.3-66) into their real- and 
imaginary-axis components give 

d$AX O =  R,,i,,,+ - - 
dt (W,-~ , )$ ,A~ (4.3-67) 
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t / l r~s=L~ll( i r~x+ir l l r )  + I1Frnml (4.3-71) 

~b,,,,=L~~(i,..,~+i,~) (4.3-72) - 
~brBx=Lrl i rBX+L~~( i rAx+ iru.J + (4.3-73) 

I & ~ B , ~ = L , ~ ~ , B , + L A u ( ~ ~ A , . + ~ ~ ~ , , ) ,  (4.3-74) 

where IIF,,,,,I has been defined in eqn (4.3-59). The stator voltage equations, 
eqns (4.3-54) and (4.3-55), which use the expressions for the stator flux link- 
ages, eqns (4.3-52) and (4.3-53), together with the rotor voltage equations, 
eqns (4.3-67)-(4.3-70), which use tlie rotor flux-linkage equations, eqns (4.3-71)- 
(4.3-74), describe the dynamic hehaviour of the double-cage induction machine if 
the equation of motion is also considered. The expression ror the electromagnetic 
torque will be obtained in the next section. 

4.3.5.3.3 The elecfron~ognetic torqzre 

The electromagnetic torque can be obtained in a similar way to that shown in 
eqn (4.3-1) for tlie single-cage machine. Physically this must be the case since it 
has been shown earlier that tlie electromagnetic torque can be considered to he 
produced by the interaction of the stator flux linkages and the slator currents and 
from this point of view, it is irrelevant how many cages there are on tlie rotor. 
Mathematically, it is possible to prove in several ways that tlie expression for 
the electromagnetic torque in the double-cage machine is similar to that given by 
eqn (4.3-I), but, of course, the mod~ilus of the magnetizing Hux-linkage space 
phasor (l~F,,,,,,/m,l) is different for the double-cage machine than for the single-cage 
machine, since as well as the stator currents, the rotor currents of both rotor cages 
contribute to the magnetization current. Furthermore the torque-producing stator 
current (is,) is dilTerent in the double-cage machine from that of the single-cage 
machine. It is very convenient to utilize a form of the torque equation which 
contains the stator Rux-linkage space phasor, rather than other forms wliere two 
rotor flux-linkage space phasors have to be used. 

In eqn (2.1-167) tlie electromagnetic torque has been defmed by utilizing the 
space phasors of the stator flux linkages and the stator current in the general 
reference frame. Thus when the magnetizing-flux-oriented reference frame is used, 
it follows from eqn (2.1-167) that 

- 
to= +Plbsn3 x ism, (4.3-75) 

where $s,,, and is,, have been defined in eqns (4.3-48) and (4.3-51) respectively. By 
performing the vector product, the following expression is obtained for the 
electromagnetic torque, if the stator flux-linkage components are replaced by the 
expressions given in eqns (4.3-52) and (4.3-53) 

t c = ? ~ ~ ~ b s . ~ ~ s J ~ - $ 3 J ~ ~ s ~ ~  

= + ~ ~ ~ L ~ ~ ~ ~ ~ + ~ $ ~ ~ I ~ ~ ~ , ~ - ~ ~ ~ ~ ~ , ~ ~ ~ ~ I = ? ~ ~ $ ~ ~ ~ ~ ~ ~ ~ ~  (4.3-76) 

which as expected agrees with the form of eqn (4.3-1). In eqn (4.3-76) Lhe modulus 
of tlie magnetizing flux-linkage space phasor, (1$,,,,1), is defined in eqn (4.3-59) 
and tlie torque-producing stator current (i,,,) is related to the direct-axis and 
quadrature-axis stator currents in the svationary reference frame by eqn (4.3-48). 

4.3.5.4 Magnetizing-flux-oriented control of the double-cage induction machine 
wit11 impressed stator currents 

In this chapter the indirect magnetizing-Hux-oriented control scheme of the 
double-cage induction machine with impressed stator currents is developed. For 
this purpose the rotor equations derived in the stationary reference frame are 
utilized together with the expression for the electromagnetic torque given in eqn 
(4.3-76). However, the rotor voltage equations are reformulated in such a way 
that the stator currents is,, is, are retained. I$,,,,] is an input command and p, is 
controlled indirectly. Since there are four rotor voltage equations, two other state 
variables also have to be selected. These are chosen to be the real- and imaginary- 
axis components (1/1,,,,, (/,,,,.) of the space phasor of the rotor leakage Hux link- 
ages in the lower cage. This space phasor has been defined in eqn (4.3-66) as 
$r,l=~,li,,,, and thus its two-axis components in the magnetizing-flux-oriented 
reference frame are 

I ~ ~ I ~ I . ~ = L ~ I ~ ~ ~ ~  (4.3-77) 

$rn~,8=Lr~ir"J.. (4.3-78) 

These are selected as state variables since they are essential for the description 
of the double-cage (deep-bar) effect. The direct-axis stator current (isx) and the 
angular slip Frequency (o,,) are strongly dependent on these. It should be noted 
that L,, is the leakage inductance or the bottom cage, and in the transient state, 
the non-uniform current distribution between the upper and lower cages depends 
on tlie energy stored in this inductance. 

The four rotor voltage equations, eqns (4.3-67)-(4.3-70), are now rearranged to 
contain the required four state variables. For this purpose, first tlie rotor flux- 
linkage components given by eqns (4.3-71)-(4.3-74) are substituted into eqns 
(4.3-67)-(4.3-70). The resulting equations will thus contain the four rotor current 
components (i,,,,i,,,,, i,,, i,,,,): 
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where o,,=(wm-o,) is the angular slip frequency. 
However, the rotor current components can be eliminated by expressing them 

in terms of the four state-variables, since it follows from eqns (4.3-77) and (4.3-78) 
that 

and from eqns (4.3-59) and (4.3-60) that 

where i,,, and i,,, have been substituted by the expressions given by eqns (4.3-83) 
and (4.3-84) respectively. Thus when eqns (4.3-83)-(4.3-86) are substituted into 
the rotor voltage equations, eqns (4.3-79)-(4.3-82, the following four equations 
are obtained. The direct-axis rotor voltage equation of the upper cage yields 

The quadrature-axis rotor voltage equation of the upper cage yields 

where in the denominator, 

is the direct-axis flux-linkage component of the upper cage. It follows from the 
direct-axis rotor voltage equation of the lower cage that 

Finally, the following equation is obtained from the quadrature-axis rotor 
voltage equation of the lower cage: 

where $,,, has been defined in eqn (4.3-89). However, eqn (4.3-91) contains the 
first derivative di,,ldt and this can be eliminated by using eqn (4.3-88). Thus from 
eqn (4.3-88) $,,= is expressed in terms of w,,, is,, and ~b ,,,, and, when this is 
substituted into eqn (4.3-91), 

Thus eqns (4.3-871, (4.3-881, (4.3-891, (4.3-901, and (4.3-921, together with the 
expression of the electromagnetic torque, eqn (4.3-76). can be used to obtain the 
indirect magnetizing-flux-oriented control scheme of the double-cage induction 
machine supplied by impressed stator currents. For this purpose it should be 
considered that if the reference value of the modulus of the magnetizing flux- 
linkage space pl~asor (l$mm,m,,,,l) and the reference value of the torque-producing 
stator current (i,,,,,) are known, in the indirect control scheme i,,,,, and o,,,, have 
to be determined. Thus these quantities have to be expressed in terms of (II~,,,,,I) 
and (is,,,,), but in accordance with eqns (4.3-87)-(4.3-90) and eqn (4.3-92), they 
will depend on the leakage flux components ~b,,,, and $,,,,,. Therefore to obtain 
the control scheme, the equations given above have to be arranged for is, and w,,, 
and the leakage fluxes of the bottom cages (I/I,,,, and ~b,,,,) have to be expressed 
in terms of lim.,l, i,,, and is,. Thus when eqn (4.3-87) is rearranged, the following 
equation is obtained for the direct-axis stator current: 

wherep=dldt and the mutual time constants associated with the upper cage are 

LA" Lm 
T ~ ~ = - .  R 7, Tm~u=Tm+TAO,  and Tm=-. R ,A 

Equation (4.3-88) yields the following expression for the angular slip frequency: 

In eqns (4.3-93) and (4.3-94) the rotor leakage-flux linkages are also present. 
These are obtained from eqns (4.3-89) and (4.3-90) as 

(P + TBI)$,BI,= -PR,A(T~ABI~~ ,~I  - T'B~,,)-~,ILAB~,~, + ~,l$,ulJ,, (4.3-95) 

where T,,= R,,IL,, is the leakage time constant of the lower cage, 

(P + TADI)I//,I,I~,= - R , A ~ ,  - ~ , I ~ / / , B I ,  (4.3-96) 
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and TAB, is the total leakage time constant of the upper and lower cages, 

R ,A TAB, = T,,, + T,, where T,,= -. 
L,l 

Equations (4.3-93)-(4.3-96) are used in Fig. 4.36, which shows the magnetiz- 
ing-flux-oriented indirect control scheme of the double-cage induction machine 
with impressed stator currents. The converter which supplies the induction 
machine can be either a CSI or a current-controlled PWM inverter. 

In Fig. 4.36 the required reference values of the stator currents are obtained in 
a way similar to that shown in Fig. 4.34 for the single-cage machine. Thus by 
using the reference values of the direct- and quadrature-axis stator current com- 
ponents expressed in tlie magnetizing-Rux-oriented reference frame (i,,,,r,i,J,,,,), it 
is possible to obtain tlie reference value of the space phasor of the stator currents 
in the magnetizing-flux-oriented reference frame, 

(j +ji ) = I T  le""""-'"' 
S X ~ C I  r sic, (4.3-97) 

(see Fig. 4.32). Equation (4.3-97) can be used to obtain the reference values of tlie 
direct- and quadrature-axis stator currents in the stationary reference frame 
(is,,,,, iSQ,,,), by either of tlie methods shown in Fig. 4.34(a) or Fig. 4.34(b). If the 
method of Fig. 4.34(b) is used, Ii,,.,l and (a,,,,-ti,) are obtained by polar-to- 
rectangular conversion from i,,,,, and is,,,,, since eqn (4.3-97) is utilized. When 
tlie angular slip frequency (o,,) obtained from eqn (4.3-94) is integrated, the slip 
angle (O,,) is obtained and when the monitored rotor angle (0,) is added to this, 
the angle of the magnetizing flux-linkage space pliasor with respect to the 
direct-axis of the magnetizing-oriented reference frame (11,) is obtained (this also 
follows from Fig. 4.32) as 

tL,= L)s~per+ 0,. (4.3-98) 

Thus when p, is added to (u,,,,-p,), a,,., is obtained, which is the space angle 
of the stator-current space phasor with respect to the direct axis of the stationary 
reference frame (see Fig. 4.32). 

In Fig. 4.36, the circuit which produces the required leakage-flux components 
of the bottom cage (I~,,,,, @,,,,,), contains a differentiator (indicated by the block 
containing the operator p )  and furthermore, it is asymmetrical. However, it is 
possible to construct a circuit which produces the required rotor leakage fluxes, 
where differentiation is not required and wliicli is symmetrical. For this purpose, 
eqn (4.3-95) is rearranged to resemble the simple structure of eqn (4.3-96), but 
eqn (4.3-96) itself will not be changed. 

Thus when the expression for the voltage component R r A J ~ ~ , l I ~ , ,  is taken from 
eqn (4.3-93) [or it may be easier to use eqn (4.3-87) directly] and tlie expression is 
added to the expression for the rotational voltage, m,,@,,l,, wliicli can be obtained 
from eqn (4.3-95) [or eqn (4.3-go)], the following voltage equation is obtained: 

(P+ T ~ B l ) t b r ~ l . r = R r ~ ( ~ i m ~ ~ - i r x ) + o r l l ~ r ~ ~ ~ ~ ~  (4.3-99) 
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The structure of eqn (4.3-99) resembles that of eqn (4.3-96) and thus eqns 
(4.3-96) and (4.3-99) describe a rotor flux-linkage estimator circuit which is sym- 
metrical and does not contain a differentiator. Figure 4.37 shows the schematic 
of the indirect magnetizing-flux-oriented control of the double-cage induction 
machine with impressed stator currents where the rotor flux-linkage estimator 
circuit is symmetrical. 

In the implementations shown in Fig. 4.36 and Fig. 4.37, the quadrature-axis 
stator current reference (is,,,,) is obtained from the torque reference (r,,,,), by 
using eqn (4.3-76). The torque reference is obtained as the output of the speed 
controller, which can be a PI controller. When the vector-control schemes shown 
in Fig. 4.36 and Fig. 4.37 are compared with the scheme shown in Fig. 4.34, which 
corresponds to the single-cage machine, there is a resemblance, although as a 
result o r  the double-cage, extra parts are present in Fig. 4.36 and Fig. 4.37. The 
main difference between the magnetizing-flux-oriented control schemes corres- 
ponding to the single-cage and double-cage machines is that in the scheme for the 
double-cage machine, an estimation circuit is present, which derives the direct- 
and quadrature-axis leakage flux-linltage components of the bottom cage. How- 
ever, the required flux linlcages can be obtained in real time at very high speed by 
using digital signal processors. 

For indirecl vector control of both tbe single-cage machine and the double-cage 
machine, it has been necessary to calculate the angular slip l'requency by, for 
example, the circuits shown in Fig. 4.34(a) and Fig. 4.37 respectively. It follows 
from eqn (4.3-94) which defines w,,, by considering eqns (4.3-93), (4.3-93, and 
(4.3-96), and by setting all the derivative tenns to be zero, that the expression for 
w,, is obtained in the steady state. This gives a rourth-order equation for w,,. It 
follows from this equation that if i,,l[imml and i,,,li,, are small and w,, is also small, 
the angular slip frequency of the double-cage machine takes the same form as the 
angular slip frequency of the single-cage machine. However, while for the 
single-cage machine the angular slip frequency is proportional to the rotor 
resistance (R,)  for the double-cage machine it is proportional to a resultant rotor 
resistance, which is obtained by connecting in parallel the resistors of the upper 
and lower cages, giving R,,,R,,I(R,,+R,,). Usually the rotor resistance of the 
single-cage machine R ,  and the resultant rotor resistance of the double-cage 
machine R,,R,,,I(R,,+R,,) are different and when a double-cage machine is 
subjected to vector control and w,, is obtained by utilizing the equations of the 
double-cage machine, since the resistances of the upper and lower cages are 
independent of the rotor slip frequency, more accurate values of w,, are obtained 
than by utilizing the single-cage equations. This also holds at low values of the 
torque-producing current. It can also be shown, by considering the steady-state 
expression for o,,, that when o,, is calculated as a function of i,,lli,,,I or of i,,,li,,, 
it will have a maximum value. In the steady state this limits the stability region 
of the double-cage induction machine subjected to magnetizing-flux-oriented 
control. 

When eqn (4.3-94) is used to obtain the expression for the angular slip frequency 
in the transient state, by also considering eqns (4.3-93), (4.3-93, and (4.3-96) it is 
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possible to show that in the transient state, w,, can be expressed in terms of i,,, 
is, and tlie various inductance and resistance parameters of the machine. If o,, is 
small, the rotor time constant for slow and fast variations of i,, decreases from 
T,, =L,I[R,,R,,I(R,,+R,,)] to T,I=L,,I(R,,,+R,,). If, say, a machine with 
deep rotor bars is considered and it is assumed that a rotor bar is divided into 
two equal sections, it follows that R,,=R,,= R,. If L,IL,,=30, the ratio of T,, 
to Tr2 is equal to 120, while if L,IL,,=IO, it is equal to 40. This shows that there 
can be a significant change in the rotor time constant. Thus to obtain fast torque 
response for high-performance a.c. servo applications, it is very important to 
incorporate the effects of the double-cage in the vector control scheme. 

4.4 Artificial-intelligence-based vector-controlled 
induction motor drives 

In the present section vector-controlled drives using fuzzy-logic controllers and 
also fuzzy-neural controllers will be discussed. The main purpose of using 
artificial-intelligence-based controllers is to reduce the tuning ellbrts associated 
with the controllers and also to obtain improved responses. By using min- 
imum configuration artificial-intelligence-based controllers, it is possible to have 
DSP implementations which do not have excessive memory and computation 
requirements. 

4.4.1 V E C T O R  D R I V E S  WITH FUZZY C O N T R O L L E R S  

4.4.1.1 General introduction 

In tlie literature there are many papers which discuss various vector drives with 
fuzzy-logic controllers. Most of these contain a single fuzzy-logic controller, which 
is a speed controller, and only a rew papers discuss implementations and mainly 
concentrate on simulations. However, in the present section, a fully digital vector- 
controlled induction motor drive is discussed where all the controllers are fuzzy, i.e. 
the drive contains four fuzzy-logic controllers and the experimental results are also 
shown. The DSP used is tlie Texas Instruments TMS320C30. The drive considered 
is a vector drive using rotor-flux-oriented control and the machine is supplied by a 
voltage-source inverter and is similar to that discussed in Section 4.1.1.6. 

Recent developments in the application of control theory are such that 
conventional techniques for tlie design of controllers are being replaced by 
alternatives that adopt radically different design strategies by making extensive 
use of artificial-intelligence-based (neural, fuzzy, fuzzy-neuro and genetic) con- 
cepts (see also Chapter 7). These methods are characterized by the dilferent 
amount and type of the necessary (I priori knowledge describing the system and 
the required performance. There is a strong industrial need for the development 
and exploitation of systems incorporating controllers based on these novel 
methods because or the numerous advantages olfered (see Section 7.1). Recently, 
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fuzzy-logic control has emerged as an attractive area for research in tlie control 
application of fuzzy set theory. The main feature is the construction of fuzzy-logic 
controllers (FLCs) which utilize the linguistic knowledge of human experts. 

4.4.1.2 General structure of a fuzzy-logic controller 

There are many types of Tuzzy-logic controllers (FLCs), but now tlie Mamdani- 
type of fuzzy-logic controller [Mamdani 19741 is used. As shown in Fig. 4.38(a), 
in general this type of fuzzy-logic controller contains four main parts, two of 
which perform transformations; these are: 

* ruzzifier (transformation 1); 
knowledge base; 
inference engine; 
defuzzifier (transformation 2). 

The f~rrrifier performs measurement of the input variables (input signals, real 
variables), scale mapping, and fuzzification (transformation 1). Thus all the 
monitored input signals are scaled and fuzzification means that the measured 
signals (crisp input quantities which have numerical values) are transformed into 
fuzzy quantities (which are also referred to as linguistic variables in the literature). 
This transformation is performed by using membership functions. For example, 
if an input signal is small, e.g. it is a speed error and has a crisp value of 0.001, 
then it belongs to the 'POSITIVE SMALL' fuzzy set, or -0.001 would belong to 
the 'NEGATIVE SMALL' fuzzy set; other speed errors may belong to other fuzzy 

Fuzzificr 
I (tmnsfomation I) (trmslbrmalion 2) ! 

Inference 
(FUZZY) engine (Fuzzy) ~.~~~~~~~~~. . . .~~- - - - - - - - - - - - - - . . . . .~ .~ . .~~~~~~~~. .  

Controlled 
system (crjsp) 

Fig. 4.38. Mamdani typc of fuzzy-logic controller (FLC). (a) Schematic block diagram of u control 
system containing a Mamdani-type o l  FLC: (b) FLC with two inputs. 
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sets (e.g. POSITIVE LARGE, POSITIVE MEDIUM, etc.). In a 'conventional' 
fuzzy-logic controller (not a fuzzy-neural controller), the number of membership 
functions and tlie shapes of these are initially determined by the user. A mem- 
bership function has a value between 0 and 1, and it indicates the degree of 
belongingness of a quantity to a fuzzy set. If it is absolutely certain that the 
quantity belongs to the fuzzy set, then its value is 1 (it is 100% certain that this 
quantity belongs to this set), but if it is absolutely certain that it does not belong 
to this set then its value is 0. Similarly if, for example, the quantity belongs to tlie 
fuzzy set to an extent of 50%, then the membership function is 0.5. The mem- 
bership functions can take many forms including triangular, Gaussian, bell- 
shaped, trapezoidal, etc. For example, if the rotor speed error is 0.001, this is the 
input to the membership function of the positive small (PS) rotor speed errors, 
/rLt(E), and e.g. on the output of this 0.99 is obtained, pL~(E=0.001)=0.99, 
which means that it is 99% certain that the 0.001 rotor speed error is positive 
small. The initial forms of the membership functions can be obtained by using 
expert considerations or by clustering the input data. Final tuning of the 
membership functions can be performed on the DSP-controlled drive. Practical 
aspects of choosing the appropriate scaling factors and membership functions are 
also discussed below. 

The Icr~o~eledge base consists of the data base and the linguistic-control rule 
base. The data base provides the information which is used to define the linguistic 
control rules and the fuzzy data manipulation in the fuzzy-logic controller. The 
rule base (expert rules) specify the control goal actions by means of a set of 
linguistic control rules. In other words, the rule base contains rules which are 
those which would be provided by an expert. The FLC looks at the input signals 
and by using the expert rules determines the appropriate output signals (control 
actions). The rule base contains a set of if-then rules (see below). The main 

The irlfrrprzce errgirle is the kernel of a fuzzy-logic controller and has the cap- 
ability both of simulating human decision-making based on fuzzy concepts and of 
inferring fuzzy control actions by using fuzzy implication and fuzzy-logic rules of 
inference. In other words, once all tlie monitored input variables are transformed 
into their respective linguistic variables (by transformation 1 discussed above), the 
inference engine evaluates the set of if-then rules (given in the rule base) and thus 
a result is obtained which is again a linguistic value for the linguistic variable. 
This linguistic result has then to be transformed into a real output value of the 
FLC and this is why there is a second transformation in the FLC. 

The second transformation is performed by the drfirzzijier which performs 
scale mapping as well as defunification. The defuzzifier yields a non-fuzzy, real 
control action from the inferred fuzzy control action by using membership 
functions. There are many defuzzification techniques, but due to the simplicity of 
its implementation and simpler training algorithms, the centre of gravity method 
is adopted here. Physically this corresponds to taking a weighted average of 
the control action contributions from each of the various fuzzy rules. Since each 
of the rules (in the full rule base) can be considered to be rules provided by 
subexperts, this type of defuzzification simply means that the final decision is 
being made by talcing the weighted average of all Lhe recommendations of the 
subexperts. 

When a classical controller (e.g. PI or PID) is used, then the input to the 
controller is the error signal. For example, for a PI speed controller, the input is 
the speed error, which is the difference between the reference speed and the actual 
speed, E(lc)=w,,,,(lc)-co,(k). However, when a fuzzy-logic controller is used, 
there is more than one input to the controller. In the most frequently used 
fuzzy-logic controller, there are two inputs, these are the error (E) and the change 
of the error (CE) as shown in Fig. 4.38fb). and - . .. 

methods of developing the rule base are: 
E k ~ l  - 1 )  CE(1i) = E(k) -E(k- I). . using the experience and knowledge of an expert for the application and the 

This type of fuzzy-logic controller is used in the vector drive described in the pre- 
control goals; sent section, but it should be noted that there are other types of fuzzy-logic . modelling the control action of the operator; controllers as well, where the number of inputs is higher. It is a goal of the fuzzy- . modelling the process; logic controller to obtain on its output a signal which is based on E and CE. 
using a self-organized fuzzy controller; e.g. this signal can be CU, which i' the change of the output signal. If this is . using artificial neural networks. 

known, then it is possible to obtain the output signal from the change of the 
output by using u(k) = rr(1c-I) + CU(1). It should also be noted that it is also pos- 

When the initial rules are obtained by using expert physical considerations, these sible to use another fuzzy-logic controller, where instead of obtaining the change 
can be formed by considering that the three main objectives to be achieved by the of the output quantity, the output quantity is directly obtained. 
fuzzy-logic controller are: As discussed above, in the heart of the fuzzy-logic controller there is a rule base 

removal of any significant errors in the process output by suitable adjustment nd this contains the individual rules (subrules). In general, these linguistic rules 

of the control output; 
are in the form of IF-THEN rules and take the form: 

ensuring a smooth control action near the reference value (small oscillations in IF (E  is A AND C E  is B) THEN (CU is C),  
the process output are not transmitted to the control input); here A, B, C are fuzzy subsets for the universe of discourse of the error, change 
preventing the process output exceeding user specified values. the error and change of the output respectively. For example, A can denote the 
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Centre of gravity defuzzification (COG) 

One possible initial rule base that can be used in drive systems co~lsists of 64 
linguistic rules as shown in Table 4.1. The 64 rules can be considered to be rules 
provided by 64 subexperts. It should be noted that a classical fixed-term controller 
(e.g. a PID controller) cannot achieve the three main control objectives listed 
above, unless extra logic is added. This extra heuristic logic is contained implicitly 
within the rules shown in Table 4.1. 

In Table 4.1, the following fuzzy sets are used: NIIf =NEGATIVE MEDIUM, 
NS=NEGATIVE SMALL, NZ=NEGATIVE ZERO, PZ=POSITIVE ZERO, 
PS=POSITIVE SMALL, PM=POSITIVE MEDIUM, PL=POSITIVE LARGE. 
For example, it follows from Table 4.1 that the first 'expert rule' is: 1F (E is NL 
AND C E  is NL) THEN (CU is NL), where CU denotes the change of the output. 
It should be emphasized that altliough this initial rule base has given satisfactory 
responses in the DSP-controlled vector drive under consideration, it bas been 
possible to significantly reduce the number of rules without degrading the drive 
performance. The reduced rule-base contains only 16 rules. The reduced rule-base 
has great influence on the overall complexity of the fuzzy system; this includes 
computational complexity and memory requirements. This is an important factor 
ror industrial users, most of whom at present are reluctant to employ fuvy  tech- 
niques in variable-speed drives, since they associate fuzzy controllers with large 
computational and memory requirements. Fuzzy-controlled drives with minimal 
configuration fuzzy controllers is an important research topic [Vas 19961. 

Table 4.1 Fuzzy rule base with 64 rules 
rF 
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4.4.1.3 Vector drive wit11 four fuzzy controllers; design and tuning of 
fuzzy controllers 

The overall structure of the system is shown in Fig. 4.39. The system contains a 
voltage-source inverter, a 3 kW squirrel-cage induction motor, analog circuits for 
the voltage and current transformations and a TMS320C30 DSP system board 
and interface board (DMB). The two boards are installed in a host computer. 
There are four A/D channels in the DMB which enable the input of four signals. 
The DSP software contains the algorithms for the fuzzy controllers, vector- 
control, PWM generation, machine soft-starting, and A/D calibration. During 
operation, up to fifteen drive quantities can be simultaneously sliown on the host 
computer display in real-time. This greatly facilitates the tuning of the drive 
system. The PWM scheme uses an asynchronous symmetrical space-vector 
modulation technique. The digital signal conversion block is used for inverter 
fault detection, inverter protection, and the generation of the six firing (gating) 
signals. 

As sbown in Fig. 4.40, in the induction motor (IM) drive there are four fuzzy 
controllers; controller I is the speed controller, controller 2 is the torque-produc- 
ing stator-current controller, controller 3 is the rotor-magnetizing-current (rotor- 
Hux) controller, and controller 4 is the flux-producing stator-current controller. 
The four digital controllers implemented have been initially tuned by using a 
simulation of the drive system and fine tuning has been achieved on-line in the 
DSP implementation. The decoupling circuit has been described in Section 4.1.1.3 
and is required in a VSI-fed drive (see also Fig. 4.11), to produce the required 
stator voltages u ,,,,,, u ,,,,,,, wluch are also sliown in Fig. 4.40. These are voltages 
in the rotor-Hux-oriented reference frame, so they have to be transformed into 

Fig. 4.39. Schcmate diagram of vector-controlled PWM voltdge-source inverter-fed ~nduc t~on  motor 
dnve 
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time can be obtained by using the ISTSE (integral of time squared multiplied 
by the error squared) criterion, but the computation time is increased. The 
ITAE criteria is commonly used in variable-speed drives, where the integrand is 
the absolute value of the error multiplied by time. However, the determination of 
the optimum controller parameters based on performance indexes may be very 
time consuming and, as mentioned above, may suffer from convergence-related 
problems. 

For a practical DSP implementation of the four fuzzy controllers the following 
aspects should be considered: 

1 .  Discretizaliort of rr~erirbersl~ipfirr~ctior~s For ease of real-time implementation, 
and for the purposes of fuzzification and defuzzification, triangular member- 
ship functions have also been considered, and they can be conveniently 
described by using discrete values in a look-up table. 

2.  Rtrle base loolc-rrp table It sliould be noted that when a microprocessor or 
DSP-based fuzzy controller is designed, a look-up table for the rule base can 

Fig. 4.40. Vector-controlled PWM voltage-source inverter-fed induction motor drive with four fuzy  
also be used. This contains the discrete values of the change of the output of 

controllers. the fuzzy controller. However, care must be taken when a look up table is 
selected, otherwise errors could arise due to improper selection. 

Tlie absence of widespread industrial applications of fuzzy controllers in drives 
their stationary reference frame values (I!,,,.,, tlsQ,,,) by using the complex is also related to the fact that there are no straightforward procedures for the 
transformation exp(jp,), where p, is the angle of the rotor flux-linkage space tuning of fuzzy controllers. However, it is possible to give guidelines for the 
vector. The inverse transformation exp(-jp,) is used in Fig. 4.40 to transform the developer of these controllers. The main tuning steps are: 
stator current components expressed in the stationary reference frame (is,, iSQ) 
into the stator currents in the rotor-flux-oriented reference frame (is,, is,,). 1. Ttrnir~g of ir~ptrt and orctprrt scalir~g factors The output scaling factor in a 

It should be noted that classical PI and PID controllers which are used in fuzzy-logic controller has great influence on the stability of the system. The 

conventional converter-fed a.c. drive systems are mainly tuned using arl /roc input scaling factor has great influence on the sensitivity of the fuzzy-logic 

methods. Several techniques exist which provide initial values of the controller controller with respect to the optimal choice of the operating ranges of the 
parameters, the most commonly used being based on the Ziegler-Nichols input signals. Both scaling factors are thus set during the initial tuning stage. 

methods. However, these techniques can be time-consuming and fixed controllers 2.  Trt~rir~g of ir~pra and orrtptrt merrtberslrip fimctior~s The number and shape of 
cannot necessarily provide acceptable dynamic performance over the complete the input and output membership functions have a considerable iduence on 
operating range of the drive. Performance will degrade mainly because of machine the controller behaviour. The second stage of the tuning process is concerned 
non-linearities, parameter variation, etc. Adaptive controllers can be used to over- with the tuning of the membership functions. A variety of membership- 
come these problems and also to eliminate the need to perform detailed o priori function forms has been considered, including triangular and Gaussian mem- 
controller design. Alternatively, performance-index-based optimal control tech- bership functions. Finally, triangular membership functions have been selected. 
niques can be adopted, but these may suffer from convergence-related problems. 3 .  Tanirrg of the rrrles It is possible to achieve optimal tuning by the 
The fundamental aim of drive system optimization is to obtain the smallest appropriate adjustment of the base. 
overshoot with the shortest rise and settling times. It is not generally possible to 
fulfil all these criteria simultaneously, but a solution can be obtained by using An extensive range of digital simulations has been performed to obtain the 
some type of an integral criteria (performance index). When an integral criteria is appropriate values of the scaling factors, membership functions, and rule base. 
used, the integrands are products of the control error and the time, each raised to This was followed by the real-time implementation of the fuzzy-logic controllers in 
some power. When the integral square error (ISE) criterion is used, the perform- various drive systems. 
ance index is the integral of the square of the error. To obtain better damping of It should be noted that in addition to fuzzy controllers, fuzzified controllers 
the controlled variable, the ITSE criterion is used. In this case the integral of the (FPIC) [Vas 19951 may also be used. Sometimes industry prefers such a solution, 
error squared multiplied by time is used. Further improvements of the settling since it only requires small changes to be made to an existing system. FPICs can 
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improve the performance of the system incorporating conventional PI controllers 
by using fuzzy logic. Small changes of the values of the controller coefficients may 
lead to considerable improvement in performance. In a FPIC, the rule base 
contains the following type of rules: 

if E is A and CE is B then CP is C 

if E is A and CE is B then CI is C, 

where E and CE describe the error and change in error respectively, CP and CI 
represent the changes or the proportional term and tlie integral term of the PI 
part in the FPIC separately. For example, there can be in total 72 rules. In these 
rules the linguistic variables A, B, and C may take the values PM, NS, etc. The 
parameters of the PI part of the fuzzified controller can be adjusted according to 

for the proportional term and 

for the integral term. In these equations K ,  and Ki are proportional and integral 
coefficients on which the degree of dynamic parameter adjustment depends, P(l4 
and P(k-1) describe the proportional term of the PI part at the kth and (1;-l)th 
sampling times respectively, and I(/;) and I(/;- 1) correspond to the integral term 
of the PI part at these sampling instants. It should be emphasized that the 
performances of the FLC are far better than those of both the FPIC and optimal 
PI  controller. In contrast to the computational times for the fuzzy-logic-based 
system, those for tlie optimized controller are excessive. 

4.4.1.4 Experimental results 

Figure 4.41 shows some experimental characteristics obtained for the DSP- 
controlled induction motor drive system with four fuzzy controllers. It can be seen 
from Fig. 4.41(a) that the drive starts from rest. The reference rotor speed (or,,,) 
is first set to zero then to 220rad s-' and then to -220rads-' and finally to zero 
again. As shown in Fig. 4.41(c), the torque-producing stator current (is,) is main- 
tained at its maximum value during both acceleration and deceleration. It follows 
well its reference value (is,,,.,). It can be seen from Fig. 4.41(b) that the rotor 
magnetizing current (Ii,,,l) is effectively constant. As expected, the angular slip 
frequency (o,,) has a similar shape as i,,, since if li,,,j=constant, and the rotor 
time constant (T,) is also considered to be constant, then from eqn (4.1-26) 
w,,=i,,,l(T,li,,l)=ci,,, where c is a constant. 

It is very important to note that the tuning effort required with the fuzzy- 
controlled drive is significantly less than that required for the drive using four PI  
controllers. Similar conclusions for other fuzzy drives have also been obtained by 
Texas Instruments [Beierke 19951. Furthermore, there is also some improvement 
in the responses, e.g. the stator flux-producing current (is,) for the fuzzy-controlled 

Fig. 4.41. Vector-controllcd induction motor drive responses using four fuzzy controllers (experirnen- 
la1 results). pa) Rotor speed reference, rotor speed, angular slip frequency (o,,.,. w,,o,,); (b) rotor 
magnetizing current (li.,,l); (c) torque-producing stator-current reference and its actual value (i,,,.,,i,,). 
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drive shows an improved transient profile. An extensive simulation of the 
complete drive system has also been performed, which has also incorporated the 
effects of the space vector pulse-width modulator. For this purpose the simulation 
software described in [Vas 19931 has been extended to incorporate the four 
fuzzy-logic controllers. 

Figures 4.42(a) and (h) show the highly non-linear 3-D controller profile of the 
implemented speed and flux fuzzy-logic controllers. For illustration purposes 
Figs 4.42(c) and 4.42(d) show the controller profiles of the discretized speed and 
flux PI controllers used above. Although the control profiles of the PI controllers 
are simpler, which also correspond to simpler digital implementations, it is still 
extremely useful to implement the more complicated fuzzy controllers resulting in 
more complex control surfaces. This is due to the fact that the fuzzy controllers 
are adaptive controllers. Therefore, by appropriate tuning it is possible to obtain 
better dynamic characteristics under all operating conditions. It sl~ould be noted 
that even tlie very first laboratory implementation of the discretized fuzzy con- 
trollers has been successful. This also proves the existence of the reduction in 
tuning effort associated with fuzzy controllers. 

Fig. 4.42. PI and fuzzy-controller profiles. (a) Fuzzy spccd-controller profile; (b) F u z y  Rux-controller 
prafilc; (c) PI spccd-controller profile; (d) PI flux-controller profile. 

4 .4.2 V E C T O R  D R I V E  W I T H  F U Z Z Y - N E U R A L  C O N T R O L L E R S  

4.4.2.1 General introduction 

In the previous section, a fuzzy-controlled vector drive has been described for a 
voltage-source inverter-fed induction motor. This contained four fuzzy-logic con- 
trollers and all the fuzzy-logic controllers required the use of their own rule base 
and membership functions (for fuzzification and defuuification). However, it is 
possible to use such controllers where these rules and membership fiinctio~is do 
not have to be known rr priori. For this purpose fuzzy-neural controllers can be 
used (see also Chapter 7). 

Fuzzy-neural control emerged as a powerful technique more than a decade ago. 
In fuzzy-neural control the ideas of a fuzzy-logic controller and an artificial neural 
network (ANN) structure are combined. The fuzzy-neural network is automati- 
cally constructed by a learning process. In a connectionist fuzzy-neural controller, 
the input and output nodes of the ANN represent the input and output signals, 
and in the hidden layer nodes take the roles of membership functions and rules. 
The learning algorithm for this network can be hybrid, combining unsupervised 
and supervised methods. The unsupervised learning produces the number of fuzzy 
sets for eacli input and output variable, the number of fuzzy rules, the rules 
themselves, and the centres and widths of the membership sets. This information 
is used to establish a fuzzy-neural controller which is then trained using a hack- 
propagation algorithm to further tune the centres and widths of the membership 
functions. The structure of the controller is fixed. Hybrid learning outperfoms 
purely supervised learning by reducing training times. 

There are many architectures which can he used for fuzzy-neural controllers. 
Tlie fuzzy-neural controller used here contains five layers: an input layer, a layer 
for the fuzzy membership sets, a fuzzy AND layer, a fuzzy OR layer, and an 
output layer (see Fig. 4.43 below). The input layer contains the input nodes, which 
represent linguistic variables. These distribute eacli input variable to its member- 
ship functions. There are three hidden layers: layer 2 generates the appropriate 
membership values, layer 3 defines the preconditions of the rule nodes, and the 
nodes in tlie fourth layer connect the output of the fuzzy AND nodes to the con- 
sequences in the rules. The last layer is the output layer and it performs defuzzi- 
fication. Tuning can conveniently be performed using a back-propagation-type of 
algorithm. 

Tlie direct implementation of conventional fuzzy-logic controllers suffers from 
the disadvantage that there is no formal procedure for the direct incorporation of 
the expert knowledge during the development of the controller. The structure and 
detail of the fuzzy controller (number of rules, the rules themselves, numher and 
shape of membership functions, etc.) is achieved through a time-consuming tuning 
process which is essentially rrd Iroc. The ability to automatically 'learn' character- 
istics and structure which may be obscure to the human observer is, however, 
an inherent feature of neural networks. However, in applying artificial neural 
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networks to control problems, there is no general systematic approach to choosing 
the network type or structure and it is also difficult to relate the final trained 
network (in terms of the activation functions, weights, etc.) to the original physi- 
cal problem (see also Section 7.1). The combination of a fuzzy-logic controller with 
the structure of a neural network does, however, offer the control system designer 
the opportunity to make use of the advantages of both-the ability of the fuzzy 
logic to take account of expert human knowledge and the learning ability of the 
neural network-to overcome their respective disadvantages-the lack of a formal 
learning procedure for the fuzzy controller and the lack of a clear correlation with 
the physical problem when using artificial neural networks. This approach 
therefore provides a means of combining the use of imprecise, linguistic informa- 
tion but which has a clear physical significance with formalized mathematical 
structures and training algorithms. A fuzzy-neural controller offers a structure 
which enables 'automated' design, requiring a minimum of human intervention 
for the tuning. 

4.4.2.2 Fuzzy-neural controller design 

This section provides a detailed description of both general and application- 
specific features of the development of a fuzzy-neural controller implementation. 
This is based on the Mamdani type of fuzzy logic system shown in Fig. 4.38(a), 
the basic elements of which are a fuzzy rule base, with associated fuzzy sets, and 
a fuzzy inference engine, with associated operators. The artificial neural network 
used is multi-layer feedforward ANN. The training algorithms used are of the 
competitive learning and the back-propagation types. A variety of activation 
functions associated with the nodes are used and are described in detail. 

4.4.2.2.1 Strrrclure of frrzq~-neurcrl controllrrs 

The fuzzy-neural controller structure used is represented by a neural network 
consisting of five layers. Figure 4.43 shows an example of the network structure 
for a controller with two inputs and a single output. 

In Fig. 4.43 the first layer is an input layer with one node Tor each controller 
input variable. The nodes in this layer act as single-input, multi-output, 'fan-out' 
nodes distributing each input variable to each of its associated membership 
function nodes in the second layer. The weights (strength of connection) between 
a jth node in the lcth layer and an ill1 node in the previous layer are denoted by 
IU;? The interconnection weights between the first and second layers are all unity 
and constant. The second layer is made up of nodes representing Gaussian 
membership functions. The total number of nodes in this layer is equal to the total 
number of fuzzy sets associated with the input variables. The input function, f; 
the activation function, g, and the output function, h, are such that the overall 
tlie node output, y, is given by 

j,=exp[-(s'-rn)'la2], (4.4-3) 
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input Input membership Fuzzy AND buuy OR Dc~uuification 
layer function layer laycr luyer hyer 
(Layer I )  (Lsycr?) (Layer 3) (Layer 4) (Layer 5 )  

Fig. 4.43. Fuzzy-ncural nctwork 

where rrl and a denote the centre and width of a fuzzy set respectively. The 
interconnection weights between the second and third layers are all unity and 
constant. The third layer is made up of nodes implementing the fuzzy intersection 
form of the fuzzy AND operator. Each node represents a fuzzy rule and the node 
output, J*, is given by 

The interconnection weights between the third and fourth layers are also all 
unity and constant. The fourth layer is made up of nodes implementing the 
bounded sum form of the fuzzy OR operator. The number of nodes is equal to 
the total number of fuzzy sets associated with the controller output variables. The 
node output, JJ, is given by 

Tfie iifth and final layer comprises nodes implementing the centre-of-area 
defuzzification algorithm, with one node for each output variable. The weights of 
the interconnections between the nodes in the fourth and fifth layers are the 
products of the centre and width of the membership function associated with the 
fuzzy set for each layer-four node output variable. The node output, JI, is given by 

In order to establish the fuzzy-neural controller structure for a particular 
application the following must be determined: 

The number of membership sets associated with each input variable, i.e. the 
number of nodes in the second layer and the connections between Iayers 1 and 2. 
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. The number of membership sets associated with each output variable, i.e. the 
number of nodes in the fourth layer. . What the fuzzy rules are, i.e. the connections between layers 2 and 3 and 
between layers 3 and 4. . The initial estimates for the centre and width of each input variable fnzzy-set- 
membership function, i.e. the parameters of the activation functions of the 
layer-?, nodes. 
The initial estimates for the centre and width of each output variable fuzzy- 
set-membership function, i.e. the connection weights between layers 4 and 5 
and the parameters of the activation function of the layer-5 nodes. 

The determination of the required structure and the initial values of the member- 
ship function parameters is done in an initial tuning stage. Subsequent to this, a 
further tuning, using a hack-propagation type of algorithm, adjusts the memher- 
ship function parameters and tlie network connection weights to produce the final 
trained fuuy-neural controller. The details of these two stages are given in the 
following sections. 

4.3.2.2.2 Deterriiinntion of tlre firzq,-rieirrol net~~'orli strrrcllrr.e arid porciirieters 

This section describes in detail the first stage of the fuzzy-neural controller 
development discussed above. This stage uses a separate, competitive-learning 
type of artificial neural network to determine the number of fuzzy rules, the fuzzy 
rules themselves, and tlie number and centre of the membership sets. The results 
from this give hotli the structure and tlie initial parameter and weight settings for 
tlie controller network. 

The network used in this first stage consists of a layer of input nodes followed 
by a single layer of competitive nodes trained using a supervised instar learning 
algorithm. The numher of nodes in the input layer is equal to the numher of con- 
troller input and output variables-a total of three in the present application, two 
variables representing the controller inputs-error and change in error, the third 
representing the change in controller output. The numher of nodes in the com- 
petitive layer is equal to the maximum number of fuzzy rules possible for the 
problem under consideration. For example, if eight memhership sets are assumed 
for eacli of the three controller variables then tlie numher of output nodes is 512. 

The network is fully connected, i.e. all first layer nodes are connected to all 
nodes in the second layer. The initial setting of the weights associated with the 
network are assigned as uniformly distributed random values. The weights 
connecting each of the input nodes to an output node are regarded as a weight 
vector; all such vectors are normalized to a magnitude of unity. The input to the 
network consists of a sequence of training vectors. Each training vector comprises 
the values of tlie controller inputs and the corresponding controller output. 

The network is then trained by establishing which weight vector is 'closest' to 
the input (training) vector. This is done by forming the inner product of the 
training vector with eacli of the weight vectors and finding the maximum of the 

resulting products. This identifies the 'winning' output node which is assigned an 
output of unity; all other network outputs are set to zero. The weight vector 
associated with the 'winning' output node is adjusted to become closer to the 
training vector; all other remain unchanged. A count is kept of the number of 
times each output node 'wins'. At  the end of training, tlie training vectors have 
been 'clustered' by association with the 'winning' output nodes. 

The clusters associated with output nodes which 'win' represent the fuzzy rules 
implied by the training data. A straightforward application of this procedure may, 
however, result in an unnecessarily high numher of rules. The outcome of this 
stage of the training is therefore modified. This procedure eliminates 'weak' rules, 
of hotli a similar and conflicting nature, thereby enabling a minimal rule base to 
be established from the training data. Any available expert linguistic information 
can be included, as required, at this stage of the controller development. 

Initial estimates of the centres of the membership functions are established from 
the mean of each variable associated with the remaining vector clusters. The 
widths of the membership functions are established using the 'nearest neighbour' 
and 'overlap' concepts [Stronach et crl. 19961. As an alternative, the standard 
deviation of the vector clusters can he used but experience has shown that 
problems arise in cases where standard deviation values are insufficiently large 
and overlap between adjacent membership sets is 'inadequate'. 

4.4.2.2.3 Fzrzq~-rie~oo/ controller tlrrlirlg 

This section describes the second-phase tuning of the fuzzy-neural controller 
development outlined above. The results of the first stage training, the numher of 
fuzzy sets for each variahle and the fuzzy rules, are used to establish the structure 
of the fuzzy-neural controller network, as descrihed in Section 4.4.2.2.1 and 
typified by the network shown in Fig. 4.43. The network is initialized using the 
values for the memhership function centres and widths obtained from the 
first-stage tuning. Once established, the network structure remains fixed during 
the second stage of tuning. Therefore the network interconnection weights 
between layers one and two, between layers two and three, and between layers 
three and four do not change in the second stage of tuning. Only the interconnec- 
tion weights between layers four and five and the parameters (centres and widths) 
of the membership functions are altered. The second stage of tuning to improve 
these values uses a hack-propagation-type algorithm with the same set of training 
data as was used for the first-stage competitive network. The final, trained form 
of this network gives the implementation Corm of the controller. 

4.4.2.2.4 Alteniatiue f z ~ s z ~ ~ - ~ i e ~ r r a l  controller desigris 

In addition to the approach descrihed in detail above, a number of alternative 
methods may be adopted for establishing a fuzzy-neural controller. 

A back-propagation-based method which does not use clustering allows all 
fuzzy logic system parameters to he updated in a single optimization proce- 
dure. This approach can also incorporate linguistic information hut the high 
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dependence on a non-linear optimization search results in a possible slow con- 
vergence to a local minimum. The numbers of fuzzy sets for each variable must 
be specified n priori. It has been found that the proposed clustering-based 
approach results in fewer such sets. An 'order of magnitude' reduction is typically 
achieved. Investigations using a much simpler 'nearest neighbour' type of cluster- 
ing algorithm do not show such a reduction in the number of fuzzy sets. 

An approach based on an orthogonal least-squares solution establishes fuzzy 
basis functions and uses these to set up a form of fuzzy-logic controller which is 
linear in the unknown parameters. This approach, however, is computationally 
expensive and again requires the o priori specification of the initial number of 
basis functions to be used from which a specified number of 'best' functions are 
selected. 

Look-up-table methods have the advantage of simplicity and the resulting 
controller can be established in a one-pass operation. There is, however, no 
optimization and n priori specification of the numbers of fuzzy sets for each 
variable is again required. Equivalent and conflicting rules are eliminated by 
calculating a weight for each rule; rules with the highest weights are retained. 
Since there is no prior clustering of the training data, the elimination of such rules 
involves an exhaustive, and hence computationally expensive, evaluation of rule 
weights leading to an increased development time for the controller. 

The method adopted and described above has been found to result in a con- 
siderably simplified controller structure when compared to those obtained by any 
of the alternative methods, and the proposed procedure also has the advantage 
that the number of fuzzy sets and fuzzy rules can be determined by an automatic 
procedure. 

4.4.2.3 Vector drive with a self-organizing fuzzy-neural controller; 
minimal configuration 

The vector drive considered is similar to that shown in Fig. 4.40, where controller 1 
is the speed controller, controller 2 is the torque-producing current controller, 
controller 3 is the magnetizing current controller, and controller 4 is the flux- 
producing current controller. Conventionally these are implemented as PI-type 
controllers, but any of these may be replaced by a fuzzy-neural controller, and 
now the speed controller (controller 1) is a fuzzy-neural controller. 

There are various possibilities for obtaining the training data, e.g. it can be 
obtained from the PI-controlled drive. For this purpose, approximately 1500 data 
sets for the error, change of error, and controller output were recorded with the 
drive responding to a sequence of changes in reference speed going from standstill 
to 75% rated speed, followed by a speed reversal to -75% rated speed, followed 
by a reference speed change bringing the drive to rest. Data from this test was 
used to establish and train the fuzzy-neural speed controller by the two-stage, 
off-line procedure described in Sections 4.4.2.2.2 and 4.4.2.2.3. The first-stage 
training was carried out for approximately 60 epochs and tlie second-stage tuning 
was carried out for a further 30 epochs. 

It is a feature of the proposed method that it results in a significant reduction 
(up to 50%) in the number of fuzzy sets required for eacli variable when compared 
to classical non-self-organizing fuzzy speed controllers used in drives. A corre- 
sponding reduction in the number of fuzzy rules is also obtained, in this case up 
to an order of magnitude. These reductions afford a significant advantage over 
conventional approaches to controller design, particularly regarding the DSP 
requirements of a practical implementation. 

The results for the real-time performance obtained for the drive using the 
TMS32OC30 DSP with the fuzzy-neural controller replacing the PI speed control- 
ler are shown in Figs 4.44(a) to 4.44(c). The sequence of speed reference changes 
is as indicated above. It follows from Fig. 4.44(a) that a satisfactory speed 
response is achieved. The torque-producing stator current component (i,,) shown 
in Fig. 4.44(b) has the expected form and follows the reference value (i,,,,,) 
generated by the fuzzy-neural controller. As expected tlie rotor magnetizing 
current (Iim,I) shown in Fig. 4.44(c) is effectively constant. 

It should be noted that similar experimental results have been obtained for the 
induction motor drive when various speed controllers have been used: for the case 
when a fuzzy speed controller was used, for the drive with a PI speed controller, 
and also for the drive with an artificial-neural speed controller. However, in the 
present scheme the fuzzy rules and the membership functions have been obtained 
by an automatic, systematic procedure. In addition, a reduced number of 
membership functions and fuzzy rules has been established. 

Figure 4.45 shows the extremely non-linear 3-D controller characteristic of the 
fuzzy-neural speed controller. This results from a considerably reduced rule base 
established from the first phase of the network development followed by a 
second-stage tuning process with a duration of around 100 epochs. 

In summary it can be concluded that the combination of artificial neural 
network and fuzzy-logic concepts allows the advantages of eacli approach to 
be utilized whilst at the same time overcoming their respective disadvantages. 
The design procedure adopted allows for two-stage tuning of the controller. 
The first stage involves a method for the determination of the detailed structure 
of the fuzzy-neural controller, the determination of a minimal rule-base together 
with initial estimates for the centres and widths of the membership functions. 
The first stage allows for the inclusion of expert linguistic information. The 
second stage involves further tuning of the membership functions of the fuzzy- 
neural controller using a back-propagation-type training algorithm. The fuzzy- 
neural-controller form of a vector-controlled induction motor drive has been 
compared to that using conventional PI-type and non-self-tuning fuzzy controllers. 
Although the responses obtained in these cases are similar, it is important 
to note that the two-stage approach results in a reduced overall development 
time compared to the conventional approaches. The proposed technique produces 
minimal fuzzy set and rule base configurations for the fuzzy-neural controller. 
This leads to simpler real-time implementation. It is believed that in the future 
fuzzy-neural controllers will find widespread applications in various variable-speed 
drives. 
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Fig. 4.44. Fuzzy-neural-controlled vector drive crpcrimcntal responses. (8) Rcrcrcnce speed, rotor 
speed, slip rrcqucncy (,o,,,,,w,, w,,); (b) torque-producing stator currcnt reference, torque-producing 
stator current (i,y,,e,,i.,); (c) rotor magnetizing current (li.,,l). 
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Fig. 4.45. Non-linear runy-neural speed aontrollcr profile. 
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4.5 Main techniques of sensorless control of induction motors 

4.5.1 G E N E R A L  INTRODUCTION 

Many attempts have been made in the past to extract the speed or position signal 
of an induction machine; Chapter 5 of a recent book [Vas 19931 describes in detail 
various solutions. However, tlie first attempts have been restricted to tecliniques 
which are only valid in the steady state, and as an example, such tecliniques will 
first be briefly described. These can be used in low-cost drive applications, not 
requiring liigli dynamic performance. However, other tecliniques will also be 
described which are applicable for high-perromance applications in vector- and 
direct-torque-controlled drives. 

It is a common feature of many of the 'sensorless' techniques that tliey depend 
on machine parameters: tliey may depend on tlie temperature, saturation levels, 
frequency, etc. To  compensate for the parameter variations, various parameter- 
adaptation schemes have also been proposed in the literature. In an ideal sen- 
sorless drive, speed information and control is provided with an accuracy of 
0.5% or better, from zero speed to tlie highest speed, for all operating conditions 
and independent of saturation levels and parameter variations. In the only 
industrial sensorless implementation of a direct-torque-controlled drive, an im- 
proved mathematical model is used to estimate the speed, and it is claimed that 
tlie drive can work even at zero speed. However, it is believed that in the 
not-distant future, artificial-intelligence-based tecliniques (fuzzy, neural, fuzzy- 
neural, etc.) will have a more dominant role in sensorless drives and in particular, 
complicated mathematical models will not be required for speed or position 
estimation. 

Conventional techniques are not suitable to achieve stable, very low speed 
operation in a speed or position sensorless high-performance induction motor 
drive. In this case the estimation of tlie speed is problematic, due to parameter 
mismatch and noise. If the induction motor is represented by its fundamental 
model, then it becomes unobservable at zero frequency. However, as will be 
discussed in Section 4.5.3, it is possible to utilize various effects (rotor slot 
harmonics, saliency, etc.) for the speed estimation, but e.g. the rotor slot harmonic 
signal is insufficient in bandwidth as a speed feedback signal in a bigh-perform- 
ance drive, and specially introduced saliencies require non-standard rotors. On 
tlie other hand, it is possible to estimate the rotor position at very low rotor speed 
and even at zero frequency with liigli bandwidth in a standard squirrel cage 
induction motor by utilizing the rotor angle variation of tlie machine inductances 
u,,l(di,,,ldt), rr,$(di,$dt), and ir,,l(di,,ldt). 

In Chapter 7 artificial-intelligence-based speed-sensorless drives are also 
discussed. 
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4.5.2 SLIP  A N D  S P E E D  ESTIMATORS F O R  
LOW-PERFORMANCE APPLICATIONS 

It is possible to construct a low-cost slip-sensing device, which uses the stator 
voltages and currents of the induction motor. This can be obtained by simply 
considering the steady-slate equivalent circuit of the induction motor, and then it 
can be seen that for small values of the slip, the slip (s) can be expressed as 

where R: is the referred rotor resistance, w, is the stator angular frequency, T,is 
the steady-state electromagnetic torque, and lUrnl is the absolute value of the 
magnetizing (air-gap) voltage. Thus the slip monitor uses the monitored electro- 
magnetic torque and also the magnetizing voltage, which can be simply obtained 
by subtracting the ohmic and stator leakage voltage drops from the terminal 
voltage. The electromagnetic torque can be obtained from monitored stator 
voltages and currents (by using the fact that the torque can be expressed as the 
cross-vectorial product of the stator flux-linkage and current space vectors, and 
the stator flux-linkage vector can be obtained by integrating the stator-voltage 
space vector reduced by the stator-voltage space vector of the ohmic drops). 

As an alternative, the electromagnetic torque can be obtained from the air-gap 
power, 

which can he determined as the difference of the d.c. link power and the power 
losses for the inverter, stator, and choke: 

In this scheme the d.c. link voltage and d.c. link current are monitored. The 
inaccuracy in the determination of the various losses has a significant effect on the 
accuracy of the estimated slip at low values of the slip, since at low slip values, 
these losses constitute a large percentage of the input power. The steady-state 
angular rotor speed can then be obtained as 

It is important to note that the monitoring schemes described above cannot be 
used under dynamic conditions and the first scheme can only be used for the 
estimation of the slip near to its rated value, i.e. for small values of the slip. Thus 
tlie speed range is limited. Furthermore, in the first scheme, when obtaining the 
magnetizing voltage, tlie stator leakage voltage contains the derivative of the 
stator currents, and this can cause significant problems due to the noise content 
in the stator currents. The techniques described can only be used in low- 
performance applications and not in high-performance drives. 

It is also possible to utilize the Kloss formula for the determination of the 
steady-state slip, if the pull-out slip (s,,,) and pull-out torque (T,,,,,) values are 
known: 

where the electromagnetic torque can be estimated by using one of the techniques 
described above. Furthermore, it follows from eqn (4.5-5) that for low values of 
the slip, the slip estimation can be based on 

T" -- 2 s -- 
Tern,, ( J , "~~)  

and at large values of the slip it can be obtained from 

1 .ma, S 

In a conventional speed-controlled voltage-source inverter-fed induction motor 
drive with open-loop flux control using the steady-state machine model (Vlf 
control), the speed is monitored and the reference value of the slip frequency is 
obtained on the output of a speed controller as shown in Fig. 4.46. 

In this scheme the reference angular stator frequency is obtained by using 

' J J I , , I = ~ , I ~ c ~ +  a, (4.5-8) 

and w,,,, is an input to the function generator f(w,), which outputs the modulus 
of the reference stator voltages, lii,,,,l. If the effects of the stator resistance are 
neglected, then to ensure constant stator flux, 117,,,,1 is varied linearly with the 
stator frequency (thus the function f is a linear function of a , ) .  However, at 
low stator frequencies, it is important to consider the effects of the stator resis- 
tance, and then the stator voltage has to be boosted (thus the function f is not 
linear). Such an induction motor drive has good steady-state performance but 
low dynamic performance, since it is based on the steady-state equivalent circuit. 
Similarly to all types of open-loop drives, such an open-loop drive is sensitive 
to various secondary effects (parameter variations, e.g. due to temperature 
variation). 

In a low-cost implementation of the V/f drive, no slip compensation is used, thus 
there is no need to monitor the speed. Such a low-cost, low-dynamic-performance 

I I I 

Fig. 4.46. Vlf control scheme using spccd sensor. 
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Fig. 4.47. Low-cast V/f control scheme wilhaut spced sensor 

VSI-fed induction motor drive scheme is shown in Fig. 4.47. In this scheme, the 
slip frequency is not considered, thus w, = w,,,, is assumed. 

When the stator frequency is integrated, it gives the position (6) of the stator- 
voltage space vector (witli respect to the direct-axis of tlie stationary reference 
frame). Thus 

On the other hand, the output of the / (a , )  function generator gives the 
stator-voltage reference modulus (Jli,,,,J). This function generator implements the 
Vlf cliaracteristic as discussed above. In the stator-voltage-oriented reference 
frame, the reference stator-voltage space vector has only a direct-axis compo- 
nent, 11 ,,.., =hi7 ,,,, 1, and its quadrature-axis components ( ~ r ,  ,,,,) is zero. It follows 
that the two-axis components of the reference stator-voltage space vector in 
tlie stationary reference frame (11,,,~,. L I ~ , ~ ~ , )  can be obtained by using the 
transformation 

Thus rr ,,,,, =I17 ,,,, (cosc and rr ,g,., =lii,,,,(sin E ,  ~vliich are the inputs to the modu- 
lator, as shown in Fig. 4.47. If the three-phase reference stator voltages are 
required, these can also be obtained as 

However, the scheme shown in Fig. 4.47 will result in speed errors caused by a 
load (for large loads the error is large), since it has been assumed above that the 
stator frequency is equal to the reference speed, which is only correct if the slip 
is zero (there is no load). It follows that to ensure good steady-state speed 
regulation, slip compensation must be employed. 

In various implementations of the Vlf control scheme witli slip compensation, 
it is possible to obtain the slip frequency using the concepts discussed above for 
slip estimation. However, a simple scheme shown in Fig. 4.48 can also be 
obtained, which contains the slip frequency compensation, but where the slip 
frequency is obtained in another easier way. For this purpose it is utilized that 
the slip frequency is proportional to the torque, which is however proportional to 
the quadrature-axis stator current (i,,,) in the stator-voltage-oriented reference 
frame (this reference frame was introduced in connection with the scheme 

Fig. 4.48. Speed-sensorless V/f scheme with slip frcqucr~cy mmpcnsation and using thc position of Lhc 
stnlor-voltagc spacc vector. 

described in Fig. 4.47). However, for this purpose the active stator current (i,,) 
component must be monitored. This can he obtained from the monitored stator 
currents, since the stator-current space vector in the stator-voltage-oriented 
rererence frame can be expressed as 

i,,+ji,,.=exp(-jc)(i,,+ji,,), (4.5-12) 

where i,,+ji,, is the stator-current space vector in the stator (stationary) 
reference frame. Thus is ,= -i,,sinc+i,,cost;. This is tlie reason why the 
exp(-jc) transformation is also present in tlie control scheme shown in 
Fig. 4.48. The voltage transformation is the same as in tlie scheme of Fig. 4.47. 
The slip frequency can he estimated by considering that it is proportional to the 
active stator current, thus ds,=ci,,,, where c is a constant. The speed controller 
in Fig. 4.47 outputs the reference value of the active stator current (iSJ,,,,) and 
when tliis is compared with the actual value of the active current, the error is 
an input to the active stator-current controller. This outputs the reference value 
of the angular stator frequency (w,,,,), and when integrated gives the angle 
E as discussed above. Furthermore, the difference of w,,,, and the estimated 
slip frequency (d,,) gives the estimated speed (d,) .  By considering that 
isA+i,,+i,c=O, the two-axis stator currents is,, i,, can be obtained by only 
measuring two stator currents (e.g. i,,,i,,), where is, is proportional to is, and 
is, is proportional to i,,-i,c=is,+2i,,. 

It follows that this scheme contains closed-loop control of both the speed and 
the active stator current. It can be used for the accurate steady-state speed control 
of the induction machine for any value of the load. However, the dynamic 
performance of the drive is low, since the scheme is based on the steady-state 
equivalent circuit of the machine. Speed estimation schemes which allow high 
dynamic performance are discussed in the next section. 

4 .5.3 SLIP ,  S P E E D .  R O T O R  A N G L E ,  A N D  F L U X - L I N K A G E  
ESTIMATORS F O R  H I G H - P E R F O R M A N C E  A P P L I C A T I O N S  

In the present section, various techniques are described which can be used 
in high-performance drives for the eslimation of the slip, rotor speed, rotor 
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angle, and various machine flux linkages. Thus the following techniques are 
described: 

1. Open-loop estimators using monitored stator voltageslcurrents and improved 
schemes; 

2. Estimators using the spatial-saturation stator phase third-harmonic voltage; 

3. Estimators using saliency (geometrical, saturation) effects; 

4. Model reference adaptive systems (MRAS); 

5. Observers (Kalman, Luenberger); 

6. Estimators using artificial intelligence (neural network, fuzzy-logic-based 
systems, fuzzy-neural networks, etc.). 

4.5.3.1 Open-loop speed estimators using monitored stator voltages and currents; 
improved schemes 

4.5.3.1.1 General irrlroductiori 

In the present section various rotor speed and slip frequency estimators are 
obtained by considering the voltage equations of the induction machine. The 
schemes described below use the monitored stator voltages and currents or the 
monitored stator currents and reconstructed stator voltages. Some of these 
estimation schemes are used in recently introduced commercially available speed- 
sensorless induction motor drives. However, it is important to note that in general, 
the accuracy of open-loop estimators depends greatly on the accuracy of the 
machine parameters used. At low rotor speed, the accuracy of the open-loop 
estimators is reduced, and in particular, parameter deviations from their actual 
values have great influence on the steady-state and transient performance of the 
drive system which uses an open-loop estimator. Furthermore, higher accuracy is 
achieved if the stator flux is obtained by a scheme which avoids the use of pure 
integrators (see also Sections 3.1.3.2, 3.2.2.2, and 4.1.1.4). 

In general, open-loop speed estimators depend on various parameters of the 
induction machine. The stator resistance (R,) has important effects on the stator 
Rux linkages, especially at low speeds, and if the rotor flux linkage is obtained 
from the stator flux linkage, then the rotor flux-linkage accuracy is also influenced 
by the stator resistance. However, it is possible to have a rather accurate estimate 
of the appropriate 'hot' stator resistance by using a thermal model of the 
induction machine. 

In some schemes, tlie rotor flux-linkage estimation requires the rotor time con- 
stant, which can also vary, since it is the ratio of the rotor self-inductance and the 
rotor resistance, and the rotor resistance can vary due to temperature effects and 
skin effect (current-displacement effect), and the rotor self-inductance can vary 
due to sltin effect and saturation effects. The changes of the rotor resistance due 
to temperature changes are usually slow changes. Due to main flux saturation, the 
magnetizing inductance (L,) can change and thus the stator selT-inductance 
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(L,=L,,+L,) and rotor self-inductance (L,=L,,+L,) can also change even if the 
leakage inductances L L are constant. The changes of the rotor self- 
inductance due to saturation can be fast. Due to leakage flux saturation, L,,, L,, 
and the stator transient inductance (L:) can also change. In a vector-controlled 
drive, where the rotor flux amplitude is constant, the variations of L, are small. 
In a machine with closed rotor slots, the stator transient inductance varies due to 
leakage flux saturation, and is a function of the stator currents, due to the 
saturable closing bridge around the rotor slots. In a torque-controlled drive, the 
effects of incorrect parameters result in incorrect torque, flux, degradation of 
system performance, etc. 

In Section 8.1 and also in a recent book [Vas 19931 on-line parameter identifi- 
cation techniques are discussed, where the most important four induction motor 
parameters (stator resistance, rotor time constant, stator transient inductance, 
stator self-inductance) are also identified during a self-commissioning stage of a 
torque-controlled induction motor drive system (vector drive or diiect-torque- 
controlled drive). Various commercial drives use parameter estimation techniques 
which are identical or similar to that described in Section 8.1. It should he noted 
that in this self-commissioning stage, the machine is at standstill during all 
measurements. The stator resistance is identilied by injecting a d.c. current in the 
stator winding and measuring the corresponding d.c. voltage in the steady state. 
The rotor time constant is identified from the exponential voltage waveform when 
a step change in the stator current is applied. Finally tlie stator transient time con- 
stant is identified from the slope of the stator currents when a step voltage is applied. 

Five rotor-speed estimator schemes are described below, but where possible, 
small modifications of a scheme are also discussed within the scheme. In every 
subsection, first the expression for the rotor speed used by the scheme is given and 
this is then followed by a mathematical proof and the description of various 
aspects of implementation details. 

4.5.3.1.2 Rotor speed estirrlotiorr scheme I 

It is possible to obtain an expression for the rotor speed directly by using the 
rotor-voltage space-vector equation expressed in the stationary reference frame 
(w,=O). It follows from eqn (2.1-149) that for the induction motor, the direct-axis 
rotor-voltage equation becomes 

where 

$rd=Lr;rd+L,,,i5D. (4.5-14) 
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Equation (4.5-13) can be rearranged for the rotor speed, but it contains the 
direct-axis rotor current which cannot he measured directly. However, by con- 
sidering eqn (4.5-14) it can he expressed in terms of the direct-axis stator current 
and direct-axis rotor flux and when this is substituted into eqn (4.5-13), 

is obtained. This equation can be used for the estimation of the rotor speed. 
However, for this purpose, the direct- and quadrature-axis rotor flux linkages 
have to be estimated. Various techniques have been discussed in Section 4.1.1 for 
the estimation of the stator flux and rotor magnetization current from terminal 
quantities. For example, the rotor flux-linkage space vector can be obtained from 
the monitored terminal voltages and currents by using the circuit of Fig. 4.9(a), 
and by utilizing i!trd= LminlrD, dlrq= LminirQ. or $:=~,li,,,J exp(jpr). However, 
other circuits have been shown in Figs 4.9(h), 4.9(c), and 4.9(d) which result in 
smaller integrator drift at low frequency (two or the circuits use closed-loop 
integrators). However, as discussed in Section 3.1.3.1 and also in Section 4.1.1, it 
is also possible to reconstruct the stator voltages by using the monitored d.c. link 
voltage together with the inverter switching functions. For clarity, some of the 
equations will now be summarized. 

In eqn (4.5-15) T, is the rotor time constant (T,=L,IR,) and it can he seen that 
this equation contains the derivative of the direct-axis rotor flux-linkage compon- 
ent. By using eqns (2.1-150) and (2.1-151), the rotor flux-linkage space vector can 
he expressed in terms of the stator flux-linltage space vector, and in the stationary 
reference frame !~;=(L,/L,,)(I~~-L:~,) is obtained, where L; is the stator transient 
inductance. Resolution of this into its real and imaginary parts gives 

The derivative of I//,, is used in eqn (4.5-Is), and if magnetic saturation is 
neglected, it follows from eqn (4.5-16) that 

Eqns (4.5-16)-(4.5-18) contain the stator flux-linkage components which can be 
obtained from eqn (2.1-148) in the stationary reference frame by using 

However, greater accuracy can be ohtained by using the flux estimation tech- 
niques discussed in Section 4.1.1.4.3. The rotor speed can finally be obtained from 
eqn (4.5-l5), by considering eqns (4.5-16)-(4.5-20). To summarize: 

where 

and $,, is ohtained from this by integration. Similarly, I//,, is ohtained from 

by integration. A possible implementation is shown in Fig. 4.49. It can be seen 
that this requires several machine parameters, some of which vary with temper- 
ature, skin effect, and saturation. Thus the speed can only be obtained accurately 
if these parameters are accurately known. It is possible to have a rather accurate 
estimate of the stator resistance by utilizing the 'cold' value of the stator resistance 
together with a thermal model of the induction machine. At low speeds the 
accuracy of this scheme is limited, but improvements can be ohtained by using 
the flux estimation techniques discussed in Section 4.1.1.4.3. It should he noted 
that a similar scheme could be obtained if the speed is estimated by using the 
quadrature-axis rotor equation in the stationary reference frame. The stator 
voltages can he monitored or reconstructed from the d.c. link voltage and the 
inverter switching states, as discussed in Section 3.1.3.1 and Section 4.1.1. 

As mentioned above, it is possible to iniprove the speed estimation by employ- 
ing improved flux estimators (e.g. those shown in Figs 4.9(h), 4.9(c), or 4.9(d)). For 
illustration purposes one of the improved schemes which is obtained by utilizing 
the technique described in connection with Fig. 4.9(h) is shown in Fig. 4.50. 

Fig. 4.49. Rotor speed estimator using two integrators, two diilerentiatars, and 5 machine parameters. 
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Fig. 4.50. Rotor spccd estimalor using 2 inlegmton, I differentiator, and 4 machine parameters. 

In this case, first, the modulus ( [ l a )  and angle ( p , )  of the stator flux-linkage space 
vector are obtained (by the circuit shown in Fig. 4.9(h)) and then the rotor flux 
linkages are obtained by using eqns (4.5-16) and (4.5-17). These are then used in 
eqn (4.5-21). 

The estimator shown in Fig. 4.50 contains a differentiator to obtain dl&,,ldf. 
When a suitable numerical algorithm is used, this can be performed accurately. 
However, it is also possible to use another combined scheme, where d(~,,ldt 
is obtained by using eqn (4.5-22) and I&,, is obtained by using the technique 
described in Fig. 4.50. 

4.5.3.1.3 Rotor speed estirt~atiolz scherlle 2 

Fig. 4.51. Rotor speed estimalor using 2 integrators, 1 difTerenfiator, and 4 machine parameters. 

definition of the direct-axis stator flux linkage, (I,,=L,~,,+L,~,). A scheme 
using eqn (4.5-24) is shown in Fig. 4.51. The flux estimator block can he 
implemented by using any of the improved techniques discussed earlier. 

The speed estimator shown in Fig. 4.51 requires four machine parameters and 
accuracy of the speed estimator greatly depends on these. However, it is possible 
to obtain satisfactory results down to 1-2 Hz. 

Equation (4.5-24) has been derived by using the quadrature-axis rotor equation, 
but if the direct-axis rotor voltage equation is used, then a similar expression can 
he obtained: 

An implementation based on eqn (4.5-25) requires the same complexity as that 
shown in eqn Fig. 4.51. However, it can be seen from (4.5-25) that if another 
speed estimator is used where the quadrature-axis stator flux is forced to be zero, 
then the scheme is simplified and the numerator will not contain the quadrature- 
axis stator flux-linkage space vector. This is indeed the case if the rotor voltage 
equation is expressed in a reference frame rotating with the speed of the stator 
flux. This is now discussed below. 

4.5.3.1.4 Rofor speed estblmfiorl sclrerlle 3 

It is possible to obtain another rotor speed estimation scheme, which can be 
obtained from eqn (4.5-15) by the substitution of eqns (4.5-Ib), (4.5-17), and 
(4.5-22). Thus 

There are many possibilities for obtaining the expression for the rotor speed for this 
(4.5-24) scheme, hut it is very straightforward to use first the rotor voltage equation in the 

stationary reference frame, and the resulting equation is then transformed into 
It should he noted that this expression can also be directly obtained by consider- the stator-flux-oriented reference frame. By following this approach, of course 
ing the quadrature-axis rotor voltage equation, eqn (4.5-13), and by substitution eqns (4.5-24) and (4.5-25) will also result. For this purpose the rotor-voltage 
into this eqns (4.5-l7), (4.5-22), and i,,=(~,v-L,i,D)IL, (which follows from the space vector equation is considered in the stationary reference frame. This can he 



obtained from eqn (2.1-149) by assuming o , = O  and thus ~ = ~ , i ~ ' + d t ~ l d / - j w , ~ r ~  
is obtained. However, the rotor-current space vector can be eliminated by con- 
sidering ~ ~ = ( I ~ ~ - L , T , ) I L ,  and the rotor flux-linkage space vector can be substi- 
tuted by IE=(L,IL,) (I~~-L:T,).  Hence 

and substitution of the expressions for Ti, I?:,:, and dlF:ldt into the rotor voltage 
equation gives 

(4.3-26) 

It should be noted that, as expected, the real and imaginary parts of eqn (4.5-26) 
yield eqns (4.5-24) and (4.5-25) respectively. Equation (4.5-26) is a specific form 
of the rotor voltage equation in the stationary reference frame. When this is 
transformed into the reference frame rotating with the stator flu-linkage space 
vector, whose speed is w,,=dp,ldt (stator-flux-oriented reference frame, where p,  
is the angle of the stator Aux-linlcage space vector with respect to tlie real-axis of 
the stator rererence kame as shown in Fig. 4.23, then 

= -~e~~(-j~~~)l~,+jo,[~~~exp(-j~,)- ~ ~ i , e x ~ ( - j ~ , ) ]  (4.5-27) 

is obtained. However, on the right-hand side of eqn (4.5-27), 
- - 
~ b s e x p ( - ~ ~ ~ ) = ~ ~ = ~ b 5 x + j ~ / ~ ~ , ~ = l $ ~ l  

are the stator-flux and stator current space vectors respectively in the stator-flux- 
oriented reference frame (whose real and imaginary axes are denoted by s and y 
respectively). Thus it follows that 

The real and imaginary parts of eqn (4.5-28) give 

where 

and fis=rr,,+jlr,Q, i,=iS,+jisQ. It follows from eqn (4.5-30) that 
- 

~ r = r ~ ~ , , l ( l ~ ~ s ~  -LLisr). (4.5-32) 

As expected, the numerator of eqn (4.5-32) contains only 11;. and not tlie 
quadrature-axis stator flux. This is physically due to the fact that in the 
stator-flux-oriented reference frame the quadrature-axis stator flux is zero. This 
should be contrasted with eqn (4.5-25), whose numerator contains the quadrature- 
axis stator flu (expressed in the stationary reference frame). Equation (4.5-32) 
bas been implemented in Fig. 4.52. This scheme again depends on four machine 
parameters and can give satisfactory results even at very low speeds. The voltages 
can either be monitored or they can be reconstructed from the measured d.c. link 
voltage and inverter switching states. A speed estimator based on eqn (4.5-32) 
can be effectively used in a stator-flux-oriented vector control scheme even at 
relatively low stator frequency. The flux estimator can use any of the improved 
techniques discussed earlier, including the estimator shown in Fig. 4.9(b) or (c). 

It should be noted that if the rotor speed is determined by eqn (4.5-32), then 
by using this in eqn (4.5-291, it is possible to obtain an expression for the rotor 
time constant, and this can be used to monitor tlie changes of T,. 

Pig. 4.52. Rotor speed eslimntor using scheme 3. 



414 l/L.ctor arid direct forqtte corrfrol of ir~drrdiorr rizachiries 

4.3.3.1.5 Rotor speed estirr~atior~ scl~err~e 4 

Various rotor speed estimators are now described, which use the speed of the rotor 
flux-linkage space vector or the speed of the stator flux-linkage space vector. 
These require the estimate of the appropriate slip frequency. This type of scheme 
is one of those schemes which are used in recently introduced speed-sensorless, 
commercially available high-performance induction motor drives. In these com- 
mercial implementations the stator voltages are not monitored hut are reconstruc- 
ted from the d.c. link voltage and switching states of the inverter (see Sections 
3.1.1 and 4.1.1). It should be noted tliat a similar scheme has been described in 
Section 3.1.3 for a permanent-magnet syncl~ronous machine [e.g. see eqn (3.1-4811, 
but in the PM synchronous machine the speed estimation is simpler, since tlie 
rotor speed is equal to the speed of the stator flux (slip speed is zero). 

It is possible to implement an angular rotor-slip-frequency estimator (w,,) by 
considering the rotor voltage equation of the induction motor. It has been shown 
in Section 4.1.1 tliat if the rotor voltage equation is expressed in the rotor-flux- 
oriented reference frame, then eqn (4.1-26) is obtained, which contains the angular 
slip frequency. o,,=i,,I(T,Ii,,,j). If the expression of i,,, given by (2.1-192) is 
substituted into this, then 

4,. -isusin p,+i,Qcosp, o,, = - = (4.5-33) 
TTlintrl Trlimrl 

is obtained, where p, is the angle of the rotor flux with respect to the real-axis of 
the stationary reference frame. By considering that the rotor flux modulus can be 
expressed as IIT~~=L,I~~,I ,  where lim,l is the modulus - of the rotor magnetizing- - 
current space vector, and also using sin p,=$,,II$,I and cos p,= I//,,/II//,I, wliich 
expressions follow from I?~=/IT,,~ exp(jp,), eqn (4.5-33) can he rewritten as 

Equation (4.5-34) can be used to monitor the angular slip frequency by moni- 
toring the stator currents, and also by using the rotor flux linkages. The rotor flux 
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linkages can be estimated in various ways, e.g. by using eqns (4.5-16) and (4.5-17). 
These expressions include the stator flux linkages, wliich can he estimated from 
the stator voltages and currents as described above (see also Section 4.1.1.4). It 
should be noted that it is possible to reformulate eqn (4.5-34) by considering the 
expression for the electromagnetic torque given by eqn (2.1-191). where I~,=I$J 
is the modulus of tlie rotor flux. Thus 

is obtained, where t ,  is tlie electromagnetic torque, P is the number of pole pairs, 
and R, is the rotor resistance. This expression contains the modulus of the rotor 
flux and also the electromagnetic torque. The electromagnetic torque can also he 
substituted by t ,=(3P12)(1b , , i ,~ -1b~~i~~) ,  where and are the stator flux 
linkages in the stationary reference frame, and their monitoring has also been 
discussed above. 

It is also possible to obtain an expression for the rotor speed by considering 
that from eqn (4.1-26) it follows that 

where on,, is the speed of the rotor flux (relative to the stator) o,,,=dp,ldt, and 
o,, the angular slip frequency [e.g. given by eqns (4.5-34) and (4.5-331. In other 
words, om, is tlie speed of the rotor flux-linkage space vector with respect to the 
rotor. It is possible to obtain an expression for o,,, in terms of the rotor 
flux-linkage components by expanding the expression for the derivative dprldt. 
Since the rotor flux-linkage space vector expressed in the stationary reference 
frame is 

$ i=$ , a+ j$ rq=~~&~ exp(jp,), 

thus p,= tan-'(~b,,l~//,,) and it follows that 

The numerator contains IIT~I'. By substituting eqn (4.5-37) into eqn (4.5-36) and 
by also considering (4.5-34) or (4.5-33, finally we obtain 

and 

A rotor speed estimator can then be constructed which uses the monitored stator 
currents and the rotor flux components, which, however, can be obtained from 
the stator flux linkages as discussed above. The stator flux linkages can be 
obtained by using monitored stator currents and monitored or reconstructed 
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stator voltages as discussed above. The accuracy of a speed estimator using 
eqn (4.5-38) or (4.5-39) depends greatly on the machine parameters used, and 
also on the model used [or the estimation of the rotor flux-linkage components. 
A possible implementation is shown in Fig. 4.53. This contains the following 
three machine parameters: R,, LL, and /c=LmIL,. However, an improved scheme 
is obtained if improved flux-linkage estimation is used. For this purpose it is also 
possible to use any of the tecllniques discussed earlier (see Section 4.1.1.4) and 
then, Tor example, the speed estimator shown in Fig. 4.9(d) is obtained. 

For digital implementation it is possible to use various forms, including the 
following discrete form: 

where /~T,(li)l'= [$,,(I;-I)]'+ [~//,,(lc-I)]'. Since this equation contains a model- 
ling error, which results in an error of the estimated rotor speed, in practice a 
low-pass filter can be used to remove this error. 

It should be noted that in a vector-controlled drive, rather accurate estimation 
of the rotor speed may be obtained if the slip frequency term in eqn (4.5-39) 

t- is replaced by its reference value. For example, in a vector-controlled drive with 
rotor-flux-oriented control where i ,,,,, , and IT ,,,, ,I are used, o,,,,,=i ,,,, ,l(T,IimrreII) 
or w,l,,i=(2t,,,r~,)1(3Pll~.rl'). 

It is also possible to estimate the rotor speed in another way, which is similar 
to that described by eqn (4.5-39), but which instead oT using the speed of the rotor 
flux (w,,), uses the speed of the stator flux, om,. If the direct and quadrature-axis 

wm40 

Fig. 4.53. Rotor speed estimator using 2 integrators, 2 diKerentiators, and 3 paramctcrs, 
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stator flux linkages ($,,, in the stationary reference frame are known (they 
are estimated by one of the techniques described above, which uses the monitored 
stator voltages and currents or the reconstructed stator voltages and currents), - 
then since ~ ~ , = $ . ~ + j ~ ~ , ~ = l ~ ~ ~ ~ e x p ( j p , ) ,  where p, is the angle of the stator flux- 
linkage space vector with respect to the real-axis of the stationary reference 
frame, it follows that 

In eqn (4.5-41) om, is the speed of the stator flux-linkage space vector with respect 
to the stator. By performing the dinerentiation, this can he put into the following 
form: 

where the numerator contains IIFJ'. This is similar to eqn (4.5-37). By using 
eqns (4.5-19) and (4.5-20), it is possible to express w,, in terms of the stator 
voltages and stator currents. The upper part of the circuit shown in Fig. 4.54 
shows a possible implementation of eqn (4.5-42). 

W,,, cstirnator ,-----.--~~----......----~............... 

Fig. 4.54. Estimation of the rotor speed by using the speed of the stator flux-linkage space vector. 
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This requires the use of two integrators and only one machine parameter: the 
stator resistance. It should be noted that by using the concepts discussed in 
Sections 3.1.3.1 and 4.1.1, it is possible to obtain other schemes where the problems 
associated with pure integrator initial values and drift are reduced. For example, 
the pure integrator can be replaced by a low-pass filter. 

To obtain a rotor speed estimator, which uses w,, [defined by eqn (4.5-42)], 
it is possible to proceed in various ways. A specific solution can be obtained by 
considering eqns (4.2-16) and (4.2-23), from which o,=w,,-o:,, where now o:, 
is the speed of the stator flux-linkage space vector relative to the rotor (not the 
speed of the rotor flux relative to the rotor, which is denoted by w,,): 

It should be noted that eqn (4.5-43) has been directly obtained from the rotor 
voltage equation of the induction machine, but expressed in the stator-flux- 
oriented reference frame (which rotates at the speed of om,). Thus the stator 
currents is, and i,,, are the stator currents in the stator-flux-oriented reference 
frame, and they can be obtained from the stator currents i,,, iSQ (expressed in the 
stationary reference frame) by considering i,,+ji,J,=(i,D+ji,Q)exp(-jp,). Hence 
by using eqn (4.5-43), the scheme shown in Fig. 4.54 can be extended to obtain 
w:,. For this purpose cos p, and sin p, can be obtained from the stator flux-linkage 
components shown in Fig. 4.54, by using cos p, = 1),,11$,l and sin p, = I ~ . ~ I ~ I F ~ ~  to 
obtain is, and i,,, or p, can be obtained by using a rectangular-to-polar converter 
(where the inputs are I),, and $,Q and the outputs are lTsl and p,). By using the 
obtained is,, i,,, and ItF51, the slip frequency w:, can be obtained by the applica- 
tion of eqn (4.5-43), and finally when this is subtracted from w,,, the rotor speed, 
w, is obtained. This is also shown in Fig. 4.54. However, it can be seen that this 
speed estimator is more complicated than the one shown in Fig. 4.53. 

It should be noted that it is possible to obtain other solutions as well, which 
use the speed of the stator and rotor flux-linkage space vectors. For example, such 
a scheme can be derived by considering that the rotor speed is equal to the sum 
of the speed of the stator flux-linkage space vector, w,,=dp,ldr, minus the speed 
diRerence between the stator and rotor flux-linkage space vectors, w,=dpldt, 
minus the speed of the rotor flux-linkage space vector (relative to the rotor), 
w,,=dO,,ldt. This last term is now defined as in eqn (4.5-35), and can be expressed 
as in eqns (4.5-34) or (4.5-35). Thus 
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Fig. 4.55. Stator flux and rotor flux-linkage space vectors, and their positions in various reierence 
framcs. 

of the stator reference frame, and p is the angle between the stator and rotor 
flux-linkage space vectors, p=p,-p,. It follows that 

is indeed the diKerence between the speed of the stator flux-linkage space vector 
and the speed of the rotor flux-linkage space vector. Furthermore, as shown in 
Fig. 4.55, 0, is the rotor angle, and O,=p,-p- B,,. Thus 

dB dp dp dB,, o = 2 = 2 -  ---= 
' dt dt dt dt % 3 - - ~ d - ~ s l >  

in agreement with eqn (4.5-44). In eqn (4.5-44), a,, can be obtained as given by 
eqn (4.5-42), and w,, can be obtained as shown by eqn (4.5-35). However, o, can 
be obtained by considering that 

- - - - 
tc=~PLmI(L:I~,)~~/~s~~~~,~ sin p =cld~,ll$,l sin p, 

where c = (3/2)PL,I(L:lL,), from which 

It should be noted that t ,=c l~F~l l$~ls in~  follows from t ,=(3 /2)~1L xi,, by con- 
Equation (4.5-44) can be simply proved by considering Fig. 4.55 which shows the sidering that is= [ $ s - ( ~ , ~ ~ , ) ~ ~ ] / ~ :  [this last equation follows from eqns (2.1-150) 
stator and rotor flux-linkage space vectors and their angles with respect to and (2.1-151)l. Finally eqn (4.5-44) can be put into the form 
different reference frames. As discussed above, ps is the angle of the stator 
flux-linkage space vector with respect to the real axis of the stator reference frame, ~ b , ~ d $ , ~ l d t  - ~ b ~ ~ d l b ~ ~ l d t  d - - wr= 2t R 
p, is the angle of the rotor flux-linkage space vector with respect to the real axis 

l b s ~ 2  + $ s ~ 2  dt ~ P I $ , I ~ '  
- - s i n l t l c l ] -  (4.5-45) 
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where it is possible to use different expressions for the electromagnetic torque 
[e.g. t,=(3/2)P(b'/,,i,,-$,,i,,) or tC=(3/2)P(L,IL,)($,,i,,-$,,i,,)]. Equation 
(4.5-45) can also be used for the estimation of the rotor speed of an induction 
machine, but this is not simpler than that described by eqn (4.5-38) or (4.5-39). 

In Fig. 4.55, the angle p,-p is equal to tlie angle p, and thus 

dl) d dO = 2 = - ( p  -p)-'=o 
' dt dl ' dt " ' - ~ ' 1 '  

which, as expected, agrees with eqn (4.5-36). It follows that when the rotor speed 
is determined by using the speed (o,,) of the rotor flux-linkage space vector and 
the speed of the rotor flux with respect to the rotor (w,,), then w,=o,,-o,, holds. 
However, when the rotor speed is determined by using the speed of the stator 
flux-linkage space vector (om,) and also the speed of the rotor flux-linkage space 
vector with respect to the rotor (w,,),  then an extra speed term, w,, has also to be 
considered, and o,=wm,-o,-w,,. On the other hand, it also follows that the 
rotor speed can be determined by considering that 8, =p, - ( p  + 8<,) =p,- y, where 
as shown in Fig. 4.55, y =p+O,, is the angle of the stator flux-linkage space vector 
with respect to the real axis of the rotor, since it follows that 

This means that the rotor speed is equal to the speed of the stator flux-linkage 
space vector (with respect to the stator) minus the speed of the stator flux-linkage 
space vector with respect to the rotor, w:, (which has been given by eqn (4.5-43). 
This last approach has been used in the scheme of Fig. 4.54. 

Various other simplified rotor-speed estimation schemes can be obtained 
directly by considering eqns (4.5-44) and (4.5-45), if it is assumed that the speeds 
of the stator and rotor flux-linkage space vectors are equal. In this case w,=O, and 

This is similar in form to eqn (4.5-39), but eqn (4.5-39) is more accurate, since 
eqn (4.5-46) assumes that w,=O. 

In summary it should he noted that among the various speed estimators 
discussed above in connection with the Scheme shown in Fig. 4.53, those using 
eqns (4.5-38) or (4.5-39) are the simplest and most accurate. These rely heavily 
on the accuracy of the estimated flux-linkage components. If the stator voltages 
and currents are used to obtain the flux-linkage estimates, then by considering the 
thermal variations of the stator resistance (e.g. by using a thermal model), and 
also by using appropriate saturated inductances, the estimation accuracy can he 
greatly improved. However, a speed-sensorless high-performance torque-control- 
led drive (vector- or direct-torque-controlled drive) using this type of speed 
estimator will only work successfully at extremely low speeds (including zero 
speed) if the flux-linkage estimator is a closed-loop observer. 
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4.5.3.1.6 Rotor speed estirrlotior~ sL./re~l~e 5 

It is also possible to obtain directly an expression for the rotor speed from the 
rotor space-vector voltage equation of the induction machine in the stationary 
reference frame, by eliminating from this the unmeasurable rotor-current space 
vector. However, due to its limitations, this estimation technique has been delib- 
erately considered as the last scheme, since it will be shown that this direct 
approach cannot be used in two cases: under sinusoidal steady-state conditions 
and also when the rotor flux is constant. The rotor voltage equation can also be 
used for the estimation of the rotor resistance, hut again, tlie estimation cannot 
be used in tlie sinusoidal steady-state and when the rotor flux is constant. The 
details will be considered below, and these are mainly useful for educational 
purposes. 

It follows from eqn (2.1-149) that 

where the primed rotor quantities denote quantities in the stationary reference 
frame. However, by considering that the stator flux-linkage space vector can be - 
expressed as I~,=L,T,+L,~;, it follows that the rotor-current space vector 
expressed in the stationary reference frame is 

L", 

Substitution of eqn (4.5-48) into (4.5-47) gives the rotor voltage equation in terms 
of the stator flux-linkage, rotor flux-linkage, and stator-current space vector 
respectively, and when this voltage equation is resolved into its real and imaginary 
parts, 

are obtained. Equations (4.5-49) and (4.5-50) can be put into the form 

cr,x,+b,s, =c, (4.5-51) 

a,x2+b2x2=c2, (4.5-52) 
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where 

d$d x,=R, and s2=wT 
"'=-dl 

Equations (4.5-51) and (4.5-52) can be solved for the 'unknowns's, and s, when 
the resulting determinant D=a,b,-a2b, is not zero, and finally 

are obtained. These equations depend on the stator flux linkages, rotor flux 
linkages and stator currents, where the various flux-linkage components can be 
obtained from the stator voltages and currents by considering eqns (4.5-16). 
(4.5-17), (4.5-19), and (4.5-20) as follows, or by using the improved flux estimators 
described earlier: 

L, ~ b r q = - ( ~ b s Q - L t ~ 5 ~ ) ~  (4.5-59) 
Lm 

In general the rotor speed can be determined from eqn (4.5-551, which can also 
be put into the following form by considering eqns (4.5-48). (4.5-58), and (4.5-59): 

i; x (diTildt) ~i;lld~?ildtl sina 
a, = - - 

i:.J;: Iir'II $:I cos B 
(4.5-60) 

- - 1d1T:ldt I sin a 

IRl cos P 
where x denotes the vectorial product and . denotes the scalar (dot) product, a 
is the phase angle between the rotor-current space vector and the space vector 
d~Rldt ,  and p is the angle between the rotor-current space vector and the rotor 
flux-linkage space vector expressed in the stationary reference frame (I?:). How- 
ever, in the sinusoidal steady-state of an induction machine, where the stator 
voltages and currents are sinusoidal, eqn (4.5-55) cannot be used, since its 

numerator and denominator become zero at every instant of time. This can be 
simply proved by considering that it follows from eqn (4.5-47) [by replacing the 
derivative by jw,] that in tlie sinusoidal steady-state (where the supply frequency 
is 0 , )  the rotor-current space vector (i,') is in phase with dRldt (thus a=O) 
and i; is in quadrature to the rotor flux vector $; (thus /3=90°). It follows that 
Id$;Idtlsina=O, and I1J:1cos/3=0, and it can be seen that both the numerator and 
denominator of eqn (4.5-60) are zero in the sinusoidal steady-state. Furthermore, if 
steady-state is not assumed, but lli;:l=constant is assumed, then d$ildt=jw,,$:, 
where o,,=dp,ldt is the speed of the rotor flux-linkage space vector, since 

dlJ: d - 
-=- d -  d p -  
dt dt [II//iI exp(jp,)l =ex~( jp, )~( I@i l )+ j$I~b: I  exp(jp,)=jwm,% 

and it can be seen that the phase shift between d&ldt and IE is 90" (similarly to 
that in the steady-state). Thus it follows from eqn (4.5-60) that if tlie angle of i; 
is 6, (with respect to the real-axis of the stationary reference frame) and p, is the 
angle of IT: (with respect to the real-axis of the stationary reference frame), then 

- 
~d~?ildtl sin a wm,l$:l sin(p,+ n12-Si) wr = - - - 

Il?:l cos 8 I$:lcos(~,-S~) 
-w,r> 

and hence the rotor speed is equal to the speed of the rotor flux-linkage space 
vector. However, in general, this is not correct; it is only correct when the slip 
frequency is zero (w,,=O) [e.g. it follows from eqn (4.5-39) that when o,,=O, 
w,=w,,-osl=wm,]. The slip frequency is only zero now because the rotor 
resistance, which can be obtained rrom eqn (4.5-541, is zero when the rotor 
flux-linkage space vector is assumed to be constant. This follows since under the 
special condition of I$;/ =constant, the flux-linkage space vector and its derivative 
are displaced by 90" and therefore their dot product (~?L.dli;:ldt) is zero, which 
leads to R,=O in eqn (4.5-54), which can also be expressed in general as 

Although eqn (4.5-55) cannot be used in the sinusoidal steady-state of an induc- 
tion machine, it can be used for an induction machine supplied by non-sinusoidal 
voltages and currents, e.g. the case of a PWM-fed induction machine. This follows 
from the fact that in this case the special phase relationships described above 
(a= 0, /3= 90 ") do not hold in every instant of time. However, due to the flux 
ripples, resulting from the non-sinusoidal stator voltages, both the denominator 
and numerator of the speed expression will have periodic waveforms, which 
contain many zero-crossings, and at the time instants where tlie denominator 
zero-crossings occur, it is not possible to perform the required division. It is 
also important to note that, since the amplitudes of the harmonic components 
(ripples) present in the waveforms of the numerator and denominator are small, 
high accuracy of the estimated rotor speed can only be obtained if high accuracy 
voltage and current sensors are used together with high accuracy AID converters. 
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In tlie steady-state of a PWM-fed machine, the numerator and denominator have 
similar waveforms, but the amplitudes of these two are direrent, and thus the 
ratio or the numerator and denominator gives a constant value. 

It has been stated above that when the denominator of eqn (4.5-60) becomes 
zero (at the zero-crossing instants), it is impossible to use eqn (4.5-60). However, 
this problem can be avoided by considering that the numerator and denominator 
waveforms have different amplitudes, and the same zero-crossings. Therefore tlie 
correct speed estimate will result if the absolute value of the numerator is divided 
by the absolute value of the denominator, but since the estimated speed can be 
positive or negative, this ratio has to be multiplied by the sign of tlie expression 
given by eqn (4.5-60). 

Tlius 

Furthermore, when the absolute values in eqn (4.5-61) are small, the estimated 
rotor speed may become inaccurate. This problem can be avoided by low-pass 
filtering the absolute values of the numerator and denominator waveforms 
respectively. To obtain high accuracy, the two low-pass filters must be identical. 
The speed estimator described above depends on various machine parameters, R,, 
L;, L,, L,IL,, but does not depend on the rotor resistance. The stator resistance 
has important elTectts on tlie stator flux linkages, especially at low speeds. Due to 
main flux saturation L, can change and L,=L,,+L ,,,, L,=L,,+L, can also 
change even if tlie leakage inductances are constant. However, due to leakage flux 
saturation, L,,, L,,, and L: can also change. In a vector-controlled drive, wliere 
the rotor flux amplitude is constant, the variations of L, are small. It follows that 
in tliis drive, accurate speed estimation based on eqn (4.5-61) depends mostly on 
R, and L:. In an induction machine with closed rotor slots, L: varies due to 
leakage flux saturation, and L: is a function of the stator currents, due to the 
saturable closing bridge around the rotor slots. Furthermore, higher accuracy is 
obtained i f  the stator flux is obtained by a scheme which avoids the use of pure 
intemators (some solutions for this are discussed elsewhere in tlie book, e.g. see 
Sections 3.1.3, 4.1.1). 

It should be noted that, in general, eqn (4.5-55) can be used for the identifica- 
tion of the rotor resistance. As mentioned above, this can be put into the following 
form: 

In the sinusoidal steady-state, incorrect rotor resistance is obtained, since in the 
steady state the rotor flux-linkage space vector and the derivative of tlie rotor 
flux-linkage space vector are displaced by 90" (see above), and thus tlie numerator 
in eqn (4.5-62) is zero. However, in tlie sinusoidal steady-state, the denominator 
of eqn (4.5-62) is also zero, since the rotor-current space vector and tlie rotor 

flux-linkage space vector are also displaced by 90" (see above). Furthermore, 
it has been shown above that when /~El=constant, this expression gives the 
incorrect R,=O, since in this case the rotor flux-linkage space vector and its 
derivative are displaced by 90 ". 

It should be noted that since l~/;:l=conslant results in d@Jdt=jo,,& (see 
above), and thus d$,,ldt= -o,,~b,, and d~~,,ldt=w,,~b,,, it follows from 
(4.5-49) and (4.5-50) tliat o,=a,,,, which is in agreement with that shown above, 
using a different derivation. 

It should also be noted that, as shown above, tlie simultaneous estimation of 
tlie rotor resistance and rotor speed is impossible if the rotor flux-linkage space 
vector does not change (e.g. tliis occurs in the sinusoidal steady-state, or in a drive 
where the voltages and currents are not sinusoidal but constant rotor flux linkage 
is imposed). Tliis impossibility can also he simply proved in a slightly different 
way by directly considering eqli (4.5-47). It follows tliat when l~Ej=constant, and 
thus d&ldt =jam,&, then 

(o,~ is tlie slip frequency) and hence ~ = ( ~ , l w , ~ ) i ~ ' + j ~ ~ .  However, since for given 
IT, and is (and machine parameters) tlie rotor flux-linkage space vector and rotor- 
current space vector (I/;: and i:) are uniquely determined, e.g. ~ $ ~ = J ( & - ~ , i ~ ) d t ,  
&=(L,/L,,,)(I$~-LIT,), and i:=(~&~-~,i,)lL,, it follows that it is only possible 
to estimate tlie combined parameter R,lu,, and it is not possible to have a 
separate, simultaneous estimation or R, and w,, (or R, and a,) .  In the sinusoidal 
steady-state, the same result can also be obtained directly by considering the 
equivalent circuit of the induction machine (Fig. 4.10), whicli shows tliat when the 
rotor flux is constant (L,Ii,,I=const.), only the ratio of the rotor resistance and 
slip can be estimated. 

However, when the special conditions (sinusoidal steady-state or rotor flux 
constant) do not apply, and when the induction machine is supplied by a 
voltage-source PWM inverter, thus there are time l~armonics in the stator voltages 
and currents (and therefore in the flux linkages as well), these special phase 
relationsliips do not apply at every instant or time and R, can be estimated by 
using eqn (4.5-62). To avoid the problems associated with the zero-crossing or the 
numerator and denominator waveforms of tliis expression, a similar technique is 
used as before. However, since the rotor resistance is always positive, there is no 
need to take the sign of the ratio given by eqn (4.5-62) and the rotor resistance is 
estimated rrom 

In practice, the rotor resistance can be estimated by dividing the low-pass filtered 
absolute value of I-[$: (d~/;:ldt)]l by the low-pass filtered absolute value 
I(i:. IE)I.  As before, the two low-pass filters used in the rotor resistance estimator 
must have identical cliaracteristics in order to obtain liigli accuracy. Tliis scheme 
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can be used in a torque-controlled drive. When this rotor resistance estimator is respect to the direct-axis of the stationary reference frame (a,), it is possible 

used in a speed-sensorless torque-controlled drive which requires the rotor resist- to obtain the angle of the magnetizing-flux space vector with respect to the 

ance, and e.g. the rotor speed estimator is described by eqn (4.5-61), further direct-axis of the stationary reference frame (p,). The details will be described 

improvements in the speed response are expected. below. 

Finally it should be noted that the accuracy of open-loop estimators depends By using the modulus of the fundamental magnetizing vector and also its phase 

greatly on the accuracy of the machine parameters used. in general, at  low rotor angle with respect - to - the stationary reference frame, the magnetizing flu-linkage 

speed the accuracy of the open-loop estimators is reduced, and in particular, param- space vector ~//,=l~$,lexp(jp,,,) is known, and this can be used to construct the 

eter deviations from their actual values have great influence on the steady-state rotor flux-linkage space vector or the stator flux-linkage space vector. The 

and transient performance of the drive system. The robustness against parameter magnetizing flux-linkage, rotor flux-linkage, and stator flux-linkage space vectors 

mismatch and noise (in the measured signals) can be greatly reduced by using can be used in vector control schemes using magnetizing-flux-oriented, rotor-flux- 

closed-loop observers for the estimation of the state-variables (e.g. flux linkages, oriented, or stator-flux-oriented control. The rotor speed can be obtained, for 

speed, etc.). Various closed-loop observers are discussed in Section 4.5.3.5. example, by also considering the first derivative of the angle of the stator-flux 
space vector with respect to the direct-axis of the stationary reference frame (see 
also Section 4.5.3.1). 

4.5.3.2 Estimators using spatial saturation third-harmonic voltage 

4.5.3.2.1 Gerreral introd~rctiorr 4.5.3.2.2 Plr~~sicnl picture drre to snttrratiorr: teeth and core saluratjon 

In the present section saturation phenomena are utilized to obtain the rotor speed For better utilization, a modern induction machine is designed to operate in 

and also the magnitude and position of the magnetizing flux-linkage space vector. the saturated region of the magnetizing characteristic. If the stator windings of 

This information can then also be used to obtain the rotor flux-linkage space a symmetrical three-phase induction machine are assumed to be sinusoidally 

vector and the stator flux-linkage space vector, and their applications in vector- distributed, the stator currents will create a sinusoidally distributed m.m.f in an 

controlled drives is discussed. The same saturation phenomena can also be used unsaturated machine and this establishes a sinusoidal air-gap flux density dis- 

to obtain a signal proportional to the electromagnetic torque. tribution. However, if the machine is saturated, the sinusoidal distribution 

For better understanding, first the main features of this technique will now be becomes distorted. Two cases must be considered, saturation of the stator/rotor 
summarized. In a symmetrical three-phase induction motor with stator windings teeth and saturation of the statorlrotor core. 
without a neutral point, the sum of the stator voltages is monitored. This is a Saturation in the teeth is more common in a practical machine, since the 

spatial saturation third-harmonic voltage component and is due to stator and volume of the iron is generally greater in the core where a much higher flux 

rotor teeth saturation, which saturation condition is normal in a standard motor. density exists. Therefore the techniques described below will only utilize teeth 

The third-harmonic voltage is then integrated to give the third-harmonic flux, and saturation phenomena, although some physical aspects of core saturation will also 

the fundamental component of the magnetizing flux (~b, , )  is then determined by be briefly discussed for clarity. Considering the saturation of the teeth, the teeth 

using a saturation function that can be obtained experimentally by performing the with the highest flux density will saturate first, thus the sinusoidal flu density 

conventional no-load test (a look-up table stored in the memory of a microproces- distribution will become flattened. The flattened flux density distribution, B::;'~(@) 
sor or DSP can be used which gives the relationship of the fundamental magneti- 's shown in Fig. 4.56 together with the fundamental flux density distribution, 

zing flux and third-harmonic flux). The obtained magnetizing-flux modulus is ,1(0). It can be seen that its peak value is smaller than the peak of the funda- 

large and is practically free of noise. ntal distribution. The flattening of the curve is mainly caused by the presence 

It is also possible to obtain the angle of the magnetizing-flux space vector by a third-harmonic air-gap flux density component BFi;(O), which is also shown 

utilizing the monitored third-harmonic voltage. For this purpose the current i Fig. 4.56. BY using Fourier analysis, it can be shown that the fattened curve 

stator phase sA is also monitored and the displacement angle (11) between th ntains other odd harmonics as well, but the dominant component is the third 

stator current maximum and the fundamental magnetizing-flux maximum is armonic for all saturation levels. The speed of the third-harmonic component 

determined. It should be noted that the fundamental magnetizing-flux componen identical to that of the fundamental component and both rotate in the same 

does not have to be monitored, since only the location of its maximum ~ o i n t  i direction. It also follows that if a model of the induction machine with saturated 

required and this can be obtained from the third-harmonic stator voltage (th teeth is required, it can be simply obtained by superposition of the third harmonic 

suitable zero-crossing point of this voltage). By knowing the angle of the fund on the fundamental air-gap flux component. It can also be seen that teeth satur- 

mental magnetizing-current space vector with respect to the stator-current spa ation decreases the permeability of the iron parts and this increases the reluc- 

vector (y), and also by measuring the angle of the stator-current space vector wit tances of the teeth for the region around the resultant air-gap flux density. 
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Fig. 4.56. Fundamental, ht tcned,  and third-harmonic nux density distributions lor teeth saturation. 

By keeping the necessary assumption or constant and infinite iron permeability, 
the reluctance variation of the teeth can also be viewed as a variation of the 
air-gap reluctance. However, the air-gap has a constant permeability, thus the 
air-gap length has to be made variable (to ensure variation of the air-gap 
reluctance). It is therefore also possible to model an induction motor with satur- 
ated teeth by incorporating a variable air-gap length into its linear model, where 
the air-gap length is a function of the saturation level and spatial position. This 
also explains the resemblance between a saturated smooth-air-gap two-axis model 
and a non-saturated two-axis salient-pole model, which has been discussed in 
detail in [Vas 19921, where in the latter case, there exists real (physical) air-gap 
length variation. 

When saturation occurs in the stator or rotor core, it also distorts the air-gap 
flux density distrihution. However, in this case, since the core with the highest flux 
density will saturate first, the core flux density distribution will have a flattened 
sinusoidal form, and the air-gap flux density distribution will be peaked. This can 
also be explained by the fact that the air-gap flux-density distribution is propor- 
tional to the spatial derivative of the core flux-density distribution. This can be 
understood by considering the fluxes in the two-pole induction machine shown in 
Fig. 4.57. It can be seen that in the magnetic axis of the coil (which corresponds 
to the position 0 = ~ / 2 ) ,  the core flux is zero, but the air-gap flux is maximal, but 
90" away (which corresponds to 0=0), the core flux is maximal and the air-gap 
flux is zero. It clearly follows that the core flux-density distribution is the spatial 
integral of the teeth flux-density distribution. 

As in the case of teeth saturation, again the third harmonic is the dominant 
component B Y ( @ ,  hut this third harmonic is in phase opposition to that 
produced by teeth saturation (see Fig. 4.56) thus enforcing the fundamental 
component, and leading to the peaked resultant core density distribution, B:::(O). 
This is shown in Fig. 4.58. 

It is important to note that that the presence of a third-harmonic component 
in tlie air-gap flux density distribution is only a sufficient hut not necessary con- 
dition for the occurrence of saturation. It has been shown that the mechanisms of 
teeth and core saturation cause opposite elfects; the two types of third-harmonic 
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Magnetic axis of coil 

Big. 457. Fluxes in the air-gap and core or a two-pole induction machine 

Pig. 4.58. Fundamental, third-harmonic, and peaked flux-density distributions Tor core saturalion. 

waves are in direct phase opposition. Thus a highly saturated machine does not 
necessarily have a high third-liarmonic air-gap flux component. 

For an induction machine with wye-connected stator windings without a neutral 
point, it is possible to have a simple direct-vector-control scheme utilizing satur- 
ation elfects in the statorlrotor teeth. For this purpose, first the fundamental 
component of the magnetizing-flux space vector (e.g. its modulus I I ? ~ , /  and its 
phase angle y,  with respect to tlie stator current vector) can be obtained by 
processing of the monitored (spatial saturation) zero-sequence third-liarmonic 
voltage (us,)  together with the monitored stator line current (e.g. i,,), and also by 
utilizing a saturation function (f)  obtained by a conventional no-load test. The 
saturation function f gives the relationslup between the rms value of the 
third-harmonic magnetizing voltage and the rms value of the fundamental 
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magnetizing voltage under no-load condition. The zero-sequence third-harmonic 
voltage component (ir,,) is due to the stator and rotor teeth saturation, and this 
saturation condition is normal in a modem induction motor. 

The zero-sequence voltage can be obtained by adding the three stator phase 
voltages (e.g. by using potential transformers, or by using operational amplifiers 
as discussed below) and by eliminating the high frequency slot harmonic voltage 
component, us,, (by using an analog or digital filter). Of course for this pur- 
nnqe access is reauired to the neutral point of the stator windings. Figure 4.59 r--- -~ - - - - -  ~- ~ 

shows the fundamental stator voltage, if,,, and the third-harmonic zero-sequence Fig. 4.61. Monitoring of the zero-sequence stator voltage using tl~ree ideniic;ll resistors. 
stator voltage us,, which is modulated by the high frequency slot harmonics, 
if5, =ifs3 + lISh. 

For rotor-flux-oriented control, the rotor flux-linkage space vector (its mndu- 
lus and phase angle) can be obtained from l$,,,,l and y ,  as discussed below. 
Figures 4.60 and 4.61 show two implementations respectively of obtaining the 
zero-sequence stator voltage, it,,. In Fig. 4.60 three potential transformers are 
used and the secondary windings of the transformers are connected in series. 

Fig. 4.59. Fundamental slator voita&e and zero-sequence stator voltage with slot ripples. 

However, in Fig. 4.61, three identical resistors are connected in star, and this 
arrangement is connected in parallel with the stator windings of the induction 
motor. 

In Fig. 4.61 the zero-sequence stator voltage is obtained across the neutral point 
of the stator winding (point 0) and the pseudo-neutral point of the three external 
resistors (0'). This must then be isolated. If the induction motor is directly 
supplied from a PWM inverter, high transient intercoil voltages are also created 
at the line end of the windings. The magnitude of these transient voltages varies 
due to reflections at the end points and therefore the switching transients, which 
are present at both the pseudo-star (0') and motor-star (0) point, may not exactly 
cancel when the motor signal is formed. Thus additional filtering of this feedback 
signal is necessary. 

It has been discussed above that due to teeth saturation a flattened magnetizing 
flux-density distribution will arise, which contains a dominant third-harmonic flux 
component. This links the stator windings and induces a third-harmonic voltage 
component in each stator phase (rt,,,, it,,,,, rrsC3), which are all in phase, forming 
a zero-sequence set of stator voltages. However, if the stator windings of the 
saturated induction machine are connected in star with no neutral connection, no 
third-harmonic currents (zero-sequence current components) will circulate in the 
stator and therefore there will be no third-harmonic ohmic and leakage voltage 
drops across the stator impedance. Hence the third harmonic stator voltage (ir,,), 
whose monitoring has been discussed above, can be used to obtain directly the 
third-harmonic magnetizing voltage (rt,, =us,). The third-harmonic magnetizing 
flux ($,,) can be obtained from this by integration: 

(lrsl, is filtered out, e.g. by a low-pass filter with high cut-off frequency). 
It should be noted that if the stator winding distribution contains a third- 
rmonic spatial component, then the zero-sequence currents can flow in the stator. 

- rthermore, induction of a third-harmonic voltage in the stator windings due to 
tor and rotor currents is also possible. However, for a star-connected machine, 

fig. 4.60. ~ ~ ~ i t ~ ~ i ~ ~  OF the zero-sequencc stator voltage using three potenlial transformers. hout neutral return, these components can only exist if positive-sequence or  
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negative-sequence third-harmonic current components flow in tlie stator windings. 
The summation of these voltages will cancel out these harmonics. If tlie machine 
is delta-connected, zero-sequence third-harmonic currents can flow around tlie 
delta path, provided that the stator winding distribution contains tlie tliird- 
harmonic spatial components. In this case, witli practical windings, the current is 
only very small (a few per cent of the rated current). 

Tlie third-harmonic stator voltage (which has been shown to be equal to tlie 
third-harmonic magnetizing voltage) is always in phase witli the fundamental 
magnetizing voltage. Thus the fundamental magnetizing flux (ik,,) is in phase 
with the third-harmonic magnetizing flux ($.,,) for all load conditions. This is 
sliown in Fig. 4.62, wliere the temporal variations of I&,, and ik,, are sliown for 
no-load and rated conditions respectively. However, since $,, is small, for clarity, 
40$,, is shown in both diagrams. 

Tlie fact that the fundamental magnetizing flux is in pliase with the third- 
harmonic magnetizing flux for all load conditions is a direct consequence of the 
physical phenomenon that when saturation of the teetli occurs, the magnetizing- 
flux density distribution keeps its flattened sinusoidal form, independent of the 
load. This can also be seen by considering that the third-harmonic rotor currents 

Fig. 4.62. Variation of~b,, and I/,.,, a t  no-load and rated load. (a) No-load condition; (b) rated load 
condition. 

are not large enough to produce a rotor m.m.f. that would change the position of 
tlie third-harmonic magnetizing flux with respect to the fundamental magnetizing 
flux. It follows that the third-liarnionic magnetizing flux always maintains a 
constant position with respect to the fundamental magnetizing flux. Tliis is why 
the position of the third-harmonic magnetizing flux coincides with the position of 
tlie fundamental magnetizing f l u ,  and thus the third-harmonic magnetizing 
voltage can be used to obtain the position (angle) of the fundamental magnetizing 
flux. This principle is utilized below in the next section. 

To conclude: when the three stator voltages are added, the resultant zero- 
sequence voltage (rr,,) contains a third-liarmonic component (us,)  and the high 
frequency slot harmonic component (rr,,,), ir,, = rr,, + I(,,,. However, tlie third- 
harmonic component is dominant, since tlie fundamental and other, non-triple, 
so-called cl~aracteristic harmonics (e.g. 5th, 7th, llth, etc.) which could be present 
in the currents and thus in the air-gap m.m.f. and magnetizing flux, will cancel. 
Tlie slot harmonic component can he filtered out, as discussed above. 

4.5.3.2.4 Estiri~crtior~ of !lie riiodldlo of t l~e  r ~ ~ a , ~ ~ ~ e r i z i n g ~ t t s - l i r ~ k n g e  
spnce-uector crr~cl tlre angle betii~ern the stator crrrret~r vector arrcl 
I11e 111ugr1etizi11g,fl1(~-li1iI;cige spnce-uectors 

As shown above, by assuming a star-connected induction machine, where 
saturation of the teetli is present, tlie third-liarmonic stator voltage II,, will be a 
component of the stator zero-sequence voltage it,, (which is obtained by the 
addition ol' the individual stator phase voltages, rt,,=rr,,+~r,,+~r,,), and 
~t,,=tr,,+lr,,,, wliere II,,, is the high-frequency slot harmonic voltage component. 
The voltage component, rt,,, can he obtained from lt,,, by filtering out the high 
frequency slot harmonic voltage component (by using a bandpass filter). The 
monitored third-harmonic stator voltage, it,,, and a stator line current (i,,) are 
used for the determination of the phase angle (j') of the fundamental component 
of tlie magnetizing flux. 

As shown in Fig. 4.63, y is equal to tlie displacement angle between tlie 
maximum of the stator current i,, and maximum of the fundamental magnetizing 

Fig. 4.63. Time variation of stator currenl i.,, third-harmonic stator voltage s,,, and fundamental 
magnetizing flux firs,. 
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flux $,,. This would imply tliat first tk,, has to be determined. However, the 
fundamental magnetizing flux does not have to be monitored, since for the 
determination or y,  only the location of the maximum point of I(I,, is required, 
and tliis can be obtained from the suitable zero-crossing point of the third- 
harmonic voltage u,, (since the zero-crossing of the voltage ir,, corresponds to a 
maximum value of the flux I//,,). The zero-crossing point is P in Fig. 4.63. 

The displacement angle, y ,  is very small for no-load condition, since a small 
meclianical output power is developed only to overcome windage and friction 
losses. However, when the induction machine is loaded, this angle will increase in 
response to tlie torque required by the load. It sliould be noted tliat this angle is 
positive for motoring and negative for generating. 

The determination of the modulus of I//,, will next be discussed. However, it 
should he noted that for this purpose it does not have to be monitored; it can be 
obtained from the modulus of the third-harmonic magnetizing flux, ~b,,, which 
is obtained from the monitored voltage rr,,. 

Tlie integration of the third-harmonic stator voltage ir,, gives tlie third- 
harmonic magnetizing flux linkage I//,, , 

$,, =j 1133(1) dt, (4.5-64) 

and from tliis the amplitude of the third-harmonic magnetizing flux, II//,,I, can be 
directly obtained. However, the integration of the offsets and noise present in the 
third-hamionic voltage can lead to inaccurate third-harmonic magnetizing-flux- 
linkage estimates. It  sliould be noted that at  low speeds a highly distorted 
third-harmonic voltage signal is obtained since the signallnoise ratio for the 
third-harmonic voltage increases considerably, which makes difficult a correct flux 
estimation. However, if proper filtering and averaging is used, useful information 
can be obtained. This information can be derived from the zero-crossings of rr,, 
to estimate the position (O,,) of the third-harmonic voltage (the estimated value 

Fig. 4.64. Absolute position detection using r r , ,  nnd the phase voltages. 
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is g5,), and the position of the magnetizing flux linkage with an accuracy of 60 
electrical degrees. As shown in Fig. 4.64 at every zero crossing of ir,,, a 60 electrical 
degree increment in the third-harmonic voltage position (and wit11 the correspond- 
ing shift of the third-hannonic magnetizing flux) is obtained. It follows that an exact 
magnetizing flux-linkage position is available in a convenient manner. 

However, for absolute position sensing further measurements must be made and 
O,, must also be estimated during positions between the zero crossings of I!,,. This 
problem (absolute position sensing) can be solved by using the relative positions of 
the stator pliase voltages to detect the absolute positions of I,,,. If the voltage drops 
across tlie stator impedances are neglected, then at each zero crossing of rr,,, one of 
the phase voltages is zero (others have opposite signs), and tlus can be used to deter- 
mine which of the six zero crossings has taken place, in order to obtain the absolute 
position. However, in a realistic approach tlie voltage drops must he compensated 
for each stator phase. It  is possible to obtain an estimate for the stator impedance 
using the measured value of the phase voltage (at a zero crossing of rr5,) and also 
of the corresponding stator current. Thus the absolute position of the fundamental 
magnetizing flux can be determined at each zero crossing of u,,. Problems arise at 
extremely low speeds, where high values of harmonics in the stator voltages may 
lead to incorrect flux estimation. The problem of absolute position sensing could 
also be solved by using a relative incremental scheme. In this case the induction 
machine is initially positioned in a known position and any further zero-crossings 
of u,, are used to increment or decrement the absolute position information 
depending on tlie sign of the speed. This method is easier to implement than the 
first one, since it does not require the measurement of the phase voltages and 
currents or tlie stator impedance voltage-drop corrections. However, in this case, 
any False zero-crossings of u,, will lead to an unacceptable position error. 

As mentioned above, tlie second problem to be solved is the accurate estimation 
of the position between the zero-crossings of lr,,, since only at the zero-crossings 
of rr5, is the exact position available (only six steps have been used above with 60 
degree accuracy). Between the six instants, a special estimation technique is 
required. A solution is obtained by using the position information of the stator- 
voltage space vector expressed in the stator reference frame (which requires the 
monitoring of the stator voltages) between the zero crossings of II,,. However, 
mainly at low speeds, several factors influence the monitored voltages. These are: 
measurement noise, impedance voltage drop, harmonics, etc. Therefore it is better 
to use the variation of the position of the stator-voltage space vector for the 
determination of the position between the zero-crossings. In an alternative 
scheme, the position between the zero-crossings can be determined by utilizing the 
average speed of the magnetizing flux, w,,, then the position is incremented by 

3 radians between two swilcliings which occur at consecutive zero-crossing 
Instants t, and t2, thus o,,=(rrl3)(1,-t,). Such an estimator will work well in the 
steady state, but in the transient state correction terms are required to take 
account of the motor and load models. 

A similar signallnoise problem to that discussed above occurs when the motor 
operates at a flux level which is lower than the rated level, since the amplitude of 
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tr,, reduces due to the lower saturation level. Thus an accurate estimation of the 
flux under these conditions requires special considerations. 

The amplitude of the third-harmonic stator voltage is a function of the 
saturation level in the induction machine, which is dictated by the amplitude of 
the fundamental magnetizing flux. Thus there exists a function f between the 
third-harmonic stator voltage (amplitude) and the fundamental magnetizing 
voltage (amplitude). This function is the so-called saturation function. It can be 
obtained from a conventional no-load test (where the rms value of the fundamental 
stator voltage, if,, , is measured together with the rms value of the third harmonic 
voltage, u,,), yielding the required relationship for the amplitudes: Ilr,,l =/(ltrs3[). 
Since lu,,l=ltrn,,l for a star-connected machine, where rr,, is the third-harmonic 
magnetizing voltage, thus I@,,l=f(l~b,,J) also holds. Therefore the amplitude of 
the fundamental magnetizing Aux-linkage space vector can be obtained as l @ , , l =  
f(l~/~,~l). It follows that for the microprocessor or DSP implementation of the 
saturation function, a look-up table stored in the memory of the microprocessor or 
DSP can be used, which gives the relationship between the fundamental magnetiz- 
ing flux and the third-harmonic flux (relationship of rms value of fundamental 
stator line voltage and rms value of third-harmonic stator voltage under no-load 
condition). In general, the thus obtained magnetizing-flux modulus is large, it is 
practically free of noise, and problems arise only at low frequency. 

4.5.3.2.5 Estirrmfiorr of fhe rrmogr~efi:irrg-, sfofor-, orld rotor Jltrs-lirllifrge 
splice vectors: trtili~flfior~ ill forqtre co~tfrol .sc/~e~r~es: 
esfifr~otiort offlre electron~agr~efic forqrre 

By using the technique described above, the modulus of the magnetizing-flux 
space vector IIF,~=~I/I,,~ (the subscript 1 is usually omitted in the literature) is 
obtained together with the angle 7, which is the angle between the magnetizing 
flux-linkage space vector and the stator-current space vector. These quantities, 
together with the angle of the stator-current space vector, E,, call be used to 
obtain the magnetizing flux-linkage space vector and also the stator and rotor 
flux-linkage space vectors, which are required in various vector control implementa- 
tions. For clarity Fig. 4.65 shows the magnetizing-flux space vector, stator-current 
space vector, and the relationship of various angles. 

In Fig. 4.65 p,, is the angle of the magnetizing flux-linkage space vector with 
respect to the real axis of the stationary reference frame. By using the angle a, 
(stator-current vector angle with respect to the real-axis stationary reference 
frame), which can be obtained as 

a,= tan-'(i,Qli,D), (4.5-65) 

the angle 11, can be obtained by using 

I Fig. 4.65. Magnetizing flus-linkage and stator-current spce  vectors and the wn'ous angles 

or alternatively its components in the stationary reference frame are 

l b , o = ~ l ~ , ~ c o ~ ( ~ , - ~ ~ )  (4.5-68) 

~ b . , ~ = l ~ ~ ~ I s i n ( ~ ~ - ~ ) .  (4.5-69) 

Of course in the magnetizing-Hux-oriented reference frame (whose real axis is s ,  - - 
as shown in Fig. 4.65), @:=I/, exp(-jp,) = ~~,,,~+j~/r,,,, thus 

- 
1//,, = I$, 1 (4.5-70) 

lb,,,=O. (4.5-71) 

The magnetizing flux-linkage space vector can then be used to obtain the stator 
or rotor flux space vectors. Thus the space vector of the stator flux linkages in the 
stationary reference frame can be obtained by considering 

- 
~ ~ ~ = L ~ i ~ + L ~ , i , ' = L ~ , i ~ + L , ( i ~ + i ~ ) = L ~ ~ i ~ + L ~ i ~ ,  

but since I$,,,=L,T,, thus 
- 

~ ~ 3 = ~ s l i s + $ m = ~ s l i s +  l ~ / ~ ~ l e x ~ [ . i ( ~ ~ - ~ ) l  =~bso+jd~80. (4.5-72) 

where L,, is the stator leakage inductance. The rotor Hux-linkage space vector 
can be obtained as follows in terms of the magnetizing-flux space vector by 

nsidering that 
- 
I / I ; = L . ~ ~ + L , ~ ~ = L ~ ~ ; + ( L ~ - L , , ) ( ~ ~ + ~ ~ ' ) =  -Lrlis+Lrim 
- 

I//, = Lmim, 

Thus the magnetizing flux-linkage space vector in the stationary reference frame is 
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or in terms of the stator flux-linkage space vector, similarly to that shown in 
eqns (4.5-16) and (4.5-17), as 

- L -  
~b~=L($5-L~~)=$cd+j~b,q. (4.5-74) 

L, 
where L,, and L, are the rotor leakage and rotor self-inductance respectively 
and L, and L: are the magnetizing inductance and stator transient induct- 
ance respectively. In general these inductances are saturation dependent, and 
for correct flux-linkage estimation this has to be considered. It follows from 
eqn (4.5-73) that if it is used in a rotor-flux-oriented control scheme, then even if 
the magnetizing flux linkage can he obtained with high accuracy, the estimated 
rotor flux linkage will be sensitive to the rotor leakage inductance. 

The flux space vectors obtained above can be used in various torque-controlled 
drives. In sensorless schemes, it is possible to obtain from these the rotor speed 
(or rotor position), similarly to that described in Section 4.5.3.1, where the rotor 
speed is obtained by utilizing the speed of the flux vector under consideration. 

For better understanding, Fig. 4.66 shows the schematic of the flux estimators 
using the spatial saturation third-harmonic stator voltage. In Fig. 4.66(a), first the 
zero-sequence voltage u,, is obtained by the technique shown in Figs 4.60 or 4.61, 
e.g. by a circuit which sums the three line-to-neutral stator voltages of the 
induction machine. This is followed by an isolation circuit on the output of which 
the isolated zero-sequence voltage is present. This could be an isolation amplifier. 
By using a filter (low-pass filter), which removes the high-frequency slot har- 
monics, the third-harmonic stator voltage, u,,, is obtained. The third harmonic 
magnetizing-flux modulus, llL,l, is then ohtained by integration and taking the 
absolute value of the integrated signal. For this purpose a low-pass digital filter 
with a low cut-off frequency (e.g. 0.1 Hz) can be used to minimize the integration 
error at low frequencies. This signal is then applied to a function generator, where 
the function f is the saturation function described above and which can be 
ohtained by using the no-load magnetizing curve. In a digital implementation this 
is a look-up table. On the output of this, the modulus of the fundamental 
magnetizing flux-linkage space vector amplitude, IIF,I, is obtained. The angle of 
the magnetizing flux-linkage space vector, p,, is obtained as follows. The 
monitored direct- and quadrature-axis stator currents (i,,,fSQ) are inputs to a 
rectangular-to-polar (R-+P) converter, on the outputs of wh~ch the angle a, and 
the modulus I i -1 of the stator-current space vector is present. This angle is then 
added to the angle 11, which is the angle between the magnetizing-flux space vector 
and the stator-current space vector (as shown in Fig. 4.65). The angle p is 
ohtained on the output of the y-estimator block, which obtains y by using rt,, and 
is, as described above. To be more specific, this angle is obtained by considering 
that it is the angle between the maximum value of the line current in stator phase 
sA and the zero-crossing of it,, (since the zero-crossing occurs at the maximum 
value of the fundamental magnetizing flux). As discussed above, the angle 71 for 
no-load conditions is very small, since the mechanical output power is developed 
only to overcome the windage and friction losses. However, when the machine is 

Pig. 4.66. Schematic of nux-linkage estimators using the saturation third-harmonic stator voltage. 
(a) Estimation of magnetizing flux linkages: (b) estimation of stalor flux linliages; (c) eslimetian of 
rotor flux linkages. 

loaded, this angle increases to respond to the torque required by the load. Finally, 
in the last part of the circuit shown in Fig. 4.66(a), a polar-to-rectangular (P-R) 
converter is used, on the output of which the direct-and quadrature-axis com- 
ponents of the magnetizing-flux space vector are ohtained in the stationary refer- 
ence frame, ib,,, 

For completeness, in Fig. 4.66(h) the schematic of a circuit is shown, which is 
based on eqn (4.5-72) and can be used to obtain the direct- and quadrature-axis 
components of the stator flux-linkage components in the stationary reference frame, 
$,,, $,Q. A rectangular-to-polar converter is then used to obtain the modulus and 
phase angle of the stator flux-linkage space vector. On the output of the circle with 
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L,, inside, the appropriate leakage flux component is present and when this is added 
to the corresponding magnetizing-flux component, the corresponding total stator 
flux-linkage component is obtained. It sliould be noted that in this circuit the only 
extra machine parameter to be used is the stator leakage inductance. 

Similarly, in Fig. 4.66(c) a circuit is shown which is based on eqn (4.5-731, 
on the outputs of which the modulus and phase angle of tlie rotor-flux space 
vector in the stationary reference frame are obtained. It sliould be noted that 
L,IL,=I + L,,IL,, so this circuit only requires two macliine parameters, the rotor 
leakage inductance and the magnetizing inductance (L,,, L,). For normal oper- 
ating conditions tlie constancy oli tlie rotor leakage inductance is a very good 
approximation. If the effects of leakage flux saturation cannot be neglected, the 
entire scheme may become problematic, since due to lealcage flux saturation, the 
zero-sequence stator voltage II,, will contain an extra voltage component (in 
addition to the high-frequency component described above). If the magnetizing 
inductance changes (with the flux or load), a correction can be applied to L, via 
a non-linear function, wliicli relates the estimated value of the magnetizing 
inductance to the magnitude of the third-harmonic magnetizing flux component, 
/~b,,,,l. This function can be oblained from the saturation function described above 
and can be realized by a look-up table in a digital implementation. 

Finally it sliould be noted that the instantaneous value of the electromagnetic 
torque can also be determined by using the liundamental component of the mag- 
netizing flux-linkage space vector (which has been determined from the tbird- 
harmonic stator voltage component and also tlie pliase angle of tlie fundamental 
magnetizing flux, with respect to the stator current in phase sA). For tliis purpose 
it is utilized that tlie electromagnetic torque is produced by the interaction of the 
stator flux-linkage space vector and stator-current space vector, and tlie stator 
flux-linkage space - vector can - be expressed in terms of the magnetizing flux-linkage 
space vector as I//,= L,,~,+I),, where L,, is the stator leakage inductance. Thus 

- - - 
t,=$P,bS xi,=  PI^,, x I,= f P~b,li,l sin j j =  $Pli31.f'(l~~,31) sin y.  (4.5-75) 

where P is the number of pole-pairs, f i s  tlie saturation function described above, 
and j' is the angle of tlie magnetizing flux with respect to the stator current is,. 
All the otlier expressions derived earlier for the electromagnetic torque can also 
be used, e.g. if they contain the magnetizing flux-linkage components, then these 
can be substituted by their values sliown in eqns (4.5-68) and (4.5-69). However, 
if they contain the stator or rotor flux-linkage components, then these components 
can be substituted by their values shown in eqns (4.5-72), (4.5-73), and (4.5-74). 

It should be noted tliat there are many vector-controlled induction motor 
implementations in tlie literature (e.g. Kreindler et 01. 1994) which utilize the 
saturation third-harmonic stator voltage for the estimation of the modulus of 
the fundamental magnetizing flux linkages and which contain a speed or position 
sensor. The main advantage compared to otlier schemes is that this type of solution 
is less dependent on machine parameters. The sensorless torque-controlled drive 
implementations of an induction machine using tlie saturation third-harmonic 
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voltage will not be discussed in further detail, since they can be readily derived 
by using the information provided on sensorless drives presented in tlie present 
and other sections. 

4.5.3.3 Estimators using saliency (geometrical, saturation) elfects 

In high-performance induction motor drives it is possible to estimate the rotor 
speed, rotor position, and various flux linkages of a squirrel-cage induction motor 
by utilizing different types of geometrical effects (normal slotting, inherent air-gap 
asymmetry, intentional rotor magnetic saliency created by spatial modulation of 
rotor-slot leakage inductance) and saliency effects created by saturation. Thus the 
rotor speed can also be estimated by utilizing slot harmonics or eccentricity 
harmonics. Furthermore it is also possible to estimate fiux-linkage space vector 
position (and using this information, tlie rotor position) by using flux-linkage 
detection based upon saturation-induced inductance variations (see also Sections 
3.1.3.6 and 3.2.2.2.3), where test voltages are applied to the stator terminals of the 
machine and the flux-linkage space-vector position is detected from measured 
current responses. However, in the presence of injected high frequency stator 
voltages, for the estimation oli flux-linkage space-vector position and tlie rotor 
position, it is also possible to use saliency elfects, which are due to magnetic 
saturation (main flux or lealcage flux saturation) or saliency effects intentionally 
created by using special rotor construction, where spatial modulation of the rotor 
leakage inductance is created (e.g. by periodically varying the rotor slot-opening 
widths or by varying the depths of the rotor slot openings, etc.). 

In the following sections the various techniques listed above will be discussed 
in some detail. The first technique to be discussed uses slot-harmonic effects and 
for this purpose two alternatives will be examined: the first one uses monitored 
stator voltages and the second uses monitored stator currents. 

4.5.3.3.2 Estin?otor:~ irsir~g rotor slot lmrn~onics 

The slip frequency and rotor speed of a three-pliase induction machine can also 
be estimated by utilizing the rotor slot harmonics. However, in a speed-sensorless 
high-performance drive. up to now, due to the measurement bandwidth limita- 
tion, such an estimator has not been directly used for rotor speed estimation, but 
it has only been used indirectly to help the tuning or MRAS speed estimators (see 
also Section 4.5.3.4). It is a great advantage of tliis technique that variations in 
the motor parameters do not influence the accuracy of the estimation and the 
teclinique can also be used for all loads. The rotor slot harmonics can be detected 
by using various techniques: 

Utilizing monitored stator voltages; 
utilizing monitored stator currents. 
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The details of tliese two techniques are presented below, but in a speed-sensorless 
liigh-dynamic performance drive, the second technique is preferred since the 
monitoring of the stator currents is always required, but the voltage monitoring 
can be avoided. 

Slip fi.eqrte!tcj, a ~ t d  speed estiti~r~tion lrsirlg nionitored stator. uo/lages If a symmet- 
rical three-phase induction motor is supplied by a system of symmetrical tliree- 
pliase voltages, the air-gap flux will contain space liarmonics. Neglecting tlie 
eRects of magnetic saturation, some of these space harmonics are due to the 
non-sinusoidal distribution of tlie stator windings; these are usually referred to as 
m.m.f. space liarmonics. However, due to slotting, there are also slot harmonics 
produced by the variation of the reluctance due to stator and rotor slots; these are 
the so-called stator and rotor slot harmonics respectively. The rotor slot har- 
monics can be utilized for the detection of the angular slip frequency and the 
angular rotor speed of an induction machine. When tlie air-gap m.m.f. contains 
slot harmonics, slot-llarmonic voltages are induced in the stator windings when 
the rotor rotates. Both the amplitude and frequency of these depend on the rotor 
speed. However, it is difficult to extract information on the rotor speed from the 
magnitude, because it depends not only on the rotor speed but also on the magni- 
tude of the flux level and tlie loading conditions. The rotor speed and the slip 
frequency are obtained from the frequency of these slot-harmonic voltages. I t  
sliould he noted that if the induction machine does not have skewed rotor slots, 
stronger slot harmonics will be produced, but usually skewed rotor slots are 
employed, in order to reduce the audible noise and to eliminate asynclironous 
crawling (created by these liarmonics) during line starts. 

In a stator pliase of an induction machine the magnitude of the induced slot- 
Ivarmonic voltages is small and thus to separate these from the dominating 
fundamental voltage, the stator phase voltages are added. In general, if the 
monitored stator voltages of the induction machine are added, the resulting 
voltage (u,=ir,,+~~,,~+rr,~) will contain a slot-harmonic component rr,,, due to 
tlie fundamental m.m.f. wave, but due to main flux saturation it will also contain 
a third-harmonic component tr,,. Furthermore, when an inverter supplies the 
induction machine, tlie stator voltage (II,), will also contain extra time harmonic 
voltages, ir,,,, where k is the time-harmonic order. Thus in general 

i ~ s = r ~ ~ h + r ~ 5 3 + r r 3 1 ~ .  (4.5-76) 

The frequency of the slot harmonic voltage components (u,,, ~t,,,,) is given below 
and it will be shown how it is related to the stator frequency and rotor speed (and 
the number of rotor slots, which is assumed to be known). It can be proved (e.g. 
see [Vas 19931) that if the stator voltages of the induction macliine (n,,, it,,, rr,,) 
are added, and if the m.m.f. distribution is assumed to be sinusoidal, then the 
resulting stator voltage 11, =I,,,+ us,,+ 11 will contain the rotor slot harmonic s5 
voltages (rt,,,) and the frequency of the~r  dominant component (fundamental 
slot-harmonic frequency) is 

S,r,=N,fr+fi=3Nfl--Nrf,~ Nr=3NT1. (4.5-77) 

In eqn (4.5-77) f, is the rotational frequency of the rotor,f,=o,l?n, where w, 
is tlie angular rotor speed. Furthermore, f, is the stator frequency (.fl =o1l2n, 
where o, is the angular stator frequency) and f,, is the slip frequency, 
f,, = f, - f r =  (0 ,  - or)12n= w3,/2n, where w,, is the angular slip frequency. Finally 
N, is the number of rotor slots per pole-pair (N,=Z,lP), where Z, is the number 
of rotor slots and P is the number of pole-pairs. It follows that the rotor 
slot-harmonic frequency only depends on f,, f,, and N,. By considering that 
w,=w,(l-s), where s is the slip, it is also possible to expressj,,, as 

When the induction machine is supplied by a three-phase inverter, in general, 
tlie output currents and voltages of tlie inverter contain time harmonics (II,,, is,). 
Since in the output voltage of the three-phase inverter, there are no liarmonic 
voltages with harmonic orders 31i, where k=1,2, ... tlie voltage (tr,) which is 
obtained by adding the tliree stator phase voltages (rt,,, rr,,, rr,,) does not contain 
time liarmonics if tlie induction motor is symmetrical. However, slot-harmonic 
voltages are present in the stator winding due to the time-harmonic fluxes 
produced by the time-harmonic currents. The slot-harmonic frequency due to the 
kth time harmonic can be expressed as 

where N,=3N+l, n1=1,2 ,... 
If saturation of the main flux paths occurs, a third-harmonic voltage (11,) is 

produced in each stator phase voltage. These third-harmonic voltages are in pliase 
with each other and therefore are present in the sum of the phase voltages. It 
should be noted that in general tlie magnitude of the third-harmonic voltage in a 
stator phase is smaller than the magnitude of the fundamental voltage in the 
corresponding stator phase, but the slot-harmonic voltage is also small and thus 
u ,  cannot be ignored even if the motor operates at rated voltage. The third- 
harmonic voltage is approximately one Mtli of the slot-harmonic component. 

If an induction motor with star-connected stator windings is assumed with the 
neutral point accessible, then the summation of the stator voltages can be 
performed by using tliree potential transformers, whose secondary windings are 
connected in series (e.g. see Fig. 4.60). It is also possible to use operational 
amplifiers to add the tliree stator voltages, but in a DSP-controlled drive the 
addition can be simply done numerically. Thus tr, is obtained. It follows from 
eqn (4.5-76) that it,,, can be obtained by removing the voltage components u,, and 
rr,,,,. This can be achieved by using various circuits (e.g. see [Vas 19931) and then 
the frequency of the rotor slot harmonic (f,,,) can be obtained from it,,,. By 
subtracting the stator frequency, f,,,-f, =N,f; is obtained and multiplication 
of this by 2n1Nr gives the angular rotor speed or=2n(f,,-f,)lN,. Thc slip 
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frequency can be obtained by usingf,,=f, -L, wherel,= w,l2rr. However, special 
considerations are required in the low speed range, because at low speeds the 
amplitude of the slot-harmonic voltages decrease. 

Slip f,.eqiier~cj~ arrrl speed esti~r~otiori trsirlg nloriitored stator citrrents The rotor 
speed can also be obtained by using the monitored stator line currents and 
performing harmonic spectral estimation. This is the preferred technique, since in 
a speed-sensorless high-dynamic-performance torque-controlled induction motor 
drive there is always the need for current monitoring, and it is useful to reduce 
the number of sensors required (by eliminating the voltage sensors). The stator- 
current slot harmonics can be similarly obtained as given above by eqn (4.5-79), 
thus if a stator line current of a PWM inverter-fed induction motor is monitored, 
t I~enf ,~~=N,f ,+ l i f ,  holds, where f,=f,(l-s). For example, Fig. 4.67 shows tlie 
measured frequency spectrum of a loaded inverter-fed induction motor (the slip 
is 0.01 133) which has Z ,  = 28 rotor slots, 2p =4, f, = 50 Hz. 

As expected, it follows from Fig. 4.67 that due to the inverter, in the window 
shown, the time harmonics li x 50 Hz are present, these are 3 x 50 = 150 Hz; 
5 x 50 = 250Hz; 7 x 50= 350 Hz; 9 x 50=450 Hz. Furthermore, in agreement with 

the slot-harmonic frequencies 14 x 50 x 0.988 - 5 x 50 =442Hz; 14 x 50 x 0.988 - 
7 x 50=342Hz, and 14 x 50 x0.988-9 x 50=242Hz are also present. 

For the purpose of speed estimation, in a PWM inverter-fed induction motor 
drive, a line current is monitored, scaled, and low-pass filtered (to eliminate high 
frequency PWM harmonics) and e.g. digital FFT can be used to detect the 

Fig. 4.67. Measured stator-current frequency spectrum of an induction rnalor (Z2=?8 rotor slots. 
2p=4, f,=50Llz). 

speed-dependent rotor slot harmonic . When f,, is known, by using 
eqn (4.5-77) the rotor speed can be obtained as 

wheref, is the fundamental stator frequency and N, is the number of rotor slots 
per pole-pair, N,=Z,IP, where Z,  is the number of slots and P is the number of 
pole-pairs. It follows from eqn (4.5-80) that the accuracy of the estimated rotor 
speed depends on the accuracy of the measurement of j;,, and ./;. In a speed- 
sensorless vector-controlled drivc, with rotor-flux-oriented control, the derivative 
of the angle of the rotor flux-linkage space vector can be used to ohtainf,. The 
accuracy of obtainingf,,, by using the Fast Fourier Transform (FFT) is also dis- 
cussed below. It is important to note that the rotor-speed detection scheme based 
on eqn (4.5-80) requires the knowledge of the number of rotor slots per pole-pair. 

The five main steps of thel;,, estimation are as follows: 

1. Identification off, (see also discussion above). 
2. Determination of the no-load slot harmonic (j;,,,) around a specific stator 

harmonic. For example by considering k= 5-1, the no-load slot harmonic fre- 
quency isl;,,,=N,f, +I</, =N,f, +f, (in general it follows from eqn (4.5-77) that 
f,h=f,i,o-N,s f,, where s is the slip). 

3. Defining the width of the slot-harmonic tracking window; A~h=N,f,i,,,, 
wheref,,,,, is the maximum value of the slip frequency (e.g. rated slip frequency). 
For motoring operation, the window is placed at [,&,,,-Aj~l;,,,~,,o], while for 
motoring and generating operations it is placed at [j;ho-A~,,, j;,,,+Af,,]. 

4. Searching for the highest-amplitude harmonic (highest spectrum line) in the 
window which is a non-triple harmonic off,. 

5. Increasing the accuracy of the I;,, estimation (e.g. by interpolation, see 
below). 

It is possible to isolate the rotor-slot harmonic from its neighbouring harmonics 
at any load over a wide speed-range if an adequate frequency resolution is used. 
The separation of the slot harmonics from their no-load values increases with load 
(this follows fromf,,,=f,,,,-N,sf,). A digital FFT can give satisfactoly results 
above a few Hz, but below this, noise and other factors prevent a correct 
estimation. For digital implementation, a real-value FFT based on the split-radix 
algorithm (Soresen et a/. 1987) is ideal, since it requires a minimal number of 
multiplications and additions. For the purposes of the algorithm, IN samples are 
used over an acquisition time T, with sampling frequencyj;. This gives a spectrum 
of base resolution llT, over tlie frequency range 0 to .&I?. In a practical 
application, tlie determination of the spectral lines is terminated at the maximum 
frequency of interest (which also depends on N, and the maximum f ,).  It is 
important to note that the resulting spectrum also includes the PWM harmonics 
of the excitation frequency, which will interfere with the detection of the slot 
harmonics. Thus when using the FFT approach, in a PWM-fed induction motor 
drive, care should be taken since the slot harmonics can cross over a succession 
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of PWM harmonics as the rotor speed decreases. The inverter harmonics interfere 
with the detection of the slot harmonics and this interference at low speed 
contributes to a low speed limit of a few Hertz for speed estimation. It should also 
he considered that the FFT  will provide inaccurate frequency estimates when 
the frequencies to he detected are not integer multiples of IlT,. This has two 
immediate effects. The first one is that for an estimated frequency, a spectrum 
quantization error (Af) is present (with respect to the real frequency), which 
results in a speed error. The second effect is the spectral leakage effect (spreading 
of the energy distribution of each harmonic; also see below) and this effect is 
important when small-amplitude harmonics are close to large-amplitude har- 
monics. At low speeds, the slot harmonics are close to tlie PWM harmonics, and 
this effect must he considered. Machines with a large number of rotor slots 
have rotor-slot harmonics at higher frequencies, and the frequency at which the 
rotor-slot harmonics become close to large PWM harmonics is lower, and thus the 
rotor speed estimation can be performed at lower frequencies. 

The accuracy of the speed estimation can be increased by using appropriate 
windowing (e.g. Hanning data window, Hamming window, rectangular window, 
etc.) and interpolation techniques. Windowing means that the FFT analyser sees 
the signal to be analysed through a window (it only sees a short length of the 
signal). However, in general, major discontinuities exist at the window edges. 
When these are transformed into the frequency domain, false results are obtained. 
The effect of windowing causes sidelobes to appear either side of the peaks. Some 
of the energy in the signal is leaking away into these sidelobes (hence the 
terminology: spectral leakage). This effect can he prevented by avoiding the 
discontinuities by arranging for the window length to be an exact multiple of 
the signal period. However, the problem is that most signals contain more than 
one fundamental frequency and also on most analysers the window length is not 
adjustable. This means that these discontinuities have to be accommodated some 
way. In practice, the elfect is suppressed by using 'weighting'. Weighting is a 
function applied to the samples of the signal prior to processing by the FFT 
algorithm. For the case of rectangular weighting, all the samples have a weighting 
of one (from this point of view all the samples are considered to be of equal 
importance). However, there exist other weightings, which reduce tlie importance 
of the samples at the edges of the window, and correspondingly increase the 
importance, or weight, of the samples towards the middle. For example, the 
Hamming weighting is such a technique. The main effects of these weightings 
are to 

reduce the discontinuity to zero; 

modulate the signal by the 'shape' of the window; 

reduce the sidelobe height in the frequency domain; 

increase the effective bandwidth. 

The increased bandwidth is an important factor for practical applications in 
torque-controlled speed-sensorless drives. The bandwidth considered is that of each 

point in the frequency domain. In a perfect system, each point would represent a 
perfect band-pass filter or very small width and virtually 'hrick-wall' characteris- 
tics either side. However, in practice, the filter has a finite width and finite cut-off 
slope, which determines the sclrctivity of the system. The time and frequency 
domains have an inverse relationship, If the window shapes are considered in the 
time domain, it is clear that the maximum effective window width is obtained with 
a rectangular window. All other windows can intuitively be seen to have a reduced 
effective width (e.g. consider the 3 dB points). Reduced width in the time domain 
is equivalent to increased width in the frequency domain, thus the effect or 
windows other than rectangular is to increase the bandwidth of each frequency 
point. Therefore this effectively reduces tlie ability of the FFT analyser to resolve 
the close components. It also reduces tlie so-called 'picket fence' effect. 

The accuracy of the FFT can be improved by using the method of interpola- 
tion. It has been emphasized above that spectral leakage causes the spreading of 
the energy distribution of each harmonic. This results in a number of spectral lines 
for each harmonic. If the largest peak exists at the it11 spectral line with amplitude 
A,, then the speed estimation accuracy can he increased by using interpolation, 
which means that the frequency resolution is enhanced by using an appropriate 
frequency correction factor, 6. For a rectangular window using interpolation, 
5=1/(1 +s) ,  where s is obtained from s=A,lmax(A,+ ,, A,_ ,), where A,+,, Ai-, 
are known magnitudes of the surrounding desired frequency. For the Hanning 
window, when interpolation is used, the expression of the correction factor is 
simple, 

and for the Hamming window it is more complicated, 

owever, in practice, the application of the Hanning window can give accurate 
results in many cases. The interpolation teclmique is analogous to the use of 

ase-locked-loop frequency multiplier acting on an encoder pulse train 
19931. 

s an example of the speed estimation of a 2p=4, 50Hz, 1.81cW three-phase 
uction machine with 28 rotor slots Table 4.2 shows the speeds which have 
n estimated with interpolation (I) and without interpolation (NI) and using 

le 4.2 Estimation or  the rotor meed 
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rectangular and Hamming windows, for various spectrum quantisation (Af) 
errors. It should be noted that the correct speed is 1431 rpm. 

As expected, larger errors are present when no interpolation is used, and the 
errors are larger when the rectangular window is used compared to the errors for 
the case of using the Hanning window. This is due to the fact that the rectangular 
window exhibits larger spectral leakage. The Hanning window can give relatively 
accurate results even for large values of the spectrum quantization error. For the 
example discussed, with the Hamming window, the speed errors for the three 
quantization errors are 0.17rpm, 0.29rpm, and 0.86rpm respectively. The 
example given only illustrates some possible improvements, but it is possible to 
obtain larger accuracies. 

It bas been shown above that the described speed-detection scheme requires the 
knowledge of the number of rotor slots per pole-pair. However, if information is 
not available from the manufacturer, then it is possible to obtain information on 
this parameter by conducting additional (experiments see discussion following 
eqn (4.5-82) below). 

In practice, the air-gap m.m.f. also contains space harmonics due to various 
types of asymmetries, e.g. eccentricity ([Vas 19931, [Hurst et 01. 19941). By neg- 
lecting the effects of magnetic saturation, and assuming sinusoidally distributed 
stator windings, the stator current contain harmonics with the frequencies 
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values of these parameters. When these are known, these parameters can be used 
in a speed-sensorless induction motor drive using current-harmonic spectral 
estimation. The number of rotor slots influences crawling, cogging, acoustic noise, 
stray losses, etc. In a squirrel-cage induction motor with die-casted rotor, the 
number of rotor slots is generally lower than the number of stator slots. For 
induction machines in the 4kW-100 kW range, the most common number of 
poles is four, and the stator slot numbers usually employed are 36, 48, 60, 72. 
The rotors of the 4-pole induction machine usually have eight slots less than the 
stator. This information can be used to obtain an initial estimate of the number 
of rotor slots. 

In Sections 3.1.3.6.1 and 3.2.2.2.3 a simple technique has been discussed for the 
rotor position estimation of PM synchronous machines and also synchronous 
reluctance machines. This technique [Schroedl 19881 can also be used for 
induction machines even at standstill. This is based on the fact that in the 
induction motor, due to saturation of the stator and rotor teeth, the stator 
inductances depend not only on the level of saturation hut also on the position of 
the main flux. It follows from the stator voltage equation of the saturated 
induction machine that at standstill the rate of change of the stator currents can 
be expressed as di,ldt=ii,lL. In this equation L is the complex stator transient 

wheref, is the rundamental stator frequency, c is any integer, Z ,  is the number inductance of the induction machine, whose magnitude and angle depend on the 

of rotor slots, and 11, is the eccentricity order number, which for static eccentricity magnetic operating point and the direction of the magnetizing flux-linkage space 

is zero and for dynamic eccentricity is 1. Furthermore, in eqn (4.5-81) s is the slip, vector. By applying appropriate stator-voltage test vectors (Ir,), the rate of change 

P is the number of pole-pairs, and li is the order of the time harmonics (I<= I, 3, of the stator-current space vector (dcldt) can he measured. The angle of the 

5, 7, etc.). It should he noted that if c = l  and /<=I and i1,=0, eqn (4.5-81) magnetizing flux-linkage space vector can then be obtained, since the locus of the 

reduces to eqn (4.5-77). It follows from eqn (4.5-81) that for 'pure' dynamic modulus of the complex transient inductance is an ellipse and the minimum of 

eccentricity (c=O, i1,=1, /;=I), the current harmonics due to eccentricity are this ellipse is in the direction of the magnetizing flux-linkage space vector. 
It is also possible to estimate flux-linkage space-vector position in an induction 

f = [I +( l  -s)lP]f,. machine by the tracking of high-frequency magnetic saliency created by magnetic 
tion (main flux or leakage flux saturation) at zero or low rotor speeds 

This expression is independent of the Z ,  and only requires knowledge of the en and Lorenz 1995bl. For this purpose high-frequency voltages are injected 
pole-pair number, which can however be obtained by simple measurement. The stator. The injected voltages can also he produced by the PWM VSI used 
most commonly used pole-pair number is four. It follows from eqn (4.5-82) that the drive scheme. It will be shown below that this technique is only possible in 
if the pole-pair number is known, and in an initial test the hannonics associated saturated smooth-air-gap machine, because of the physically existing cross- 
with 'pure' dynamic eccentricity are first detected by FFT  from the measure saturation effect (this erect is due to the saliency caused by saturation). 
stator current, then it is possible to estimate the slip (and also the speed). It shoul It is well known (see e.g. [Vas 19921 and also Section 6.1 of the present hook) 
be noted that although the harmonics caused by pure eccentricity enable Z2- at as a consequence of magnetic saturation, saliency is created and the stator 
independent speed and slip estimation, they provide much lower slip resolution Irect- and quadrature-axis inductances become asymmetrical (L,,+LSQ), and 
than the slot harmonics for a given sampling time. Thus the slot harmonics can Iso coupling will exist between the two axes (cross-saturation effect, L,,+O). It 
he used to provide the accurate speed estimation and the eccentricity harmonics as been sliown [Vas 19921 that due to saturation, all the inductances are 
are only used to give extra information for initialization of the slot-harmonic nctions of the saliency position (p), and 
estimator. By using the estimated slip and also eqn (4.5-81), it is then possible to 
use a search algorithm to obtain Z,, n d ,  and k, from a table containing possible ,,=L, +ALcos(2p) LsQ=L1 -ALcos(2/1) LDQ=LQD=ALsin(2p). 
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It then follows that due to saturation, the stator transient inductances in the sin(2fi-wit), and the quadrature-axis stator current (iSQ,) is multiplied by 
direct- and quadrature-axis (of the stationary reference frame) are also asymmet- cos(2fi-oil), where fi is the estimated saliency angle (in electrical radians), and 
rical. It can be concluded that due to saturation, the stator transient inductances then the difference of these two signals is obtained: 
are spatially modulated, i.e. in the stationary reference frame the stator transient 
inductances also depend on the position of the saturation-induced saliency. Thus 
the direct- and quadrature-axis stator transient inductances (L;,, LkQ) and also When the expressions for the direct- and quadrature-axis stator currents are 
the cross-coupling transient inductances (LDQ=Lb,) are functions of the angle 11, substituted into this expression, then the newly obtained expression is E= 

and similarlv to that shown above. I.,,sin[2(w,t-!)l+I.i, sinl2(ji-D)1 The second term of this contains the suatial - -  - 
position information, and approaches zero as fi+p (where fl is the estimate2 and 

L:,=L; +AL'cos(2/~) L:,=L', -AL'cos(2ti) ED,= LbD=AL' sin('p), 
11 is tlie actual saliencv uosition). The f i s t  term can be removed bv a low-oass . . . ~A 

where L', =(L:,+L:,)/2 and AL'=(L:,-L:,)/2. In these expressions L:, and L:, filter. The remaining second part (heterodyned and fltered signal, E,) is in the 
are the direct- and quadrature-axis transient stator inductances in the direct- form of a linear position error (as fi+p), 
and quadrature-axes of the existing saliency respectively. As expected the cross- +=Isi, sin[2(}i-fl)]%215,, (11-!). 
saturation coupling and inductance asymmetry disappears when L:,= L:,. 

The stator current responses will now be obtained, when high-frequency stator This signal can then be used to drive a controller, described by K,+K,Ip, where 
voltages are injected into the stator windings. These currents can then be used to K,  and K 2  are gains of the controller. It follows that the saliency position is 
obtain information on the position of the saliency. For high stator frequencies, the obtained as f i=Jddt ,  where d=(K,+K,lp)~, .  By using the saliency position, it 
stator equations of the saturated induction machine in the stationary reference is also possible to obtain estimates of the rotor flux linkages. For this purpose a 
frame can he well approximated by the voltages across the appropriate stator flux model can be used; thus the measured stator-current components of the 
transient inductances. Thus when a symmetrical three-phase high-frequency induction machine are first transformed into the reference frame rotating with the 
stator voltage system with amplitude U,, and angular frequency o, ( a i  is high) is saliency [by using the transformation exp(-jp)], and the obtained transformed 
injected into the stator, in the steady stale the stator currents will be displaced stator currents are then used as inputs into the flux model of the machine [e.g. 
from the stator voltages by 90" (since the stator transient inductances are eqns (4.1-25) and (4.1-26)l. The obtained flux-linkage components can then he 
dominant), and it follows from the stator voltage equations (in the stationary transformed into their stationary axis components (I),,, I),,), by using the trans- 
reference frame) that the space vector of the stator currents in the stationary formation exp(jfi). 
reference frame can be expressed as The best machine configurations for saturation-induced saliency tracking 

appear to be those with open or semi-closed rotor slots and are designed so that 
i3i=I,i, exp(jo,t)+I,i, exp[j(2p-coif)]. main flux saturation has a much greater impact on the stator transient inductance 

This current response can be measured. than localized leakage saturation. It is important to note that robust tracking of 

It can he seen that the first term in the current response is independent of the saturation-induced saliency may require operation at flux levels which are 

angle p, thus in practice the second term can he used to estimate p. For complete- considerably higher than normal or rated. The maximum operational speed is 

ness it should be noted that the amplitudes of the two current components are limited by core loss andlor stator voltage. Field-weakening greatly beyond 
speed may then be not possible. The generation of the high-frequency 

Isio=(U3iloi) L;l(L':-AL") cted stator voltages by the inverter requires the inverter to remain in a PWM 
pulse-density modulation mode. It follows that to obtain a wide range operation, 

I ~ ~ ~ = ( U ~ ~ I W ~ ) A L ~ I ( L ' : - A ~ ~ ) .  cluding field weakening, the scheme discussed above must he combined with 
It follows that in the absence of cross-saturation (no saliency) AL'=O and it is not another scheme which is suitable for high-frequency operation. 
possible to estimate the second term in the expression of the currents (since Another technique has been described recently [Blaschke ef al. 19961, which 
ISi, =0). Furthermore, the first term is a direct measure of the saliency present; it allows sensorless vector control at zero flux frequency. With this scheme it is 
characterizes the average stator transient inductance. possible to hold a load stationary for a long time even at zero frequency. For this 

By resolving the stator-current space vector (i,,) into its real- and imaginary- purpose, saturation effects are again utilized to obtain the position of the rotor 
axis components, isOi and iSQi are obtained. The angle /1, which is present in the flux-linkage space vector (namely that the dynamic inductance is not equal to the 
stator-current components, can then be extracted in a number of ways. One static magnetizing inductance, i.e. there is magnetic saliency in the induction 
possibility is to use a demodulation scheme involving heterodyning [Jansen and machine due to saturation). The quantities to be measured are the stator voltages 
Lorenz 1995cr1, where the direct-axis stator current (iSDi) is multiplied by and currents. As shown in Fig. 4.68(c), a special test-current space vector (AT,) is 
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added to the reference stator-current space vector (is,,,), where the test-current 
space vector is pulsating in parallel with tlie direction of the estimated rotor-flux 
vector axis. It also follows that the angle between the test-current space vector 
and the direct-axis of the stationary reference frame is equal to the position of the 
estimated rotor flux-linkage space vector (6,). Due to the special selection of the 
test-current space vector, it has no influence on the produced electromagnetic 
torque. As shown in Fig. 4.68(c), due to the test currents, modified stator 
reference currents are obtained; these can be described by i,,,,,,,=i,,,,+Ai,, 
where AT,= [Icos u(t)] exp(jp,), and 6, is the estimated position of the rotor flux- 
linkage space vector (with respect to the real axis of the stationary reference 
frame). The transformation exp(jp,) is required to ensure that the test-current 
space vector in the stationary reference frame is coaxial with the real axis of the 
estimated rotor flux-linkage space vector (see also Fig. 4.68(b)). In the expression 
above, I is tlie amplitude of the test current (it is also shown in Fig. 4.68(c), since 
it is one of the inputs) and the angle a(()  is obtained by integration of a constant 
test frequency, o,,,,, since o,,,,=dddt holds (see also Fig. 4.68(c)). The stator- 
current test signal, Icosu(t), can be considered as a projection of an auxiliary 
test-current vector i (which rotates at the speed of o,,,,) on the real axis of the 
estimated rotor flux-linkage space vector, and this projection moves along a 
straight curve when the auxiliary vector rotates. This is shown in Fig. 4.68(a). 
In this way, the test vector Ai, is indeedpulsating in the direction (2) of the 
estimated rotor flux-linkage space vector (~b,). 

It is a very important feature of the scheme that due to magnetic saturation, the 
rotor-current space vector produced by the test stator-current space vector 
(-Airy) is displaced by an angle ( y )  with respect to the test-current space vector 
(see also Fig. 4.68(b)); this is now discussed. This follows from the fact that by 
assuming fast and small variations of the stator currents, it can be shown by using 
eqns (4.1-5) and (6.1-18) that 

where 

e li, and lc2 are saturation-dependent gains, L,, is the rotor leakage induc- 
e, and L and L, are the dynamic and static inductances respectively 

s the tangent slope and L, is tlie static (chord) slope of tile magnetizing curve 
discussed in Chapter 6). Under saturated conditions L<L,, and thus k 2 > k ,  
d therefore the test motion of the stator-current space vector (Ai,) is transferred 
to the motion of the rotor-current space vector without any delay, and the 
rent transfer in the s-axis (axis coaxial with the rotor flux-linkage space vector) 
es place with smaller gain than current transfer in the JJ-axis (axis in space- 

adrature to the rotor flux-linkage mace vector). In other words. under - .  
Fig. 4.68. Estimation of rotor Rux angle at zero and low frequencies. (a) Vector diagram, productio turated conditions the space vector- Air, is displaced from the space vector AT, 
of test vector; (b) veclor diagram, circcl of saturation on ralor currents; (c) basic estimation scheme 
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obtain the position of the rotor flux-linkage space vector. It is important to note 
that if p,=p, (d=0) then y = O  and when the shifting angle is not zero, in general, 
it has an opposite direction to the error angle. It follows from the above that, to 
obtain the shifting angle, the negative rotor-current components -Air.+, -Ai,: due 
to the test stator-current space vector have to be known in the estimated-rotor- 
flux-oriented reference frame. The estimation of the required rotor currents is now 
discussed briefly. 

The current components -Air; and -Ai+, which are also shown in Fig. 4.68(c), 
can be obtained in a few steps. As shown in Fig. 4.68(c), first the negative 
rotor-current space vector expressed in the stationary reference frame, -i:= 
-(i,,+ji,,), is monitored and this is then transformed into the negative rotor- 
current space vector in the estimated-rotor-flux-oriented reference frame -iri= 
-(i,;+ji<;)= -i:exp(-jb,). This transformation is then followed by high-pass 
filtering, which yields the pulsating negative rotor-current space vector (in the 
estimated-rotor-flux-oriented rererence frame) due to the test stator-current space 
vector -AT,#= -(Ai,;+jAi,;). This pulsating current vector can be described by 
two counter-rotating vectors, which have the same amplitude. The component 
which rotates at the constant speed of w,,,, is the positive-sequence system and 
the other, which rotates at the -w,,,, speed, corresponds to a negative-sequence 
system. As shown in Fig. 4.68(c), the positive-sequence current vector -AT;+ is 
obtained by performing the transformation -Airiexp(-ju) and then by low-pass 
filtering of this signal. The resulting vector is a stationary vector, rT=d,+jdz, 
which is displaced from the axis of the auxiliary test-current vector (i)  by 
angle y ,  and thus y can be obtained, e.g. by considering ?=tan-'(d,ld,). This 

by the shifting angle y as shown in Fig. 4.68(b). In a saturated machine, it is this 
effect which causes the shifting angle g to be different from zero when the 
estimated rotor flux position (6,) is different from the actual rotor flux position 
(p.) ,  i.e. when the error angle is 6=6,-6,ZO. It is the angle 11 which is used to 

For the estimation of tlie rotor position and rotor speed even at zero and low 
speeds, it is also possible to use saliency effects, which are intentionally created by 
using special rotor construction, where spatial modulation of the rotor leakage 
inductance is created. This can be achieved, for eh-ample, by periodically varying 
the rotor-slot opening widths or by varying the depths of the rotor-slot openings, 
etc. [Jansen and Lorenz 1995bl. The technique resembles the one described in the 
previous section, but tlie main difference is that in the present case there exists a 
deliberately introduced saliency due to physical asymmetry, whilst in the previous 
case magnetic saliency existed due to saturation. It should, however, be noted tliat 
tlie introduced rotor saliency is symmetric about each pole, i.e. it is 90 mechanical 
degrees for a four-pole machine. In order to be able to track the saliency, similarly 
to tliat discussed in the previous section, symmetrical three-phase high-frequency 
voltages are injected into the stator (the amplitude and angular frequency of these 
are U,, and o, respectively). First, it is shown below that when special (asymmet- 
rical) rotor constructions are used, the stator transient inductances due to asym- 
metry are position dependent. It is this position dependency of the inductances 
which causes position-dependent current responses, when the stator is supplied by 
high-frequency voltages. By measuring these stator currents, it is then possible to 
extract the information on tlie rotor position. 

Due to the special rotor construction, the rotor leakage inductances (L,,,, L,,,) 
in the direct and quadrature axes of the rotor reference frame are different. 
However, rvl~en these are transformed into the stator reference frame, rotor- 
position (0,)-dependent inductances, 

high-frequency saliency created by spatial modulation of the rotor leakage 
inductance. This is briefly discussed in the next section. 

4 . 5 3 4  Esrir~~ntiorl rrfi/izing srrliencj~ intr.odiroer/ 61, specinl rotor corlstrlrcrion 

shifting angle is then input into a controller on the output of which thederivative L,,,=L, +ALcos(28,) L,,Q=L,-ALcos(20,) L =L,,Q,=ALsin(20,) 
of the estimated rotor flux-linkage position is obtained, this is then integrated 
to yield 6,. The estimated 6, is changed until )1=0 is obtained (and in this are obtained, where L, =(L,,,+ L,,,)/2 and AL=(L,,,- L,,,)12. A simple proof of 
case $,=p,). this can be obtained e.g. by perfomling the transformation of the rotor leakage- 

It has been discussed above that the scheme requires the monitored values of flux space vector expressed in the rotor reference frame, $,,=~,,,i,,+j~,,,i,,, into 

the rotor currents in the stationary reference frame. However, these can be the rotor flux-linkage space vector expressed in the stationary reference frame, 

obtained from the measured stator voltages and currents by considering the stator ~ ,=1$~,exp( j0 , ) ,  and then by resolving the obtained flux linkages into their real- 

voltage equation in the stationary reference frame. The stator voltage equation is and imaginary-axis components. For this purpose the expressions of the rotor- 

simplified by considering a lugh test frequency and also that the speed of the rotor current space vector in the rotor reference frame, i,=i,,+ji,,, and also in the 

Rux-linkage space vector, o,,=dp,ldt, is low. The details of the rotor-current stationary reference frame, i;=i,exp(jO,), are introduced. Thus 

estimation circuit shown in Fig. 4.77(c) can he found in the literature, where the ~ I ' : I = ~ ~ r l e x ~ ( j ~ , ) = ( ~ , l ~ i , , + j ~ , , , i , , )  exp(j0,) 
technique has been verified in a vector-controlled induction machine, fed by a 
current-controlled PWM inverter [Blaschke el a/. 19961. The test results reported = [(Lrld + Lrlq)/21ir exp(j0,) + [(L,,,-Lr1,)/21i;'exp(j0,) 
prove that the scheme can work at exactly zero flux frequency, i.e. a loaded = L,i:+ALi:exp(2jOr) 
machine was running in a stable manner at exactly zero frequency for a long period. 

Finally it should be noted that instead of utilizing saturation effects, it is also is obtained, and resolution into its components yields the inductances defined 
possible to estimate the rotor position of the induction machine by tracking of above. As expected, ' the cross-coupling inductances (LdDQ=Lrl0,) are zero, 
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if L,,,=L,,,. As a consequence of this rotor leakage asymmetry, four stator 
transient inductances can be defined: the direct-axis transient inductance, 
L:,= L,, + L,,,= L; + A  L'cos(20r), the quadrature-axis transient inductance 
L:Q = L,, + L,,,=L', -A L'cos(20,), and also the cross-coupling transient induct- 
ances &Q=Lb,=AL'sin(2p). In these expressions L;= L, and AL=AL', where 
as shown above L, =(L,,,+L,,,)12 and AL=(L,,,-L,,,)12. 

When high-frequency stator voltages (4,) are injected into the stator of the 
induction machine, it follows from the stator voltage equation of the induction 
machine in the stationary reference frame that ii,,=d$Jd/, where tlie stator 
flux-linkage component is mainly a leakage flux component. This contains the 
appropriate stator transient inductances (sum of stator and rotor lealtage induct- 
ances). It follows that the stator currents due to the injected stator voltages can 
be formally expressed in tlie same way as in the previous section. Thus the current 
response to the injected stator voltages is obtained as 

where 
l,a=(U,jl~i)(L,~+L;)I[(L,,+ L;)'-AL"], 

=(U,,lw,)AL'I[(L,,+L;)'-AL"]. 

Tlie second component of the stator current contains the rotor angle, and this can 
be used to estimate the rotor position, by using tlie same technique as discussed 
in the previous section. 

It follows that the signal 

is first obtained, which can be expressed as 

E=I,,, sin[2(ru,t-fir)] +I,,, sin[2(0,-&)]. 

The second term contains tlie rotor position information, and approaches zero as 
gr-.O, (where fir is the estimated and 0, is the actual rotor position). Tlie first term 
can be removed by a low-pass filter. Tlie remaining second part (heterodyned and 
filtered signal) is in the form of a linear position error (as or+@,), thus 
~ ~ = 1 ~ ~ ~  sin[2(0,-fir)]=21,,1(0,-8r). This can tlien be used to drive a controller, 
K,+K21p, where K, and K2  are gains of the controller, thus the rotor position 
is obtained as &=Jd,dt ,  where d,=(K,+K,lp)~,  is the estimated rotor speed. 

As discussed in the previous section, saturation causes magnetic saliencies and 
as a consequence, an extra term will be added to I,,, ~in[l(O,-6~)]. However, this 
extra term can be avoided by appropriate machine design. For example, the 
elfects of leakage saturation can be avoided in the rotor by selecting minimal 
slot-opening widths. 

Finally it should be noted that variation of the rotor slot-opening width may also 
influence adversely the magnetizing inductance and may result in torque pulsations. 
If the depths of the rotor slot openings are varied in order to create a spatial 
modulation of the rotor leakage inductance, then the magnetizing inductance is 

almost unchanged, but the rotor lamination asymmetry can be undesirable for a 
manufacturer. The rotor leakage inductance modulation can also be achieved by a 
variation in rotor slot opening fill, but this can also have some adverse effects. 

1 4.5.3.4 Model reference adaptive systems (MRAS) 

In Section 4.5.3.1 various open-loop speed and flux-linkage estimators have been 
discussed. These have utilized the stator and rotor voltage equations of the 
induction machine. However, the accuracy of these open-loop observers depends 
strongly on the machine parameters. In closed-loop estimators tlie accuracy can 
be increased. Five rotor speed observers using the Model Reference Adaptive 
System (MRAS) are described below. In a MRAS system, some state variables, 
s,, s, (e.g. rotor flux-linkage components, ,I/,,, $,,, or back e.m.f. components, 
e,, e,: etc.) of the induction machine (which are obtained by using measured 
quant~ties, e.g. stator voltages and currents) are estimated in a reference model 
and are tlien compared with state variables .+,, .+, estimated by using an adaptive 
model. Tlie difference between these state variables is tlien used in an adaptation 
mechanism, which outputs the estimated value of the rotor speed (d,) and adjusts 
the adaptive model until satisfactory performance is obtained. Such a sclieme is 
shown in Fig. 4.69(a), where the compact space-vector notation is used. However, 
Fig. 4.69(b) corresponds to an actual implementation, and here the components of 
the space vectors are shown. 

The appropriate adaptation mechanism can be derived by using Popov's 
criterion of hyperstability. This results in a stable and quick response system, 
where the differences between the state-variables of the reference model and 
adaptive model (state errors) are manipulated into a speed tuning signal (E), which 
is then an input into a PI-type of controller (shown in Fig. 4.69(c)), wliich outputs 
the estimated rotor speed. Four schemes will be disctssed - in the following 
sections; these use the speed tuning signals E,,,=I~(II/:I//:'), ~,=1m(Z'/, 6,,= 

Im(AFi;) and ~,,.=1m(AL'pi;') respectively, and are indicated in Fig. 4.69(c). In 
these expressions IZ and i, denote the rotor flux-linkage and stator-current space 
vectors respectively in the stationary reference frame, F denotes tlie back-e.m.f. 

ace vector also in the stationary reference frame F=(L,IL,) d~z ld t ,  and finally 
e error back-e.m.f. space vector is defined as AZ=F-F. The symbol " denotes 
e quantities estimated by the adaptive model. In addition to these four schemes, 

artificial-intelligence-assisted MRAS speed estimators are also discussed below in 
Section 4.5.3.4.6 and also in Section 4.5.3.6, estimators wliich do not contain any 
mathematical adaptive model, and the adaptation mechanism is incorporated into 
the tuning of the appropriate artificial-intelligence-based network (which can be 
a neural network, a fuzzy-neural network, etc.). 

To improve tlie performance of tlie observers described, various practical 
techniques are also discussed which avoid tlie use of pure integrators. One of the 
schemes described is robust to stator resistance and rotor resistance variations, 



model 

and can even he used at very low speeds, e.g. 0.3 Hz (but not zero speed). All tlie 
observers described below use monitored stator currents and stator voltages, hut 
in a voltage-source inverter-fed drive, it is not necessary to monitor the stator 
voltages, since it is possible to reconstruct them by using the inverter switching 
states and also the monitored value of the d.c. link voltage (see also Section 
3.1.3.2.1). An artificial-intelligence-based MRAS speed estimator seems to offer 
the most satisfactory performance even at very low speeds. 

(a) Imechanisml' 
4.5.3.4.2 Applicatiorl of Popou's /~~~persIabi/itj' t11eorei11 arlrl irltegral irleqirnlitj, 

This section is only given here for completeness and contains a short description 
of the selection of the appropriate adaptation mechanism, proves why there is a 

[(SO 
!'sQ 

PI controller in the schemes descrihed below, and also shows the form of the speed 
ISD tuning signal to be used. However, this section can be skipped by those who do 
4~ not require a proof of the fact that the application of Popov's theorem yields the 

various MRAS systems descrihed, e.g. thal shown in Fig. 4.69, which contains a 
PI controller and the appropriate speed tuning signal. 

In general, a model reference adaptive speed estimator system can he repre- 
sented by an equivalent non-linear feedback system which comprises a Feed- 

v = lea, %lT forward time-invariant linear subsystem and a feedback non-linear time-varying 
subsystem. This is shown in Fig. 4.69(d). 

In Fig. 4.69(d) the input to the linear time-variant system is u  (which contains 
the stator voltages and currents), its output is v, which is the speed tuning signal 
(generalized error), v= [E,, E,]~.  The output of the non-linear time-variant system 

"!=--Fa is w, and u =  -w. The rotor speed estimation algorithm (adaptation mechanism) 

CC) mcchi~nism 
K p + -  is chosen according to Popov's hyperstability theory, whereby the transfer func- 

tion matrix of the linear time-invariant subsystem must be strictly positive real 
and the non-linear time-varying feedback subsystem satisfies Popov's integral 
inequality, according to wliicb JvTw dt a0 in the time interval [0, I,] for all I, >O. 
Thus to obtain the adaptation mechanism, first tlie transfer function F(s) of the 

rccdronverd subrystem linear time-invariant feedforward subsystem has to be obtained. It can he shown 
by lengthy calculations that in all the schemes described below this is strictly 

NO"-linear timc-variant possible proof uses the state-variable form of the error equation, dvldt= 

(d) feedback subsyslem b w, which is obtained by subtracting the state-variable equations of the 
ustable model from the state-variable equations of the reference model. The 

Fig. 4.69. MRAS-based speed estimator scheme. (a) Basic scheme (using spacc-vector nototion); (b) uations of the adjustable model (rotor model) are the rotor voltage equations in 
basic scheme (using spacc-vector components); (c) adaptation mechanism; speed tuning signal stationary reference frame, which can be obtained from eqn (4.1-27) by 

- - 
[ = I m $ *  whcrc &=$,,,+j$,,, inating the rotor-current space vector. Thus 

L", L,,, ) ~ ; . = l m ( ~ $ * )  where P=e, ,+jc, ,=i$, , ,+jT$. ,  
/: = ' L, .- ~ L, '- 

1 

r,,=Im(AE;*) where AP=P-$=(i.,-e,)+j(r.,-4,); "=l{[ -E+jUr] lk+2i5}dt  
ca,. = Im(AZoi;*) 

s nhtniqed, which is then resolved into its two-axis components. The reference 
Id) equivalent non-linear fccdback system 

- 
del (: itator model) equations are the two-axis stator voltage equations in tlie 
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stationary reference frame, wliich have been defined by eqns (4.5-22) and (4.5-23), 
and the space-vector form of this is 

~ ~ i = L [ j ( i ~ - R ~ i ~ ) d f - L : i ~  Lm I . 
In the resulting state-variable form of the error equations, the state matrix is A, where 

w, - l lTr  A = [ - " ~ ~  " I  1. 
The feedfonvard path transfer matrix of the linear time-invariant subsystem shown 
in Fig. 4.69(d) is F(s)=[sl-A]-', where I is an identity matrix. It follows from the 
derivation of the error state equation that IV= [d,-o,][-.?,,~,]~ (where 2, and .tq 
are the states estimated by the adaptive model), thus when +v is substituted into 
Popov's integral inequality, jvTwdt>O, it can be shown that this inequality can be 
satisfied by letting d,=(K,+Kilp)~.  In this equation llp represents an integrator 
and E is the appropriate speed tuning signal. In general, the state variables in the 
reference and adaptive models are s,, s, and f,, .t, respectively and when these 
are the rotor flux linkages $,,, tk,,,, IP,,, IP,,, then the speed tuning signal is 
Im(ll/:t/i:'), where the asterisk denotes the complex conjugate. This signal is used in 
the first scheme discussed below, thus E ,= I~ ( I$&) .  In the second scheme to be 
discussed it has a similar form, ~,=Im(i?),  etc. It can he seen that when a specific 
state variable is used (on the outputs of the reference and adaptive models), then a 
corresponding speed tuning signal of a specific form is obtained by using Popov's 
integral inequality. It 1x1s been discussed above lhat when the rotor speed to be 
estimated is changed in the adaptive model in such a way that the difference 
between the output of the reference model and the adaptive model is zero, then the 
estimated rotor speed is equal to the actual rotor speed. The error signal actuates 
the rotor-speed identification algorithm, which makes this error converge asym- 
ptotically to zero. The physical reason for the integrator (in the PI controller) is that 
this ensures that the error converges asymptotically to zero. 

where L: is the stator transient inductance. These two equations represent a 
so-called stator uoltc~ge model, whicli does not contain the rotor speed and is there- 
fore a reference model. However, when the rotor voltage equations of the induction 
machine are expressed in the stationary reference frame, they contain the rotor 
fluxes and the speed as well. They can be obtained from eqn (4.1-27) and, by 
eliminating the rotor-current space vector by using T;=(I~/:-L,~~)IL, or from eqns 
(4.1-30) and (4.1-31) by considering tliat $,=LLi,,,,, d!,=L,,i,,, thus 

where T is the rotor time constant. These two equations correspond to a crrrl.alt 
model, which contains tlie rotor speed, and therefore represent the adjustable 
(adaptive) model. The reference and adaptive models are used to estimate the 
rotor flux - linkages = and the angular difference of the outputs of the two estimators 

A 

E~ = I~(I~:I/I:') = I//,, $I,,- I#~,$~,, is used as tlie speed tuning signal. This tuning 
signal is the input to a linear controller (PI controller) which outputs the estimated 
rotor speed as shown in Fig. 4.70. 

As discussed in the previous section, the reason for using a PI controller and 
q , , = ~ m ( ~ ~ ~ ~ ) = $ , , $ , , - ~ , , $ , ,  is that this will give a stable non-linear feedback 
system, and a rigorous proof uses Popov's hyperstability criterion. The PI 
controller tunes the rotor speed value whe; the error between the two rotor 
flux-linkage space vectors is not zero (IE#IE).  In other words, when the rotor 
speed to be estimated (d,) is changed in the adjustable model in such a way that 
the difference between the output of the reference model and the output of the 

4 . 3 4 3  Sclrcrrte I: speed trlrling sigrral is ~,,=lm(l$&) 

As shown in the previous section, it is possible to estimate the rotor speed by 
using two estimators (a reference-model-based estimator and an adaptive-model- 
based one), which independently estimate the rotor flux-linkage components in 
the stator reference frame (~k,,, tbrq), and by using the difTerence between these Flux estimnlor. @: 
flux-linltage estimates to drive the speed of the adaptive model to that of the adaplivc model 
actual speed. The expressions for the rotor flux linkages in the stationary reference 
frame can be obtained by using the stator voltage equations of the induction 
machine (in the stationary reference frame). These give eqns (4.5-22) and (4.5-23), 
which are now rearranged for the rotor flux linkages: 

I 
K p + -  

(llSg -%irD) df -L:iSD (4.5-83) Fig. 4.70. MRAS-based rotor speed observer using rotor flux linkages for the speed tuning signal and 
employing pure integrators. 



adjustable model becomes zero, then the estimated rotor speed is equal to the 
actual rotor speed (w,). The error signal actuates the rotor-speed identification 
algorithm, which makes this error converge to zero. The algorithm is chosen to 
give quick and stable response. I t  should be noted that it is also possible to 
construct similar MRAS schemes which, however, use the hack-e.m.f. components 
instead of the rotor flux-linkage components, or they can use the components of 
the power vector (&Fib), etc. Some aspects of these schemes will be discussed at 
the end of the present section and it will be shown that they have some advantages 
(e.g. absence of pure integrator, reduced noise sensitivity, etc.) over the scheme 
using the rotor flux estimates in the speed tuning signal. 

It follows from Fig. 4.70 that the estimated speed can be expressed as 

and it can be shown by using the linearized state-variable equations that arbitrary 
K,  and K, cannot be used to obtain satisfactory performance. The complete 

Fig. 4.71. Complctc scheme or MRAS-based speed observer using rotor flux linkages ror the speed 
tuning signal. 
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scheme of the MRAS-based rotor speed observer is shown in Fig. 4.71. It should 
be noted that in Fig. 4.71 the speed tuning signal c, is multiplied by IIR,, and thus 
to obtain E,, it is multiplied by R,. However, this separate multiplication is not 
required, since R, could be incorporated in the proportional and integral gain con- 
stants of the PI controller. The stator voltages can be obtained from the monitored 
terminal voltages or they can be obtained in an inverter-fed drive by reconstructing 
the stator voltages from the inverter switching states and by using the monitored 
value of the d.c. link voltage (see Sections 3.1.1 and 4.1.1 for further detail). 

In practice, the reference model is difficult to implement due to the pure 
integrators required by eqns (4.5-83) and (4.5-84), which have initial value and 
drift problems. However, to avoid these problems, in a practical implementation 
a low-pass filter, with the transfer Function ll(p+ IlT), can be used instead of a 
pure integrator. However, since ll(p +1IT) = (llp)[pl(p + UT)], thus in the prac- 
tical system, the reference model (which contains lip) is followed by a high-pass 
filter [pl(p+I/T)], as shown in Fig. 4.72. 

In this case the modified rotor flux linkages of the reference model (I//:,, I/(,) 
can be obtained from eqns (4.5-83) and (4.5-84) and thus 

Since the output of the modified reference model gives the modified rotor flux 
linkages $id and I/:,, the adaptive model must also be adjusted to give the cor- 
responding modified values, and therefore the high-pass filter block [pl(p + IIT)] 
is placed in front of the original adaptive model in Fig. 4.72. In practice the 
cut-off frequency of the high-pass filter is a few Hertz (e.g. T=0.05s gives 
f = ll(2nlT) = 3.2 Hz). Below the cut-off frequency, the rotor speed estimation 

r7, Rclercncc P 
. model 
Is @ x v; = Im(lp; $;*) 

4.72. Practical MRAS-based rotor speed observer using rotor flux linkagcs for the speed tuning 
al and avoiding pure integrators. 



becomes inaccurate. Furthermore, at low speeds, the stator voltages are small and 
therefore an accurate value of the stator resistance is required to have a satis- 
factory response. However, when tlie MRAS scheme described above is used in a 
vector-controlled induction motor drive, speed reversal through zero during a fast 
transient process is possible, but if the drive is operated at zero frequency for more 
than a few seconds, then speed control is lost due to the incorrect flux-linkage 
estimation. It should be noted that the problems associated with pure integrators 
in the reference model can be also avoided by using another flux estimator in the 
reference model (e.g. see Sections 3.1.3.2 and 4.1.1.4, where such stator flux 
estimators are also described, wliich avoid tbe use of pure integrators, use the 
monitored stator voltages and currents, and contain a feedback of the flux angle). 
However, it is also possible to avoid tlie use of pure integrators by using another 
speed tuning signal in the MRAS system, which does not require pure integration. 
Since in the above scheme the integrator was present only because the rotor flux 
linkage is estimated from the stator flux linkage, ~ r = ( ~ r I ~ , ) ( ~ ~ 3 - ~ : i , ) ,  and the 
stator flux-linkaee estimation from the stator voltaees and curretits reouires an - - 
integration, it follows tliat if a signal (e.g. back e.m.f.) proportional to d~Eldt  is 
used (the space vector of the back e.m.f. is c = ( ~ , j L , ) d ~ ~ j d t ) ,  then no integra- 
tion is required. Such a scheme is discussed in the next section. 

4.5 3 Scllerire 2: speed ilrrrirlg siglrol rs ~,.=IIII(L'?) I 
It has been mentioned above tliat it is also possible to construct other MRAS 
schemes which, instead of using the rotor flux-linkage estimates in the speed 
tuning signal, use the back e.m.f.s or some other quantities, e.g. tlie components 
of the power vector (r7,iSs), etc. When tlie back e.m.f.s are used, then the problems 
associated with the pure integrators in the reference model disappear, since in this 
case the reference model does not contain any integrator. The equations for the 
direct- and quadrature-axis back e.m.f.s follow from eqns (4.5-83) and (4.5-84): 

Lm ddrtd R3isD -L:- di,, 
df 

Rcicrencc model 
17% 
. Speed tuning signal E~ 
is $x~=lm(e;+)  

Fig. 4.73. MRAS-based speed observer using back e.rn.i.s for the speed tuning sign;!l. 

Adaptive model 

(4.5-93) 

and these are used in a new reference model, shown in Fig. 4.73. 
As expected, the component back e.m.f.s e, and e, can be obtained withou 

integration. Similarly to scheme described in the previous section (Scheme I), tl 
direct- and quadrature-axis stator voltages can be obtained from monitore 
terminal voltages, or in an inverter-fed drive, they can be reconstructed by usin 
tlie inverter switching states and t l ~ e  monitored d.c. link voltage. 

The corresponding back e.m.f. equations for the adaptive model are obtained 
from eqns (4.5-85) and (4.5-86): 

Equations (4.5-92) and (4.5-93) are used in the adaptive model shown in Fig. 4.73. 
In Fig. 4.73 the speed tuning signal is s ,=1m(f;")=~x~=e,8, , -e , i , ,  wliicli is 
proportional to the angular diKerence between the back e.m.f. vectors of the 
reference and adjustable models respectively, i ,  ( x denotes the cross-vectorial 
product). The full scheme is sliown in Fig. 4.74. 

It sliould be noted that in Fig. 4.74 tlie speed tuning signal e ,  is multiplied by 
L;,IT,, which has been assumed to be constant, where L,=L;IL, is the referred 
value of the magnetizing inductance (this inductance was used in Fig. 4.10(a)). 
Thus multiplication by the constant L:,IT, is used to obtain e,, wliicli is then tlie 
input to the PI controller. However, this multiplication can be omitted since L,IT, 
can be incorporated in the proportional and integral gain constants of the PI  
controller (wliich become Kb =K,LkIT, and K;=K,L,IT,). 

When the scheme sliown in Fig. 4.74 is employed in a speed-sensorless vector- 
controlled drive, satisfactory performance can be obtained even at low speeds if 
an accurate value of the stator resist~ance is used, since the reference model does 
not contain pure integration. However, the stator resistance varies with tem- 
perature, and tliis effects the stability and performance of the speed observer, 
especially at very low speeds. A MRAS scheme wliicli is insensitive to stator 
resistance variation can be obtained by using such a speed tuning signal, which 
is obtained from a quantity which does not contain the stator resistance. This is 
discussed in the next section. 

In Schzmes 2 and 3 described above, the speed tuning signal is obtained from 
Im(~~:tl;:') and from ~m(??) respectively. In t l ~ e  new scheme (Scheme 3). tlie speed 
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Fg. 4.74. Complctc scheme of MRAS-based spccd observer using back e.m.f.5 for the speed tuning 
signal. 

tuning signal is deliberately chosen to be Im(A?i5.), where A?=?-? and 
E, $ are the space vectors of the back e.m.f.s in the reference model and adaptive 
model respectively. It follows that Im(A?i;)=i, x A?=i9 x ?-is x 2, and by con- 
sidering eqns (4.5-90), (4.5-91), and ?=@, +&,, ii,=~l,,+js,~,i,=i,.+ji~~, 

is obtained, which is the output of the reference model. It can be seen that this 
does not contain the stator resistance, and this is why jl has been chosen to be a 
component of the speed tuning signal. In other words, since the stator-voltage 
space vector (17,) is equal to the sum of the stator ohmic voltage drop (R,i5) 
plus L:di,ldt, plus the back e.m.f. ?= (~ , l~ , )d l$~ ld t ,  therefore the vectorial 
product i, x 17, does not contain the stator resistance and takes the form 
i, x &=i, x L;di,ldt +is x ?, and this gives eqn (4.5-94) as expected. The first term 
on the right-hand side of eqn (4.5-94) is (i,x17,), the reactive input power. 
Similarly to the other two schemes discussed in the previous two sections, the 
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stator voltage components u,,, itsQ can be obtained from the monitored line 
voltages, or in an inverter-fed induction motor drive, they can be reconstructed 
from the inverter switching states and the monitored value of the d.c. link voltage. 

The output of the adaptive model 1s obtained by considering eqns (4.5-92), 
(4.5-93) and $=ed+jeq, as follows: 

Figure 4.75 shows the schematic 'of the rotor speed observer using the speed 
tuning signal c,,=Im(AEi;). The reference model is represented by eqn (4.5-94) 
and the adaptive model by eqn (4.5-95). 

The component forms of eqns (4.5-94) and (4.5-95) yield 

(4.5-96) 

and 
. .  

$=is x ?=r,,i.,-i,oi., 

respectively. Equations (4.5-96) and (4.5-97) can then be used in a final imple- 
mentation of the rotor speed observer. When this observer is used in a vector- 
controlled drive, it is possible to obtain satisfactory performance even at very low 
speeds. The observer can track the actual rotor speed with a bandwidth that is 
only limited by noise, so the PI  controller gains should be as large as possible. 

he scheme is insensitive to stator resistance variations and it can be shown that 
in a rotor-flux-oriented vector drive, the same T,  is used as in the MRAS-based 

peed observer, then the drive will be robust to the variation of T,  as well 
Peng et a/. 19941. Thus rotor-flux alignment is maintained, despite the fact that 

Reference model 
11, cqn(4.5-94) - 

di Spccd tuning signnl E& . 
is rs x (D, - L" -9 

dr TBxA?=Tqx(2-8) 

eqn(4.5-95) 

h[Lp; x Ts + x jv;)] LC T, 

Fig. 4.75. Rotor spccd observer using the tuning signal Im(A2i3'). 
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an incorrect value of the rotor time constant is used. This is due to the 
accumulative effects of the errors. This also holds for the other MRAS-based 
speed observers described above. However, the accuracy of the speed estimation 
system discussed above depends on the transient stator inductance (L:) and also 
on the referred magnetizing inductance (LiIL,). The latter quantity is not too 
problematic, since it does not change with the temperature. Furlhermore, devi- 
ation of T ,  from its correct value produces a steady-state error in the estimated 
speed and this error can become significant at low speed. In general, the scheme 
can be used at very low speeds as well, e.g. at 0.3Hz, but not at zero stator 
frequency. Special care must be taken for the design of this scheme for applica- 
tions where there are negative step changes in the torque-producing stator current, 
otherwise it is difficult to keep the speed stable. 

Finally it should be noted that by using a simple space-vector model of tlie 
induction machine, which takes into account the effects of iron losses, it is possible 
to estimate the effects of iron losses on the estimated rotor speed. It can then be 
shown that in the field-weakening range the iron losses may have an important 
eKect on the accuracy of the speed estimation. In a simple space-vector model of 
the induction machine, the iron losses can be considered in a similar way to that 
used in the conventional steady-state equivalent circuit of the induction machine. 
Thus in the model expressed in the stationary reference frame, the resistor taking 
account of iron losses is connected in parallel with the magnetizing inductance. 
In a model expressed in the general reference frame rotating at the general speed 
o,, this resistance is connected in parallel with a circuit which contains the sum 
of tlie transformer voltage L,pim, (p=dldt  and im, is the magnetizing-current 
space vector in the general reference frame) and the rotational voltage jw,lL, 
(b';,, is the magnetizing flux-linkage space vector in the general reference frame). 
For simplicity the magnetizing inductance has been assumed to be constant, but 
it is possible to use a similar dynamic model of the induction machine which takes 
account of both the iron losses and saturation effects. This could be used for the 
analysis and compensation of the speed estimation error caused by iron losses and 
main flux saturation in a MRAC-based speed-sensorless induction motor drive. 

4.5.3.4.6 Scl~erlle 4: speed tlrrlirlg sigrlal is E,,. =Im(Aepisa) 

As discussed in the MRAS scheme of the previous section, the presence of the 
stator transient inductance (L:) is undesirable, since this affects the accuracy of 
the estimated rotor speed in tlie entire speed range. For the purposes of the 
present scheme it is a goal to eliminate the need for using the stator transient 
inductance. Furthermore, it is another goal that the MRAS scheme should not 
require pure integration (similarly to the schemes described previously). It will be 
shown that it is possible to fulfil these conditions by using a suitable speed-tuning 
signal, but accurate speed estimation can only be achieved if the stator resistance 
and rotor time constant are accurately known (e.g. they are adapted on-line). 

By examining the stator and rotor voltage space-vector equations of the 
induction machine, it can be physically deduced that both of these requirements 

can be fulfilled if the speed tuning signal contains the derivative of the stator 
currents and is chosen as i:,,..=Im(AZpi'). Similarly to the notation used in the 
earlier schemes, in this expression e is the space vector of the back e.m.f.s, 
~ = ( ~ , I L , ) d t ~ , l d t ,  p is the differential operator (p=dldt) and AZ=f-8 is the 
error back-e.m.f. space vector (difference between the back-e.m.f. space vector of 
the reference model and that of the adaptive model of the MRAS speed estimator 
scheme). Alternatively, this tuning signal can also be expressed as  pi, x AL 
It should be noted that by using the expressions for Z and E^whicl~ can be obtained 
from the stator and rotor voltage equations respectively (both expressed in the 
stationary reference frame), it is possible to obtain the tuning signal in terms of 
the direct- and quadrature-axis components of the stator currents, stator voltages, 
and rotor flux linkages (all expressed in the stationary reference frame). Thus the 
following expression is obtained 

where d, is the estimated speed, wliich is used in the adjustable model of the 
MRAS speed-estimation scheme. As expected, this expression does not contain 
the direct- and quadrature-axis voltage drops across the stator transient induct- 
ance. The term within the first square brackets is implemented by tlie use of the 
reference model, which uses at its inputs the actual stator voltage and stator 
current components (~r,,, irSQ, is,, iSQ), but it can be seen that, in contrast to the 
scheme described in the previous section, it also uses R,. Thus tlie success of an  
accurate speed estimation at low speeds depends on accurate knowledge of the 
stator resistance. It can also be seen that in space-vector terms this term is equal 
to [(pi;) x El or alternatively [(pi,) x ( p ~ L ) ]  = [(pi,) x (&--R,i$)] and obviously 
(pi,) x isS;O. Therefore it is an advantage that the derivative of the stator flux- 
linkage space vector is present here and not the stator flux-linkage space vector 
itself, and thus there is no pure integration involved. Furthermore, it can also be 
seen that the term within the second square brackets contains the rotor flux- 
linkage components, which are obtained in the adjustable model, which uses the 
rotor voltage equations of the induction machine [eqns (4.5-85) and (4.5-86)] 
together with the monitored stator currents (i,,, iSQ) and the estimated rotor speed 
(d,). However, this term also depends on the rotor time constant. In space-vector 
terms, when this term is multiplied by (LmIL,), then it can be expressed as 
(pis) ~ $ 1 .  

Similarly to all the other MRAS estimation schemes described in the previous 
sections, by using a rigorous mathematical proof, which e.g. involves Popov's 
hyperstability tlieory (discussed in Section 4.5.3.4.2). or Lyapunov's stability 
theory (discussed in Section 4.5.3.5.1), it can be shown that the adaptation meclian- 
ism is again K,+ Kilp, where K, and K, are gain constants. Thus the estimated 
speed used by the adjustable model of the MRAS system is obtained from 
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4.5.3.4.7 Sclreii~e 5: MRAS-based ~ysta11 11ith AI-baser1 adaptivc forms of the implementation of an estimator: open-loop and closed-loop, the 
illode1 and uariorrs possibilities for speed tlrrlirlg sigrlal distinction between the two being whether or not a correction term, involving the 

estimation error, is used to adjust the response of the estimator. A closed-loop 
All the MRAS-based schemes described in Sections 4.5.3.4.3-4.5.3.4.6 contain a estimator is referred to as an observer (see also Section 3.1.3.5). 
reference model and an adaptive model. An input to the adaptive model has been In Section 4.5.3.1 different types of open-loop speed estimators have been 
the estimated rotor speed, which was the output o f a  suitable adaptation mechan- discussed. In open-loop estimators, especially at low speeds, parameter deviations 
ism, wl~ich utilized at its inputs the difference of tbe estimated state variables of have a significant influence on the performance of the drive both in the 
the reference and adaptive models. Furthermore, in all the four schemes discussed steady-state and transient state. However, it is possible to improve the robust- 
above, the adaptation mechanism is based on using Popov's hyperstability cri- ness against parameter mismatch and also signal noise by using closed-loop 
terion. This has eventually resulted in an adaptation mechanism in which the observers. 
estimated state variables of the reference and adaptive model were manipulated An observer can be classified according to the type of representation used for 
into a speed tuning signal, which was then input into a PI controller, containing the plant to be observed. If the plant is considered to be deterministic, then the 
the proportional and integrator gains of the adaptation mechanism (K, and Ki). observer is a deterministic observer; otherwise it is a slocliastic observer. The most 
This approach has also required the use o f a  mathematical model for the adaptive commonly used observers are Luenberger and Kalman types (Du et al. 1994). The 
model. A digital implementation of such a scheme is relatively simple and, in Luenberger observer (LO) is of the deterministic type and the Kalman filter (KF) 
terms of processor requirements, Scheme 2 described in Section 4.5.3.4.4 is the is of the stochastic type. The basic Kalman filter is only applicable to linear 
simplest. However, greater accuracy and robustness can be achieved if this stochastic systems, and for non-linear systems the extended Kalman filter (EKF) 
mathematical model is not used at all and instead, an artificial-intelligence-based can be used, which can provide estimates of the states of a system or of both the 
non-linear adaptive model is employed. It is then also possible to eliminate the states and parameters (joint state and parameter estimation). The EKF is a 
need for the separate PI controller, since this can be integrated into the tuning recursive filter (based on the knowledge of the statistics of both the state and noise 
mechanism of the artificial-intelligence-based model. created by measurement and system modelling), which can be applied to a non- 

The artificial-intelligence-based model can take various forms: it can be an arti- linear time-varying stochastic system. The basic Luenberger observer is applic- 
ficial neural network (ANN), or a Fuzzy-neural network, etc. (see also Chapter 7 able to a linear, time-invariant deterministic system. The extended Luenberger 
and Section 4.4), and there is also the possibility of using different types of speed observer (ELO) is applicable to a non-linear time-varying deterministic system. In 
tuning signals. Furthermore, the adaptation-mechanism input signals can take summary it can be seen that both the EKF and E L 0  are non-linear estimators 
various forms, as in the non-artificial-intelligence-based, conventional type of and the EKF is applicable to stochastic systems and the E L 0  to deterministic 
scliemes discussed above. Thus there are various possibilities for the speed tuning systems. The deterministic extended Luenberger observer (ELO) is an alternative 
signal. It follows that if only one ANN configuration is considered (e.g. a solution for real-time implementations in industrial drive systems. The simple 
back-propagation feedforward multi-layer ANN), and only one specific fuzzy- algorithm and the ease of tuning of the E L 0  may give some advantages over the 
neural network is used (see also Chapter 7 and Section 4.4), then it is possible to conventional extended Kalman filter. 
have eight different implementations by considering the four different types of Various types of speed observers are discussed in the present section, which can 
speed tuning signals discussed in the previous sections. However, the possibilities be used in high-performance induction machine drives. These include a full-order 
are even greater, since there are many types of ANNs and fuzzy-neural networks. (fourth-order) adaptive state observer (Luenberger observer) which is constructed 
It is believed that some of these solutions can give high accuracy and are robust by using the equations of the induction machine in the stationary reference frame 
to parameter variations even at extremely low stator frequency. For illustration by adding an error compensator. Furthermore, the extended Kalman filter (EKF) 
purposes of this technique, one specific solution will be described in Section and the extended Luenberger observer (ELO) are also discussed. In the full-order 
4.5.3.6, where the ANN contains adjustable and constant weights, and the adaptive state observer the rotor speed is considered as a parameter, but in 
adjustable weights are proportional to the rotor speed. the EKF and E L 0  the rotor speed is considered as a state variable. Further- 

more, as discussed above, whilst the E L 0  is a deterministic observer, the EKF 
4.5.3.5 Observers is a stochastic observer which also uses the noise properties of measurement 

and system noise. It is shown that when the appropriate observers are used in 
4.5.3.5.1 Ger~eral, Llrenberger, arld Kalrirarl observers liigh-performance speed-sensorless torque-controlled induction motor drives 

(vector-controlled drives, direct-torque-controlled drives), stable operation can be 
In general an estimator is defined as a dynamic system whose state variables are obtained over a wide speed-range, including very low speeds. Various industrial 
estimates of some other system (e.g. electrical machine). There are basically two a.c. drives already incorporate observers and it is expected that, in the future, 
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observers will have an increased role in industrial high-performance vector- and I and rotor flux linlcages ($:) are selected as state variables: 
direct-torque-controlled drives. 

In the present subsection, an adaptive speed and stator-resistance observer is 
discussed for the induction machine. However, first, a state estimator is described 
which can be used to estimate the rotor flux linkages of an induction machine. 
Tliis estimator is then modified so it can also yield the speed estimate, and thus 
an adaptive speed estimator is derived (to be precise, a speed-adaptive flux 
observer is obtained). To obtain a stable system, the adaptation mechanism is 
derived by using tlie state-error dynamic equations together with Lyapunov's 
stability theorem. The design of the observer is also discussed. In an inverter-red 
drive system, the observer uses the monitored stator currents together with the 
monitored (or reconstructed) stator voltages, or reference stator voltages. How- 
ever, when the reconstructed stator voltages or reference voltages are used, some 
error compensation schemes must also be used and some aspects of this are also 
discussed below. 

A state observer is a model-based state estimator wliich can be used for the 
state (andlor parameter) estimation of a non-linear dynamic system in real time. 
In the calculations, tlie states are predicted by using a matliematical model (tlie 
estimated states are denoted by k), but tlie predicted states are conti~iuously 
corrected by using a feedback correction scheme. Tliis scheme maltes use of actual 
measured states (x) by adding a correction term to the predicted states. Tliis 
correction term contains the weiehted dinerence of some of the measured and 

where 17, is the space vector of stator voltages, L, and L, are the magnetizing 
inductance and rotor self-inductance respectively, L; is the stator transient 
inductance, T:=L:IR, and T:=L:IR, are the stator and rotor transient time 
constants respectively, and a=  I-L;/(L,L,) is the leakage factor. Since is= 
i,,+jiSQ, i j : = ~ / , ~ ~ + j ~ b , ~ ,  eqn (4.5-98) can also be put into the following compon- 
ent fonn: 

J=[: a'] 
The output equation is defined as - 

estimated output signals (the dilference is multiplied by the observer feedback I i =CU (4 5-1 nnl 
-1-. \..- ---, 

gain, G)  Based on the deviation from the estimated value, the state observer 
provides an optimum estimated output value ( i )  at the next input instant. In an In eqn (4.5-99), x=[i,,~lr:] is the state vector, which contains the stator-current 
induction motor drive a state observer can also be used for the real-time estima- column vector, i,=[i,,,i.Q]T and also the rotor flux-linkage column vector, 
tion of the rotor speed and some of the machine parameters, e.g. stator resistance. 
This is possible since a mathematical dynamic model of the induction machine is Furthermore, u is the input column vector, which contains the direct- and 
sufiiciently well known. For this purpose the stator voltages and currents are quadrature-axis stator voltages u=u,= [rr,,, I I , ~ ] ~ ,  A is the state matrix, which is 
monitored on-line and for example, the speed and stator resistance of the a four-by-four matrix and is dependent on the speed (o,). Furthermore, B is the 
induction machine can be obtained by the observer quickly and precisely. The input matrix, I, is a second-order identity matrix, 12=diag(l,l), and O1 is a two- 
accuracy of the state observer also depends on the model parameters used. by-two zero matrix. In eqn (4.5-100) C is the output matrix C= [I,, O,]'. It can 
By using a DSP, it is possible to implement the adaptive state observer conveni- be seen that the space-vector form of the state equations, eqn (4.5-98), and its 
ently in real time. The state observer is simpler than the Kalman observer (e.g. component fonn, eqn (4.5-99), are very similar. However, in the component 
see Section 3.1.3.51, since no attempt is made to minimize a stochastic cost J is used in contrast to j, which is used in the space-vector 
criterion. Iso the identity matrix 1, is present in the component equations 

To obtain the Cull-order non-linear speed observer, first the model or the tead of the 1 in the space vector equations. Both of these equations can be used 
induction machine is considered in the stationary reference frame and then 
an error competlsator term is added to this. The simplest derivation uses the By using the derived mathematical model of the induction machine, e.g. if the 
stator and rotor space-vector equations of the induction machine given by component form of the equations, eqn (4.5-99), is used, since this is required in an 
eqns (2.1-148)-(2.1-151). These yield the following state variable equations in the actual implementation, and adding the correctioil term described above, which 
stationary reference frame (ru,=O) if the space vectors of the stator currents (i,) contains the dinerence of actual and estimated states, a full-order state-observer, 
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which estimates the stator currents and rotor flux linkages, can be described as 
follows: 

d l  - 
-= Ax+Bu+G(i,-is) (4.5-101) 
dt 

-[l/T:+(I -rr)lT:]l, [L,I(L~L,)][12/T,-d,J] 
A=[ 

L,121T, -121T,+d,J 

and the output vector is 

i ,=cn,  

I 
(4.5-102) 

where " denotes estimated values. It can be seen that the state matrix of the 
observer (A) is a function of the rotor speed, and in a speed-sensorless drive, the 
rotor speed must also be estimated. The estimated rotor speed is denoted by d,, 
and in general A is a function of a,, It is important to note that the estimated speed 
is considered as a parameter in A; however, in some other types of observers (e.g. 
extended Kalman filter), the estimated speed is not considered as a parameter, but 
it is a state variable. In eqns (4.5-101) and (4.5-102) the estimated state variables are 
l= [iS,$:lT and G is the observer gain matrix, which is selected so that the system 
will be stable. In eqn (4.5-101) tlie gain matrix is multiplied by the error vector 
e=(i,-is), where i, and is are the actual and estimated stator-current column 
vectors respectively, i,=[i,,, iSQlT, is= [i,,, iSQlT. By using eqns (4.5-101) and (4.5-102) 
it is possible to implement a speed estimator which estimates the rotor speed of an 
induction machine by using the adaptive state observer shown in Fig. 4.76. 

In Fig. 4.76 the estimated rotor flux-linkage components and the stator-current 
error components are used to obtain tlie error speed tuning signal, which can be 

.................. 

signal 

T 
u = u, = LrlSo. I~SQ] 

motor 

I ....................... 1 
Spccd estimalor, eqn(4.5-143) 

Speed tuning signal 
using specc vector natnlion: 
ew = lrn((i; 3) 

T 
ir = [is". i , ~ l  

Fig. 4.76. Adaptive speed observer (spccd-adaptive flux obscrvcr). 

put into-a very cornpast, simple form when tlie space-vector notation is used: 
e,=lm(~$;Z'), where ~$,=$,,+j$,, and Z=esD+jesp The estimated speed is 
obtained from the speed tuning signal by using a PI controller thus, 

= p D - , d Q + j  ($wePID-$rde,Q)df, S (4.5-103) 

where K ,  and K ,  are proportional and integral gain constants respectively, 
e3D=i5D-irD and eiQ=iPQ-irQ are the direct- and quadrature-axis stator current 
errors respectively. The adaptation meclianism is similar to that discussed in the 
MRAS-based speed estimators in Section 4.5.3.4 where the speed adaptation has 
been obtained by using the state-error equations of the system considered. Since 
the goal is to obtain a stable observer, a rigorous proof of eqn (4.5-103) also 
uses the state-error equation of the system, together with Lyapunov's stability 
theorem. It should be noted that, instead of determining the stability of the 
observer itself, it is advantageous to determine the stability of its error dynamics. 
By using tlie error dynamics, the objective of a stability analysis is very clear: the 
states in the error dynamics should decay to the origin. To obtain the error 
dynamics, eqn (4.5-101) is subtracted from eqn (4.5-99), yielding the following 
observer-error equation: 

In eqn (4.5-104) e = x - l  is tlie estimation-error column vector (of the stator 
currents and rotor flux linkages) and tlie error state matrix is 

where matrix J has been defined in eqn (4.5-99). It can be seen that tlie error 
dynamics are described by the eigenvalues of A-GC and these could also be used 
to design a stable observer (gain matrix). However, to determine the stability of 
the error dynamics of the observer, it is also possible to use Popov's hyperstability 
theorem (which has been used in Section 4.5.3.4 for MRAS-based systems) or 
Lyapunov's stability theorem, which gives a sufficient condition for the uniform 
asymptotic stability of a non-linear system by using a Lyapunov function 1'. This 
function has to satisfy various conditions, e.g. it must be continuous, differenti- 
able, positive definite, etc. Such a function exists and the following Lyapunov 
function is introduced: 

where c is a positive constant. This function is zero when the error (e) is zero and 
when the estimated speed (d,) is equal to the actual speed (or).  Since a sufficient 
condition for uniform asymptotic stability is that the derivative Lyapunov 
function, dV/dt, is negative definite, the derivative of T'is now obtained. By using 



the chain differentiation rule, it follows from eqn (4.5-106) tliat the time derivative 
of l' becomes as follows: 

By substitution of deldt by its expression given by eqn (4.5-104), eqn (4.5-107) 
becomes 

dl.' d d r  (dr -  13,) 
- =eT[(A-GC)T+(A-GC)]e-(kT~~Te+eT~~i)+2--  df dt c 

When e=x-2,  x=[is,(~:lT and 2=[i,,$:lT are substituted into eqn (4.5-108), 
wliere i,=[i,,,iSQlT and rb:=[~b,,, I/I,,]~, finally the derivative of the Lyapunov 
function can he expressed as follows: 

dl' Lm dd r  
-=eT[(A-GC)T+(A-GC)]e-2-(dr-o,) (es~$rQ-esQ$r,)+z (dr-wr)-, 
dt L, L; c dt 

(4.5-109) 

where e,,=i,,-i,, and e,,=i,,-i,,. Since a sufficient condition for uniform 
asymptotic stability is that the derivative Lyapunav function, dlfldt, is negative 
definite, e.g. If has lo decrease when the error is not zero, this can be satisfied by 
ensuring that the sum of the last two terms in eqn (4.5-109) is zero (the other terms 
on the right-hand side of eqn (4.5-109) are always negative). Thus it follows that 
the adaptive scheme (adjustment law) for the speed estimation is obtained as 

dd,  -- 
dt -Kj(e3~$rq -C~Q$~ , )~  

(4.5-110) 

where K,=cL,I(L:L,) (c is a positive constant introduced above). From 
eqn (4.5-110) the speed is estimated as follows: 

J d,=Ki  (e,D$rq-ebQ$,d)dt. (4.5-111) 

However, to improve the response of the speed observer, this is modified to 

dr=Kp(es,$rq-e,Qf~r~) + KO (edJrq -e5~lfir,) dl J (4.5-112) 

and eqn (4.5-112) is used for speed estimation, which agrees with eqn (4.5-103). In 
summary it can be seen that an adaptive observer can he used to obtain the rotor 
flux estimates ($,,, $,,) and the rotor speed is estimated by using the estimated 
rotor flux linkages and using the stator current errors (e,,, e,Q). This is why the 
precise name of this speed observer is 'speed-adaptive flux observer'. The same 
result can also be obtained by applying Popov's hyperstability theorem. 

If the chosen PI constants K ,  and K, are large, then the convergence of the 
rotor speed estimation will he fast. However, in a PWM inverter-fed induction 

machine, the estimated speed will be rich in higher harmonics, due to the PWM 
inverter. Thus the PI gains must he limited when the stator voltages and currents 
are obtained asynchronously with the PWM pattern. It should he noted that 
eqn (4.5-108) can also be used to obtain the gain matrix. If the observer gain matrix 
G is chosen so the first term of eqn (4.5-108) is negative semi-definite, then the speed 
observer will he stable. To ensure stability (at all speeds), the conventional 
procedure is to select observer poles which are proportional to the motor poles 
[Kubota et 01. 19901 (the proportionality constant is !i, and /<>I. This makes the 
observer dynamically faster than the induction machine. However, to make the 
sensitivity to noise small, the proportionality constant is usually small. Thus by 
using this conventional pole-placement technique, the gain matrix is obtained as 

which yields a two-by-four matrix. The tour gains in G can he obtained from the 
eigenvalues of tlie induction motor as follows: 

It follows tliat the four gains depend on the estimated speed. d,. With this 
selection, the estimated states converge to the actual states in all the speed range. 
The observer can he implemented by using a DSP (e.g. Texas Instruments 
TMS320C30). However, in a discrete implementation of the speed observer, for 
small sampling time and low speed, accurate computation is required, otherwise 
(due to computational errors) stability problems can occur (roots are close to 
stability limit). For this purpose, another pole-placement procedure could he used, 
which ensures that the low-speed roots are moved away from tlie stability limit. 
Some of the issues related to DSP implementation are now discussed. 

For DSP implementation the discretized form of the observer, eqn (4.5-101), 
and the adaptation mechanism, eqn (4.5-l12), has to be used. Thus the discretized 
observer is described by 

where G, is the discretized observer gain matrix, 



is the discretized system matrix, where T is the sampling time, and 

ABT' 
B,= r r [ e x p ( ~ T ) ] ~ d T = ~ T +  T. 

Since matrices A and A, depend on the rotor speed, the gain matrix has to 
be computed at each time step and, as discussed above, the observer poles are 
chosen to he proportional to the poles of the induction macliine. To make the 
scheme insensitive to measurement noise, the proportionality constant (k) is 
selected to be low. In a real-time implementation, due to the complexity of the 
induction motor model. first the rain matrix G is uodated directlv and then the 

estimator is similar to that sl~own ahove for the speed estimator, and in this case 
again the state error equations of the observer have first to he obtained. These are 
obtained by subtracting from the original machine equations tlie new observer 
equation, which now contains a new state matrix, but tliis contains the stator 
resistance to be estimated R, (where 8,=R,+AR,, and AR, is the stator resistance 
error). It then follows that the following matrix form of the state error equation 
contains the error state matrix due to the stator resistance mismatch: 

- 
discretized gain matrix G, is computed. However, this pole-placement technique where I2 and 0' are second-order identity and zero matrices respectively. By using 
may have some disadvantages and may not ensure good observer dynamics. It is the state error equations and applying Popov's hyperstability theorem, or 
a disadvantage that it requires extensive computation time, due to the updating Lyapunov's stability theorem, the estimate of the stator resistance can be 
of matrix G and the discretization procedure. The observer dynamics can be obtained. Both of these approaches yield the following stator resistance estimate: 
adversely alfected by the fact that, for small sampling time and low rotor speed, - - . 
the discrete-root locus is very close to the stability limit and if there are 
computational errors, then instability may arise. However, it is possible to over- I?,= -KI (e,Di,,+e,Qi,Q)dt-Kb(e,Di,,+e,Q?sQ), I (4.5-116) 

come some of these difficulties by using a simpler pole-placement technique. For 
this purpose, the symmetrical structure of G is preserved, but the elements of G and e.g. this can be rigorously checked by using a similar procedure to that 
are determined so that at low speed the poles are further displaced from the described above in conjunction with Lyapunov's stability theorem. When this 
stability limit. Since these gain matrix elements can lead to a higher sensitivity on stator resistance estimation is used on-line in a speed-sensorless high-performance 
noise, beyond a specific rotor-speed value they are decreased. In this way two induction motor drive employing torque control (vector control or direct torque 
diKerent, constant gain matrices (G, G') are predetermined and used according to control) which also uses the on-line estimation of the rotor speed based on eqn 
the rotor speed (one for speed values less than a specified value and the other for (4.5-112), the drive can be operated in a stable manner in a very wide speed-range, 
speed values higher than this specific value). In the first 2-by-4 discretized gain including extremely low speeds. However, it should be noted that the speed 
matrix, G,, the elements are g,Ld=g12d=-g21d=g42d= g31d=g31d=-g4Ld= observer discussed above uses the monitored stator voltages. In a PWM inverter- 
U*~,,=C, where c is a constant. The second discretized observer gain matrix G; fed induction machine the stator voltages contain harmonics due to the inverter 
can also be approximated by a 2-by-4 matrix, which has four zero elements, and also the degree of voltage measurement deteriorates at low speeds. These 
g12,.=glld.= g31d.=g34d.=0 but four constant elements, glld.=g22d.=cl and problems can be overcome in various ways, e.g. by reconstructing the stator 
g32dl= -g42,.=e3, where c, and c2 are constants. This approach leads to a voltages from the inverter switching states by using the monitored d.c. link voltage 
reduced computation time. (see also Sections 3.1.3.1, 4.1.1). Alternatively, in a drive system, it is also possible 

The speed estimator discussed above will only give correct speed estimates if to use the reference voltages, e.g. these are the inputs to a space-vector PWM 
correct machine parameters are used in the system matrix and in the input matrix. modulator (see also Section 3.1.3.5.1). where the reference voltages have been used 
However, these also contain the stator and rotor transient time constants (T: and in a PMSM drive. If this technique is used for the induction machine, to obtain 
T:), which also vary with the temperature (since they depend on the temperature- high accuracy, it is necessary to compensate the error between the reference and 
dependent stator and rotor resistances respectively). The variation of the stator actual stator voltages by the estimation of the voltage error. For this purpose the 
resistance has significant influence on the estimated speed, especially at low speeds. adaptive observer shown in Fig. 4.76 must be complemented by a voltage-error 
On the other hand, in a high-dynamic-performance induction motor drive, where estimator block. This voltage error contains both a d.c. and an a.c. component, 
the rotor flux is constant, the influence of the rotor resistance variation is constant, corresponding to a constant bias error between the real and reference voltage and 
independent of the speed, since the speed estimation error and the rotor resistance also to an amplitude error. These errors are present due to the dead time which 
error cannot be separated from the stator variables (see also the discussion in is required to prevent the short circuits of the inverter arms, errors caused by AID 
Section 4.5.3.1, Scheme 5). The influence of the stator resistance variation on quantization, voltage drops of the switching devices, etc. The modified observer 
the speed estimation can be removed by using an adaptive stator-resistance with stator-voltage error compensator is simple to implement and significantly 
estimation scheme. A rigorous mathematical derivation of the stator resistance improves the system behaviour. The extra parts of this observer scheme contain 
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I a stator-voltage error estimator. It  can be shown by simple considerations that l-he main d e s i ~  steps for a speed-sensorless induction motor drive implemen- 
this voltage error estimator outputs the integral of ~ ( i , - i , ) ,  and this signal is tation using tile discretized EKF algorithm are as follows (see also Section 3.1.3.5): 

into other signals which are then added to the reference voltages to ,, Selection of the time-domain induction machine model; obtain the correct stator voltages. 
2. Discretization of the induction machine model; 

4.5.3.5.3 Applicarior~ o f  tile esferided Krrlrj~ar~ filter ( E K m  I 3. Determination of the noise and slate covariance matrices Q. R, P; 
~ -, I 

I 4. Implementation of the discretized EKF algorithm; tuning. 
In the present section the extended Kalman filter (EKF) is used for the eqtimnfinn I 

~~ ~-.. ...........v.. 
of the rotor speed of an induction machine. The details of the E K F  have been 

' These steps are now discussed. 
discussed in Section 3.1.3.5, where it has been used in PMSM drives. Two 1, ~ i ~ ~ ~ ~ - d ~ ~ ~ ~ ~ i ~ ~ ,  nl~~nlented indur1ior~-r~~achiiie rllode[ For the Purpose using 
induction-motor models will be derived which can be used by the EICF; one of an EKF for the estimation of the rotor speed of an induction machine, it is possible 
them contains 5 induction machine parameters and the other one uses only 4 to use various machine models. For example, it is possible to use the equa- 
parameters. The delails and practical aspects of the E K F  algorithm are also tions expressed in the rotor-flux-oriented reference frame (o,=%,,), or in the 
discussed. The EKF is suitable for use in high-performance induction motor stator.flux-oAented reference frame (w,=O). When the model expressed in the 
drives, and it can provide accurate speed estimates in a wide speed-range, includ- rotor-p,ux-oriented reference frame is used, the stator current components in 
ing very low speeds. It can also be used for joint state and parameter estimation, tile rotor-flux.orien~ed reference frame (is,, is,,) are also state variables and the input 
However, it is computationally more intensive than the full-order state observer and output matrices contain the sine and cosine of p,, which is the angle or described in the previous section. rotor flux-linkage space vector (with respect to the direct-axis of the stationary 

The EKF is a recursive optimum stochastic state estimator which can be used frame). This is due to the fact that in the state-variable equations the for the joint state and parameter estimation of a non-linear dynamic system in 
actual stator must be transformed into the rotor-flux-oriented reference 

real-time by using noisy monitored signals that are disturbed by random noise. 
frame (to give the required transformed input voltages, u,,,u,,) and also since the This assumes that the measurement noise and disturbance noise are uncorrelated. 
output matrix contain the actual stator currents (is,, i , ~ )  which are obtained 

The noise sources take account of measurement and modelling inaccuracies. The from i,,,i,,. ~h~~~ transformations introduce extra non-linearities, but these trans- 
E K F  is a variant of the ICalman filter, but the extended version can deal a formations are not present in the model established in the stationary reference frame. 
non-linear system. It should be noted that in the full-order state-observer me main advantages of using the model in the stationary referelice frame are: (speed-adaptive flux observer) discussed in Section 4.5.3.5.2, the noise has not 

been considered (it is a deterministic observer, in contrast to the EKF which is a . computation time (e.g. due to reduced non-linearities); 
stochastic observer). Furthermore, in the speed-adaptive flux observer, the speed . smaller sampling times; 
was considered as a parameter, but in the EKF it is considered as a state. . higher accuracy; 
Similarly to the speed-adaptive flux observer, where the state variables are 
adapted by the gain matrix (G), in the EKF the state variables are adapted by . more stable behaviour. 

the Kalman gain matrix (K). follows from eqn (4.5-98) or (4.5-99) that the two-axis state-space equations of 
In a first stage of the calculations of the EICF, the states are predicted by using a induction machine in the stationary reference are as ~ollowS, whell the stator 

mathematical model of the induction machine (which contains previous estimates) currents and rotor flux linkages are the state variables and these are augmented 
and in the second stage, the predicted states are continuously corrected by using a the estimated quantity, which in this application is the rotor speed (or): 
feedback correction scheme. This scheme makes use of actual measured states by 
adding a term to the predicted states (which are obtained in the first stage), ~h~ is, 
additional term contains the weighted difference of the measured and estimated 

4s output signals. Based on the deviation from the estimated value, the EKF provides 

an optimum output value at the next input instant. In an induction motor drive the - d I/,,,, = df E K F  can be used for the real-time estimation of the rotor speed, but it can also be 
used for joint state and parameter estimation. For this purpose the stator voltages Grq 
and currents are measured (or the stator voltages are reconstructed from the d.c. 

or link voltage and the inverter switching signals) and, for example, the speed of the 

I T  o L,I(L:L,T,) w,L,,,I(L:L,) 0 i , ~  IIL, O 

o -11~;" -uJ,L,I(L:L.) L,,I(L:L,T,) 0 iss 

L,IT, 0 - IIT, 

or 0 L,/T, - 1 T  0 ~b,,, 0 0 

0 0 0 0 O w ,  0 0 

machine can be obtained by the E K F  quickly and precisely. (4.5-117) 
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and stator resistance and the referred value of the rotor resistance, R:'Er=R,(L,I~,)'. 
1 0 0 0 0  This referred rotor resistance (R,,,,) is also present in the equivalent circuit shown 

1 0  0 J ~ i , D i , o $ , d ~ b r q ~ r l T = C [ ~ s ~ i i ~ ~ / ~ r ~ ~ ~ r q ~ W I T T  (4.5-118) in Fig. 4.10(a) and 4.10(c). However, it is possible to obtain another state-space 
model of the induction machine which contains only four machine parameters; 
these are: (R,R,,,,, L:, T,) or (R,, L:, L,,, T,), where L,, is the referred value of 

where T:' is defined as the magnetizing inductance, L,=L;IL, (and R,,,,= L,,IT, also holds). These four 
1 1 (I-u) R,+R,(L,IL,)' R,+R,,., -- - -- +-- - - (4.5-119) parameters are the ones which are present in the equivalent circuit of Fig. 4.10(a) 

T T: T, L: L: ' (or Fig. 4.10(c)), and this is a consequence of the fact that the special referring 

It should be noted that in eqn (4.5-117) it has been assumed that the rotor speed 
factor a=L,IL, was used. To obtain the state-variable equations with these four 

derivative is negligible, dw,ldt=O. Althougli this last equation corresponds to 
machine parameters, instead of using the rotor flux linkages as state variables, the 

infinite inertia, however, in reality this is not true, but the required correction is 
referred values of the rotor flux linkages are used as state variables. This also 

performed by the Kalman filter (by the system noise, which also takes account of 
follows directly from eqn (4.5-1171, since in the stator equations all the parameters 

the computational inaccuracies). Furthermore, it should be noted that the erects of 
which are multiplied by the rotor flux linkages contain L,IL,. For convenience, 

saturation of the magnetic paths of the machine have been neglected. This assump- 
the equivalent circuit of the induction machine using these four parameters is 

tion is justified, since it can be shown that the EKF is not sensitive to changes in 
shown in Fig. 4.77. These four parameters can be conveniently determined in the 

the inductances, since any changes in the stator parameters are compensated by the 
self-commissioning stage of an induction motor drive by standstill tests, as 

current loop inherent in the EKF. The application of eqn (4.5-117) in the EKF will 
discussed in Chapter 8. Such a self-commissioning stage is used in a wide range 
of commercial drives. 

give not only the rotor speed but also the rotor flux-linkage components (and as a 
consequence the angle and modulus of the rotor flux-linkage space vector will also 

The space vector of the referred rotor flux linkages in the stationary reference 

he known). This is useful for high-performance drive implementations. It is 
frame (1Rrcr) is obtained from the non-referred rotor flux-linkage space vector (g) 

important to emphasize that the rotor speed has been considered as a state variable 
and the system matrix A is non-linear-it contains the speed, A=A(x). - L, -, L, 

The compact forms of eqns (4.5-117) and (4.5-118) are lbirer=lbrdrer+jlbrqrer= - er = -(lbrd+jdlrq). (4.5-123) 
L, L, 

dx 
-- -Ax+ Bu (4.5-120) Thus when the state variables are i,,, iSQ, dl,,,.,, 1brqm, and the augmented 
dt state-variable is w,, then the following state-variable equation is obtained from 

y=Cx,  (4.5-121) 

l:::j 
where I T  0 I l ( L T )  W L  0 i s  1IL:O - 

0 I T  L I / ( L T )  0 i s  0 1IL: 

0 L d T r  wr -1ITr 0 $rqmr 0 0 

0 0 0 0 0 0 ,  0 0 
(4.5-124) 

IIL: 0 

0 IIL: 

0 0 

0 0 

0 0 0 0 0 

1 0 0 0  0 

c = I 0  1 0 0 01, (4.5-122) a ~ i L M l  Lmmr = L ~ I  -- 
and ~=[ i ,~ i ,~$ , , $ , , o , ]~  is the state vector, u is the input vector, u = [ t t , , ~ r , ~ ] ~ ,  r, s 
A is the system matrix, and C is the output matrix. 

Equation (4.5-117) contains five machine parameters, these are R,+ R,,., L:, 
L,, L,, T,, where R,+ R,,,,is a combined machine parameter: it is the sum of the 4.77. Equivalent circuit o l  an induction machine using special referred parameters (o=L,,,IL.). 

0 0 

B= A 

1 0 L,I(L:L,T,) w,L,I(L:L,) 0 

0 -1lT;' -m,L,I(L:L,) L,I(L:L,T,) 0 

L I T  0 -1IT, -0, 0 

0 L,IT, Ur 1 0 
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and ABT' 
B,= =BT+ ,, 

1 0 0 0 0  - 
(4.5-131) [ ~ i s ~ i s ~ l k , ~ . . r ) r q . . r o . I ' .  and it should he noted that the discrete output matrix is C,=C, where C has been 

defined in eqns (4.5-121) and (4.5-125). It should he noted that when the last terms 
It can be seen that the output equation [eqn (4.5-124)] contains the same output are ignored in eqns (4.5-130) and (4.5-131), then they require very short sampling 
matrix C as before. times to give a stable and accurate discretized model. However, a better approx- 

Of course when eqns (4.5-124) and (4.5-125) are used in the EKF, then in imation is obtained with the second-order series expansion, when these last terms 
addition to the rotor speed, the referred rotor flux-linkage components are are also considered. ln  general, to achieve adequate accuracy, the sampling time 
obtained, and not the unreferred values. However, this is not a disadvantage, should he appreciably smaller than the characteristic time-constants of the 
since the angle of &,,,is the same (p,) as for IE and the rotor magnetizing-current machine. The final choice for this should be based on obtaining adequate execu- 
modulus can be obtained as limrl = ( $ r r e ~ l ~ h l  (where L,, is the referred magnetizing tion time of the full EKF algorithm and also satisfactory accuracy and stability. 
inductance), in contrast to the usual /i,,l=l1&11~,. As discussed in Section 4.1.1, The second-order technique obviously increases the computational time. 
in vector drives with rotor-flux-oriented control these quantities (Iim,l and p,) are As an example of the discretized equations, the discrete form of eqn (4.5-120) 
the usual outputs of the rotor flux model. Furthermore, by considering eqn is now first given, if the second-order terms are neglected in eqns (4.5-130) 
(4.1-43), the electromagnetic torque can also be expressed in terms of the referred 
rotor flux-linkage space vector as x(k+l)=A,x(k)+B,u(li) (4.5-132) 

3 L - .  3 - . 
tc= 7 P- llk,lls,,= -f'ld'rrcrl~sy y(k) = Cx(k). 

2 
(4.5-133) 

- L, 

or as 1 -TIT:' 0 TL,I(L:L,T,) o,TL,I(L:L,) 0- 

3 L -  3 L, 3 - 
t C = - P ~ ~ / ~ : x ~ , = -  P - ( I / I ~ , ~ ~ ~ - ) ~ ~ ~ ~ ~ ) = ~  P I / I : ~ ~ ~ x ~ ~  0 1 -TIT:" - w,TL,I(L:L,) TL,I(L:L,T,) 0 

2 L, 2 L, - 
A,= TLmITr 0 1 -TIT, -To, 0 

3 
= - p(lkrdrefis~- lbrqrerisD).  2 0 TL,IT, T o r  1-TIT, 0 

Thus in a torque-controlled high-performance drive, if the referred rotor flux 0 0 0 0 1 
linkages are determined by the EKF, then it is possible to obtain the electromag- 
netic torque in terms of the referred rotor flux linkages and stator currents, and TILL 0 

L,IL, is not present in the expression for the electromagnetic torque. 0 TILL 
2. Discretized arlgrnertted indrrction-machb~e nlodel For digital implementation 1 0 0 0 0  
of the EKF, the discretized machine equations are required. These can he 0 0 Cd=[ 1 ,  
obtained from eqns (4.5-120). (4.5-121) or (4.5-124), (4.5-125) as follows: 

0 1 0 0 0  
0 0 

x(k+ I) = A,x(k) + B,(k)u(lc) 0 0 
y(k)= Cx(lc). 

It should be noted that for the sampled value of x in the r, instant, the notation 
x(t,) could be used, or the corresponding more simple x(k), which strictly means 

~ ( l c )  = [isD(li)isQ(]i)#rd(k)$,q(/~) 

x(kT), which corresponds to sampling at the kth instant, and the sampling time ~ ( l i )  = [u,~(~c)Ic,~(/c)]~.  
is T (T=t,+, - t , ) .  In eqns (4.5-128) and (4.5-129) A, and B, are the discretized considering the system noise v(li) (v is the noise vector of the states), which is 
system and input matrices respectively, med to he zero-mean, white Gaussian, which is independent of x(li), and 

(AT)" has covariance matrix Q, the system model becomes 
A,=exp[AT]=I+AT+- 

2 x(lc+ 1) =A,x(lc) + B,u(k) +v(k). (4.5-135) 



By considering a zero-mean, white Gaussian measurement noise, iv(1i) (noise in 
the measured stator currents), wlucli is independent of y(k) and v(k) and whose 
covariance matrix is R, tlie output equation becomes 

3. Detenrli~~crfioir of llre rroise arrd stnfe covariance rrlutrices Q, R, P The goal OF 
the Kalman filter is to obtain unmeasurable states (e.g. rotor speed) by using 
measured states, and also statistics of the noise and measurements [i.e. covariance 
matrices Q, R, P of the system noise vector, measurement noise vector, and system 
state vector (x) respectively]. In general, by means of the noise inputs, it is 
possible to take account of computational inaccuracies, modelling errors, and 
errors in the measurements. The filter estimation (d) is obtained from the 
predicted values of the states (x) and this is corrected recursively by using a 
correction term, which is the product of the Kalman gain (K) and the deviation 
of the estimated measurement output vector and the actual output vector (y -y). 
The Kalman gain is chosen to result in the best possible estimated states. Thus 
the filter algorithm contains basically two main stages, a prediction stage and a 
filtering stage. During tlie prediction stage, the next predicted values of the states 
x(k+l )  are obtained by using a mathematical model (state-variable equations) 
and also the previous values of the estimated states. Furthermore, the predicted 
state covariance matrix (P) is also obtained before the new measurements are 
made, and for this purpose the mathematical model and also the covariance 
matrix of the system (Q) are used. In the second stage, which is the filtering stage, 
the next estimated states, i ( l i+ l )  are obtained from the predicted estimates 
x(k+l) by adding a correction term K(y-3) to tlie predicted value. This 
correction term is a weighted difference between the actual output vector (y) and 
the predicted output vector ($), where K is the Kalman gain. Thus the predicted 
state estimate (and also its covariance matrix) is corrected through a feedback 
correction scheme that makes use of the actual measured quantities. The Kalman 
gain is chosen to minimize the estimation-error variances of the states to be 
estimated. The computations are realized by using recursive relations. The 
algorithm is computationally intensive, and tlie accuracy also depends on the 
model parameters used. A critical part of the design is to use correct initial values 
for the various covariance matrixes. These can be obtained by considering the 
stochastic properties of the corresponding noises. Since these are usually not 
known, in most cases they are used as weight matrices, but it should be noted that 
sometimes simple qualitative rules can be set up for obtaining the covariances in 

same, which means that t l ~ e  two first elements in the diagonal of Q are equal 
(qll=q12), the third and fourth elements in the diagonal of Q are equal 
(q,3=ql.I), so Q=diag(q,,, q, , ,  q,, ,  q,,, qss) contains only 3 elements which 
have to be lcnown. Similarly, the two diagonal elements in R are equal ( r , , =  
,,,=r), thus R=diag(r, r). It follows that in total only 4 noise covariance 
elements must be known. 

4. Ir,rplerrrerrtafion of tlre discrefired EKF algorithrrr; frorirrg As discussed above, 
the EKF is an optimal, recursive state estimator, and the EKF algorithm contains 
basically two main stages, a prediction stage and a filtering stage. During the 
rediction stage, the next predicted values of the states x(k+l) [which will be 
noted by x"(li+ I)] and the predicted state covariance matrix (P) [which will he 
noted by P'] are also obtained. For this purpose tbe state-variable equations of 
e machine are used, and also the system covariance matrix (Q). During the 
ering stage, the filtered states (2) are obtained from the predicted estimates by 
ding a correction term to the predicted value (x'); this correction term is 

e=K(y -3). where c=(y -3) is an error term, and it uses measured stator 
rrents, y=i,, $=is. This error is minimized in the EKF. The EKF equation is 

The structure of the EKF is shown in Fig. 4.78. The state estimates are obtained 
by the EKF algorithm in the following seven steps: 

Step 1: Irritinlizafion of' flie state uedor ond counrionce inntrices 

arting values of the state vector x,=x(t,) and the starting values of tlie noise 
variance matrixes Q, (diagonal 5 x 5 matrix) and R, (diagonal 2 x 2 matrix) are 
t together with the starting value of the state covariance matrix P, (which is a 

5 matrix), where P is the covariance matrix of the state vector (the terminology 

the noise vectors (see also Section 3.1.3.5.1 and the last part ofthe present section, 
Section 4.5.3.5.2). With advances in DSP technology, it is possible to conveniently 
implement an EKF in real time. 

The system noise matrix Q is a five-by-five matrix, the measurement noise 
matrix R is a two-by-two matrix, so in general this would require the knowledge 
of 29 elements. However, by assuming that the noise signals are not correlated, 
both Q and R are diagonal, and only 5 elements must be known in Q and 2 
elements in R. However, the parameters in the direct and quadrature axes are the Fig. 4.78. Structure or the EKF, 
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'covariance matrix of prediction', 'error covariance matrix' are also used in the 
literature). The starting-state covariance matrix can he considered as a diagonal Step 3: Counriorrce esfirl~atior~ of predictiorr 

matrix, where all the elements are equal. The initial values of the covariance The covariance matrix of prediction is estimated as 
matrices reflect on the degree of knowledge of the initial states: the higher their 
values, the less accurate is any availahle information on the initial states. Thus the 

P ' ( l c + l ) = f ( l c + l ) ~ ( l c ) f T ( / c + l ) + Q ,  (4.5-140) 

new measurement data will he more heavily weighted and the convergence speed where, to have simpler notation, P'(lc+lllc) has been replaced by P"(lc+l), 
of the estimation process will increase. However, divergence problems or large li(lillc)has been replaced by &I<) [where kllc denotes prediction at time k based on 
oscillations of state estimates around a true value may occur when too high initial data up to time lil and f(le+lllc) has been replaced by f(k+l),  where f is the 
covariance values are chosen. A suitable selection allows us to obtain satisfactoly following gradient matrix: 
speed convergence, and avoids divergence prohlems or unwanted large oscillations. 

The accuracy of the state estimation is affected by the amount of information f(k+l)=- ax 7 Adx+Bdu )lx=s(k+,i (4.5.141) 
that the stochastic filter can extract from its mathematical model and the 
measurement data processing. Some of the estimated variables, especially un- y using eqn (4.5-134), 
measured ones, may indirectly and weakly he linked to the measurement data, so 
only poor information is availahle to the EKF. Finally it should be noted that 
another important factor which influences the estimation accuracy is due to 
the different sizes of the state variables, since the minimization of the trace of the 
estimation covariance (f') may lead to high-percentage estimation errors for the 
variables with small size. This problem can he overcome by choosing normalized f(k+ 1)= 
state-variables. 

Step 2: Prediction of tlre store ueclor 

I -TIT:' 0 TL,I(L:L,T,) w,TL,I(L:L,) [TL,I(L;L,)]I/I~~ - 

0 1 -TIT:' -w,TL,I(L~L,) TL,I(LL L,T,) - [TL,I(LL L,)]I/I,, 

TL,,,IT, 0 1 - TITr -Tw, Wrq 
0 TL,IT, Twr 1 -TIT, Tl/lrd 

0 0 0 0 1 
Prediction of the state vector at sampling time (k+1) from the input u(/c), state 
vector at previous sampling time, *(I<), by using A, and B, is obtained by (4.5-142) 
performing ere w,=dr(lc+l), I/I,~=$,,(I~+ I), ~k,,= $,,(I<+ 1). There are 17 elements in f 

x'(/c+ Illc) =xa(k+ 1) =A,?(lc) + Bdu(/c). (4.5-138) ich are constant and 8 elements (A,, ./',,,A,, j2,. Ll. f35r f4,, fL5) which are 

The notation x:'(lc+lllc) means that it is a predicted value at the (/<+I)-th instant, iable. In a practical DSP application it is useful to compute first the gradient 

and it is based on measurements up to the lcth instant. However, to simplify the ix elements, since this contains the constants required in x'(k+ 1). This leads 
notation, this has been replaced by x'(Icf1). Similarly, S(lilk) has been replaced duced memory requirements and reduced computational time, since space is 

by R(k). reserved once for the constant elements and the products involving the speed 

Thus from eqn (4.5-135) the flux linkages have to he computed only once in one recursive step. 

x'(K+l)=[a O c c/ elT, 4: Rrrlr~rrr~r .filter goill co~l~ptctotior~ 
Kalman filter gain (correction matrix) is computed as 

where 

n=(1 -TIT:*)isD(lc)+ [TL,/(L~L,T,)$,,(~)] K(k+1)=P'(le+l)hT(k+l)[h(k+l)P'(li+l)hT(lc+~)+~]-'. (4.5-143) 

+ [~,(~~)TL,I(L;L,)]I~/~~(~C) + (TIL~)t~,,(lc) r the induction machine application, the Kalman gain matrix contains two 
umns and live rows. For simplicity of the notation, P'"(Ic+ I) has been replaced 

b= (1 -TIT~')fsQ(li) - [ ~ , ( I c ~ T L , / ~ L ~ L ~ ~ $ , ~ ~ ~ ~ ~ ]  ' k+l) ,  and h(lc+l) is a gradient matrix, defined as 

+ [TL,/(L:L~~)I$,~(~~)+(T~L~)~~~Q(~~) 
h(k+ l )=  - C,x 

c (TL~lT) i s~ ( l c )  + (1 - T / T ) I ~ ~ )  - T / c $ / )  (4.5-139) 8 s  " [ I x = x . ( ~ + I ,  (4.5-144) 
: . d = (TL,IT,)i,,(k) + (I  TIT,)$,,(^) +~d,(/c)$,,(lc) 

. .. . . .  . h(k+1)= 
e = car(/<) 

/ , 
.. ;, 

. .  . . ,. , 
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Step 5: State-uector estirnatiori tuning of the EKF involves an iterative modification of the machine 
eters and covariances in order to yield the best estimates of the stales. The state-vector estimation (corrected state-vector estimation, filtering) at tim 
ng the covariance matrices Q and R affects both the transient duraUon 

(k+l )  is performed as: 
y-state operation of the filter. Increasing Q corresponds to stronger systef" 

i ( l c + l ) = ~ ' ( / c + l ) + K ( k + l ) [ y ( k + 1 ) - 3 ( l c + 1 ) ] ,  larger uncertainty in the machine model used. The filter gain matrvc 
nts will also increase and thus the measurements will be more heavily 

where for simplicity of the notation, i(k+lllc+l) has been replaced by i(lc+I), ed and the filter transient performance will be faster. If the covariance R 
x*(li+l/li) has been replaced by x'(le+l), and sed, this corresponds to the fact that the measurements of the cumens are 

cted to a stronger noise, and should be weighted less by the filter. Thus the $(lc + 1) = C,x'(lc + 1), 
gain matrix elements will decrease and this results in slower transient 

where rmance. Finally it should be noted that in general, the following q~alitatlVe 
g rules can be obtained: Rule 1: IFR is large then K is small (and the transient 

?(I<+ I)= [i:,(lc+ l), i:p(lc+ I)]=. ance is faster). Rule 2: If Q is large then K is large (and the transient 

Step 6: Couariarrce n1atr.i.~ of estir1ratiori error ance is slower). However, if Q is too large or if R is too small, instability 
nse. It is possible to derive similar rules to these rules, and to implement a 

The error covariance matrix can be obtained from gic-assisted system for the selection of the appropriate covariance elements. 

P( /c+ l )=P' (k+l ) -~ (k+l )h( lc+ l )~ ' (k+l ) ,  mmary it can be stated that the EKF algorithm is computationally more 
e than the algorithm for the full-order state observer described in the 

where for simplicity of notation P(le+llle+l) has been replaced by ~ ( l c + l ) ,  an us section. T l ~ e  EKF can also be used for joint state and parameter estimation. 
P'(k+llk) has been replaced by P'(k+l). Id be noted that to reduce the computational effort and any steady state errot 

ssible to use various EKFs, which utilize reduced-order machine models an d 
Step 7: P~r t  k=lc+ 1, x(k)=x(lc-I), P(li)=P(lc-I) orrd goto Step 1. nt reference frames (e.g. a reference frame h e d  to the stator current vector). 
For the realization of the EKF algorithm it is very convenient to use a sima 
processor (e.g. Texas Instruments ~ ~ ~ 3 2 0 ~ 3 0 ,  ~ ~ ~ 3 2 0 ~ 4 0 ,  TMS320C50, etc.), 

Applicatiorr of /Ire esferrded Luerlberger obseruer (ELO) due to the large number of multi~lications rewired and also due to the fact th - 
all of the computations have to be performed fast: within one sampling interval. lop a speed-sensorless high-dynamic-performance a.c. drive system, both 
The calculation time of the EKF is 130ps on the TMS320C40. However, t r speed and flux-linkage signals have to be estimated. conventionally 
calculation times can be reduced by using optimized machine models. ave been obtained by using open-loop estimators. A voltage model or a 

The EKF described above can be used under both steady-state and transi model of the induction machine, or a combination of these (hybrid 
conditions of the induction machine for the estimation of the rotor speed. By usin rs), are often used to estimate the speed and some other machine 
the EKF in the drive system, it is possible to implement a PWM inverter-fe The problem with this kind of approach is that the estimation error 
induction motor drive without the need of an extra speed sensor. It should b ced in the speed estimation cannot be overcome and can lead t o  an 
noted that accurate speed sensing is obtained in a very wide speed-range, do deviation of the result Crom the actual value. If the error is significant, 
to very low values of speed (but not zero speed). However, care must be taken ing of the drive system may result. Therefore, for a speed-sensorless 
the selection of the machine parameters and covariance values used. The spee stem, it may be advisable that the estimation of the speed and the 
estimation scheme requires the monitored stator voltages and stator curren of the flux should not be treated separately because there always exist 
Instead of using the monitored stator line voltages, the stator voltages can also nteractions between the two estimation systems. Otherwise, any error  
reconstructed by using the d.c. link voltage and inverter switching states, b ed by the flux-linkage estimator may be amplified by the action of the 
especially at low speeds it is necessary to have an appropriate dead-t imator, and vice versa. Thus it is a main objective to describe below an 
compensation, and also the voltage drops across the inverter switches (e.g. IGB ntation of a real-time joint-flux-and-speed E L 0  estimation scheme. 
must be considered (see also Section 3.4.3.2.1). Furthermore in a VSI inverter- s been discussed in Section 4.5.3.5.1 that the basic Luenberger observer 
vector-controlled induction motor drive, where a space-vector modulator is us icable to a linear, time-invariant deterministic system. The extende d 
it is also pos~ible to use the reference voltages (which are the inputs to reer observer (ELO) is ao~licable to a non-linear time-varvine determin- 
modulator) instead of the actual voltages, but this requires an appropriate err1 
compensation (see also Section 4.5.3.5.1 on the full-order state observer). 

- , - ~~ ~ ~~ 

3 . ~ ~ -  

stem.   ow ever; in the past, extended Kalmau filters (EKF) have been used 
uniquely for the joint state and parameter estimation problem in a.c. drive 
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systems (see also Section 4.5.3.5.3). However, this stochastic approach appears to 
have some inherent disadvantages. Difficulties may arise in situations where the 
noise content of the system and associated measurements are too low. The tuning 
of the EKF is ad hoe. In contrast to the standard linear Kalman filter, the EKF is 
not optimal (this important point is not well recognized) [Du et al. 19951. There 
may be a bias problem when the assumed characteristics of stochastic noises do not 
match those of the real ones [Ljung 1979. Duet  al. 19951. Perhaps the most adverse 
drawback is that there is no means in the EKF design and implementation which 
can be utilized to tune its dynamic performance without affecting its steady-state 
accuracy. Therefore this traditional approach may sometimes not be emcient due 
to its computation burden, and sometimes even he unacceptable due to its bias. 

Basic Ll~erlberger observer A basic Luenberger observer (LO) can only be 
applied to the estimation of states of a linear-time-invariant system described by 

x(t)=Ax(t)+ Bu(t) (4.5-150) 

~ ( t )  = Cx(t), (4.5-151) 
and the LO is described by 

$(l)=Ab(f)+ Bu(t)+G[y(t)-Cb(t)], (4.5-152) 

where ?(I) is the state vector of the estimates and G is tlie observer gain matrix. 

Esterlded Luenberger observer In contrast to the LO, tlie E L 0  can be applied 
to tlie estimation of the states of a non-linear time-invariant system, described by 

Equations (4.5-153) and (4.5-154) represent an extended induction-motor model. 
The model of a symmetrical three-phase single-cage induction machine can he 
described by five first-order differential equations, where four equations corres- 
pond to the stator and rotor voltage equations. The simplest derivation uses the 
stator and rotor space-vector equations of the induction machine given by eqns 
(2.1-148)-(2.1-151). These yield the following state-variable equations in the 
reference frame rotating with the rotor flux-linkage space vector (o,=o,,) if tlie 
space vectors of the stator currents (&') and rotor flux linkages (IZ) are selected as 
state variables: 

where r7: is the space vector of stator voltages (in the rotor-flux-oriented reference 
frame), L, and L, are the magnetizing inductance and rotor self-inductance re- 
spectively, and L: is the stator transient inductance. Furthermore, in eqn (4.5-155) 
T:' has been defined by eqn (4.5-119), which is now repeated here for convenience: 
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where T:=L:IR, and T,=L:IR, are the stator and rotor transient time-constants 
respectively and a = I  -LiI(L, L,) is the leakage factor. Resolving eqn (4.5-155) 
into its real- and imaginary-axis components gives the following state-variable 
form of the voltage equations: 

where x,= [is,, i ,,,, ~b,,, ~b, , , ]~ is the state vector or the states, u=  [I!,,, ~r,,.]' contains 
the stator-voltage components in the rotor-flux-oriented reference frame, and the 
input matrix is 

Furthermore, f,(x,,, w,) =A,(w,)x,, where the state matrix of the induction motor 
is defined as A,(w,), where 

It should he noted that it is possible to obtain a somewhat simpler state matrix 
if, instead of the rotor flux-linkage components, the referred values of these are 
used as state variables [see also derivation of eqn (4.5-124)l. In agreement with 
the definition of the referred rotor flux-linkage space vector [eqn (4.5-123)], in this 
case the L,IL, coefficients are not present in the stator voltage equation, and as 
a direct consequence, in tlie rotor voltage equation, L, is replaced by the referred 
magnetizing inductance L ,=  LiIL,. 

The fifth equation of tlie induction machine corresponds to the equation of 

~ ? = c ,  (;sJ,$rx-;sx~bFJ,)-c2~~. (4.5-160) 

qn (4.1-160) the first term is the electromagnetic torque given by eqn (2.1-177), 
e.g. for a two-pole machine c, and c2 are defined as c, =3Lm1(2JL,), c2 =1/J, 

ere J is the inertia. It should be noted that when the referred flux linkages are 
ed as state variables, then c, does not contain L,IL,. The damping torque 
used by windage and friction has been ignored in the equation of motion. 
owever, the equation of motion contains the load torque, which in general 
unknown. This makes the direct estimation of tlie rotor speed difficult. 

owever, there are three possible approaches to this problem. The first approach 
to ignore the load torque and the second approach is to assume that the rate 

of change of tlie rotor speed is zero, 



494 Vector and direct torque control of indt~ctior~ 111ochh1es hfuiii fecl~r~iques of sensorless cor~trol of inducfiorr n~otors 495 

In this case satisfactory rotor-speed estimates can be obtained if the mech g[%(l)l is defined as g[%(t)l=f(%)-f;(%): and thus time constant is much larger than the electromagnetic time constants. The third 
method uses the equation of motion but assumes a constant load torque, so that g(%)= [A(%)-A(%)]%. (4.5-169) 
both the speed and the load torque can be estimated. In the present book the 

resulting full-order extended Luenberger observer can be written as second approach is discussed, since it is believed that in general this gives the most 
accurate estimates. ~(t)=A[2(t-r)]2(t)+Bu(t)+G[2(t-r)l[~(t)-C~(t-~)l+g[~(t-z)l, 

The first step for the joint rotor speed and rotor flux-linkage estimation is to (4.5-170) 
construct the extended motor model. For this purpose an extended state vector is 
defined as x =  [x,, x,]', where in general xp denotes the parameter vector to he 
estimated, and for the present application x,=w,. Thus it follows from eqns g[2(1 -r)] =f [d(t -z)] -fit,-,, [&(I -T)]*(~-T) (4.5-171) 
(4.5-157) and (4.5-1611, and also considering that the equation defining the 
measurement variables y = [i,,, is,]' is 

G, , - . , [~(~-T)I=A[~(~-T)I .  (4.5-172) 
~ ( 1 )  =C,x,(t) ould be noted that in eqn (4.5-l70), the gain matrix G is not constant, but 

where rids on the past estimates of the system state vector. 
applications where all of the states are not required, a reduced E L 0  may be 

1 0 0 0  
C.=[ 1. (Du et (11. 1995). This is described by 

0 1 0 0  i ( t ) = ~ [ 2 ( t - z ) ] ~ ( t ) + G [ 2 ( f - ~ ) ] ~ ( l ) + H [ 2 ( t - ~ ) ] ~ + D [ k ( t - ~ ) ] ,  (4.5-173) 

and the extended induction motor model can be described by coefficient matrices are chosen to satisfy the constraints 

~ ( ~ ) = f [ x ( f ) l + B u ( ~ ) = [ f , ( x , , ~ , ) , f ~ ( x , , x , ) ] ~ +  [B,,OITu(t) (4.5-164) T~~(I-~)[R(~-T)]--F[~(I-T)]T=GC 

Y(t) = Cx(0 = [C,, O][x,, xPlT. TB=H (4.5-174) 

In eqn (4.5-165) y is the extended measurement vector. D =Tg[d(t - z)], 
In contrast to the design of an LO, which results in a time-invariant obse 

T is a transformation matrix. If T is chosen as a unity matrix, with the E L 0  is fundamentally time-varying and requires continuous updating o 
observer coefficients. Therefore the design of the E L 0  is based on the lineari sion equal to the number of components in x(t), then a full-order E L 0  
form of eqn (4.5-164). Thus the linearized extended induction motor mo uation (4.5-174) is used to determine the gain matrix G. 

convenience, the E L 0  algorithm is now summarized for a continuous-time (around the estimate of the augmented state x in the last step, denoted 
obtained as 

Specify the system function f and derive the system Jacobianfj. 
i ( t )= f ; - [%( t ) ]+Bu( t )+g[%( t ) ]=A(%)x+Bu(~)+~(n) ,  (4.5-16 

put data: input the input coefficient matrix B and output coefficient 
where %(I) is the reference trajectory, which is usually chosen as the es 
the last step, *(I-z). In eqn (4.5-166) fk=df/d% is the system Jacobian m Initialize all observer states. (gradient matrix), which is a 5-by-5 matrix, 

Specify required observer poles. Construct suitable observer matrix F 
df [*.(*.I A2(%"I] A = - - =  with specified poles. 
d2 0 0 '  Evaluate g using eqn (4.5-171). 

where Compute gain matrix G: 
(a) for a full-order ELO: use F=A-GC, with A=f; evaluated at the 

x - present time instant; 
A2(gn)=& = [c$ ,,., -CIF,~, -c$ ,>., c1k,,1' acr (b) for a reduced-order ELO, use eqn (4.5-174) to obtain the gain matrix 

G, the transformation matrix T, the observer input coefficient 
(c =L,IL:L,). matrix H, and the matrix D. 
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Step 7 Using a suitable numerical integration routine, compute the state vector: 
(a) for tlie full-order E L 0  compute the state vector S at tlie next time 

instant by solving eqn (4.5-170); 
(h) for tlie reduced-order E L 0  compute the state vector z at the next 

time instant by solving eqn (4.5-173) and calculate S using the 
relationship z = T k  In practice, direct evaluation of this equation is 
avoided [Orlowska-Kowalska 1989; Du ct frl. 19951. 

Step 8 Go to Step 4 

Finally, to indicate clearly tlie types of problems to which the E L 0  is applicable, 
to emphasize the main design features, and also to allow comparisons with the 
EKF, the important features of the E L 0  are now summarized: 

it is applicable to a majority of industrial systems since they can he regarded 
as deterministic; 
its performance can he altered by adjusting the gain matrix so that rapid 
convergence of the estimates and a robust design may be obtained; 
its computational requirements may be no more demanding than tliat for 
other estimation algorithms such as the EKF, as matrix inversion is required 
in the implementation of the EKF; 
its design incorporates a considerable amount of flexibility owing to the fact 
that redundancy exists in tlie constraints imposed by eqn (4.5-174) wlien 
specifying the gain matrix G. This flexibility can be used to meet any 
prescribed criteria such as speed of response, speed of convergence, rohust~less 
against parameter drift, etc. 

For real-time implementation a discrete form of the E L 0  is required, where the 
estimate at the previous sampling instant is often taken as the reference trajectory, 
thus 

where T, is the sampling time. It should be noted that at time t, S(t-T,) is 
constant, so that for a full-order ELO, eqn (4.5-170) at the lith sampling time 
becomes 

~ / i T 5 ~ t ~ ( l c + l ) T s ) .  
It is important to note that this represents a linear time-invariant system over 

the current sampling interval. Thus by using 

then the estimalion is obtained as 

If F, is chosen as a constant matrix, mh and r, will also be constant and their 
values can he computed in advance. Thus the computation time of eqn (4.5-179) 
is significantly reduced. 

To allow co~nparison with the EKF, the main features of tlie E K F  are 
summarized here: 

it is based on an extension of a readily implementable algorithm, the ICallnan 
filter; . it is emective for applications in industrial systems which can be regarded as 
stochastic in nature; 

its performance can he tuned by adjusting the covariance matrices; 
its design incorporates no flexibility owing to the fact that a constraint 
implying optilnality must be satisfied. Thus no additional prescribed perform- 
ance criteria such as speed of response, speed convergence, robustness against 
parameter variation, etc. can he accommodated d~rectly into the design 
procedure; 

in contrast to the basic ICalman filter, ad Izoc covariance matrix tuning 
adjustments, and the non-linear nature of the planl, may result in a non- 
optimal estimator; 
nd /roc covariance matrix adjustments may also result in a bias problem 
[Ljung 19791. 

It appears from a comprehensive study of tllc E L 0  in high-performance torque- 
controlled induction motor drives tliat the E L 0  is always capable of producing 
unbiased estimates. It is important to note that tlie transient hehaviour of the 

0 can he conveniently tuned by the common control-system design procedure 
adjusting the pole positions. This tuning does not degrade tlie steady-state 

erformance. When the E L 0  is used for joint rotor speed and rotor flux-linkage 
timation in a torque-controlled induction motor drive, then accurate speed 
imates can be obtained even for fast speed transients. However, wlien the speed 
very low, its non-linear observability becomes weak for joint flux-linkage and 
eed estimation. However, this weak observability does not constitute a severe 
oblem if the drive does not operate constantly around zero speed. 

.3.6 Estimators using artificial intelligence 

Section 3.1.3.7 and Chapter 7 the possibilities of using different types of 
ificial-intelligence-based speed and position estimators are discussed. The two 
in solutions considered use artificial neural networks (ANN) and Fuzzy-neural 
works, and tlie advantages of tlie fuzzy-neural implementations are also 
hlighted in Section 3.1.3.7 and Chapter 7. It is believed that this type of 

proacli will find increasing application in the future. This is mainly due to the 
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fact that the development time of such an estimator is short and the estimator can 
be made robust to parameter variations and noise. Furthermore, in contrast to all 
conventional schemes, it can avoid the direct use of a speed-dependent mathemat- 
ical model of the machine. Two types of ANN-based speed estimators are 
discussed below for an induction machine. The first one uses a simple two-layer 
ANN, where the rotor speed is proportional to the appropriate weights, and this 
ANN is part of a Model Reference Adaptive System (MRAS). In this system, 
the ANN takes the role of the adaptive model. However, in the more general, 
second implementation, which is not related to a MRAS, a multi-layer feedfor- 
ward ANN with hidden layers is used, and the rotor speed is directly present on 
the output of the ANN. 

4.5.3.6.1 M R l S  cor~tair~ir~g tlvo-laj~er ANN: speed proportior~al to 11,eights 

In Section 4.5.3.4 various MRAS-based speed estimation schemes have been 
described. All of them have contained a reference model and also an adaptive 
model. The inputs to the adaptive model were the estimated rotor speed and the 
stator currents. The estimated rotor speed was tlie output of a suitable adaptation 
mechanism, which utilized at its inputs the difference of the estimated state 
variables of the reference and adaptive models. The main differences between the 
various MRAS-based speed estimator schemes lie basically in the type of speed 
tuning signal used, but the adaptation mechanisms in all cases have used Popov's 
hyperstability criterion. This has eventually resulted in an adaptation mechanism 
in which the estimated state-variables of the reference and adaptive models were 
manipulated into a speed tuning signal, which was then input into a PI controller 
containing the proportional and integrator gains ( K ,  and Ki) of the adaptation 

For illustration purposes, one specific implementation of this technique will now 
be discussed where the ANN contains adjustable and constant weights, and the 
adjustable weights are proportional to the rotor speed. The adjustable weights are 
changed by using the error between the outputs of the reference model and the 
adjustable model, since any mismatch between the actual speed and the estimated 
speed results in an error between the outputs of the reference and adaptive 
estimators. 

Figure 4.79 shows the MRAS-based speed estimation scheme, which contains 
an ANN. It follows from Fig. 4.79 that the inputs to the reference model are the 
monitored stator voltages and currents of the induction machine. The outputs of 
the reference model are the rotor flux-linkage components in the stationary 
reference frame (~b,,, $,,I. These are obtained by considering eqns (4.5-83) and 
(4.5-84) in Section 4.5.3.4, which are now repeated here for convenience: 

mechanism (e.g. see Fig. 4.68). This approach has also required the use of 
mathematical model for the adaptive model. However, greater accuracy an 

These two equations do not contain the rotor speed and describe the reference 
model. However, when the rotor voltage equations of tlie induction machine are 
expressed in the stationary reference frame, they contain tlie rotor flux linkages 
and the rotor speed as well. These are the equations of the adaptive model and 
have been given by eqns (4.5-85) and (4.5-86) respectively, which are also given 
lere for convenience: 

. P 

robustness can be achieved if this mathematical model is  not used at all and 
instead, an artificial-intelligence-based no-linear adaptive model is employed. It 

1 
~ , = ~ ~ . i ~ - $ . ~ + ~ ~ ~ , $ ~ . ) d t .  (4.5-183) 

then also possible to eliminate the need for the separate PI controller, since thl 
can be integrated into the tuning mechanism of the appropriate artificial 
intelligence-based model. 

An AI-based model can take various forms: it can be an artificial neur l1.D 
!%Q 

network (ANN) or a fuzzy-neural network, etc. Furthermore, different types o !SO 

adaptation mechanism input signals (speed tuning signal) can be used, similar I,Q 
to that used in the conventional schemes discussed in Section 4.5.3.4. Thus the 
are various possibilities for the speed tuning signal. It follows that if only o 
ANN configuration is considered (e.g. a back-propagation multi-layer feed 
ward ANN), and only one specific fuzzy-neural network is used (e.g. AN 
[Jang 1993]), then it is possible to have eight different implementations 
considering four different types of speed tuning signals. However, in practice 
possibilities are even greater, since there are many types of ANNs and fuz 
neural networks. It is believed that some of these solutions can give high accur 
and are robust to parameter variations even at extremely low stator frequen Fig. 4.79. MRAS-based rotor-spccd eslimator containing an ANN. 
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In these equations IF,, and $,, are the rotor flux linkages estimated by the It can be seen that II,, and it,, are constant weights, but is, is a variable weight, 
adaptive model, and they are also shown in Fig. 4.79. Equations (4.5-182) and and is proporlional to the speed. Thus equations (4.5-187) and (4.5-188) take the 
(4.5-183) contain the rotor speed, which in general is changing, and it is our 
purpose to estimate this speed by using an ANN. For this purpose, eqns (4.5-182) - - 
and (4.5-183) can be implemented by a two-layer ANN which contains variable ~ / ~ r d ( l ~ ) = ~ ~ ~ , t ~ r d ( l c -  l ) - ~ ~ ~ , t f i ~ ~ ( l c - l ) + ~ ~ ~ , i ~ ~ ( l c - l )  (4.5-190) 
weigl~ts, and the variable weights are proportional to the rotor speed (a proof of 
this will also be given below). t//rq(lc) = i ~ ~ ~ ~ f i ~ ~ ( l c - l ) + ~ ~ ~ , t f i ~ ~ ( l c - ~ ) + ~ ~ ~ ~ i ~ ~ ( l ~ - l ) .  (4.5-191) 

For given stator voltages and currents and induction machine parameters, the 
actual rotor speed (w,) must be the same as the speed estimated by the ANN (&,I, two-layer ANN shown in 
when the outputs or the reference model and the adaptive model are equal. In this gnals to these input nodes 
case the errors ad=  ~ b ~ , - $ , ~  and e,=~b,,-I//,, are zero (these errors are also ge components expressed 
shown in Fig. 4.79). also the past values 

When there is any mismatch between the rotor speed estimated by the ANN and ationary reference frame 
the actual rotor speed, then these errors are not zero, and they are used to adjust are two output nodes which output the present values 
the weights of the ANN (or in other words the estimated speed). The weight nkage components [tfi,,(lc), ~fi,,(/)]. Thus all the nodes 
adjustment is perrormed in such a way that the error should converge fast to zero. ctions between the nodes are represented by weights 

To obtain the required weight adjustments in the ANN, the sampled data forms pses), 'and a weight shows the strength of the connection considered. In 
of eqns (4.5-182) and (4.5-183) are considered. By using the backward difference al a weight can be positive or negative, corresponding to excitatory and 
method, e.g. by considering that the rate of change of an estimated rotor flux 
linkage can be expressed as In the ANN shown in Fig. 4.80, the adaptive it,, weights are shown with 

dlfircl(t) tfird(/c) - !Jrd(/c- 1) 
ick solid lines and, as noted above, these are proportional to the speed 

-- - 
dl T 

I ' ,=cu~cT~=o~T) ,  where the proportionality factor is the sampling time. The 
e adjusted so that E=(112)~'(k) should be a minimum, where 

where T is the sampling time, the sampled data forms of the equations for tl ) =  b ,  , q ] T  $ 1  = [ k ,  ~ ~ ( l c ) ] ~ .  Thus the 
rotor flux linkages can be written as to give minimum squared error have to be proportional to the 

ient of the error with respect to the weight, --aE/Jtt>,, since 
$,,(Ic)-~~,~(lc- 1) - - ~,F,,,(lc-l) cur~firq(k- 1) L, . - - 

T 
+ - c -  I (4.5-185) 

T 
this way it is possible to move progressively towards the optimum solution, 

T, Tr ere the squared error is minimal. The proportionality factor is the so-called 

f i q  - - - $rq(lc-l) ~~lf i~d(lc-1)  + & isQ( le-l I. earning rates yield larger 

T Tr + T T, actice as large a value is chosen for the learning rate 
gives the fastest learning, but a large learning rate can yield 

Thus the rotor flux linkages at the let11 sampling instant can be obtained from 
previous (lc - 1)-tli values as 

( 3  L,T . 
( c )  = ( c -  1) 1 - - - T ~ f i ~ I c -  1 +- I -  1 (4.5-1 

Tr 

( 3  L,T . 
$ r q ( c ) = t ( - )  1 - - + T I C - 1  I - .  (4.5-1 

Tr 

By introducing c=TIT, and assuming that the rotor time constant (T, 
constant, the following weights are introduced: 

1v,=l-c 

II', s o,c T,= w,T 

its, = cL,. Fg. 4.80. ANN representation ofestimatcd rotor flux linkages. 
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oscillations in the output of the ANN. It follows from tlie above that the 
mathematical expression for the weiglit adjustment has to be 

(see also Chapter 7). However, eqn (4.5-192) can be rewritten as follows 

Equation (4.5-193) is now expanded. By using tlie definition of E, the term 
J~ld$,(k),  which is present on the right-hand side of eqn (4.5-193), can he 
expressed as 

Furthermore, the other term a$,(lc)ld~~j~ which is present in eqn (4.5-193) can he 
expanded as follows: 

This follows directly from Fig. 4.80 or by considering eqns (4.5-190) and (4.5.191). 
Thus the substitution of eqns (4.5.194) and (4.5-195) into eqn (4.5-193) gives the 
following expression, if ~(lc) = [c,(/c), E,(/C)]~ is also considered: 

where c,(k) = I/I,,(/c) - lp,,(k) and ~,(/c) = I$,,(/) - I$,&). Equation (4.5-196) is a 
well-known type of expression in neural networks using the method of steepest 
gradient for weight adjustment (see also Chapter 71, and it can be seen that the 
appropriate errors are multiplied by the appropriate inputs of the neural network 
shown in Fig. 4.80. When tlie expressions for the errors (c,,c,) are substituted 
into eqn (4.5-196), it follows that 
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has been discussed above that for rapid learning, the learning rate (11) has to 
selected to he large, but this can lead to oscillations in the outputs of the ANN. 

owever, to overcome this difficulty, a so-called momentum term is added to 
eqn (4.5-1981, which takes into account the past [(lc-1)-th] weight changes on 
the present [kth] weight. This ensures accelerated convergence of the algorithm 
(see also Chapter 7). Thus the current weiglit adjustment Ai~~~(/c)  described by 
eqn (4.5-198) is supplemented by a fraction of tlie most recent weight adjustment, 

IIJ~(/C) =i~,~(/c- I) +Aitj2(/e) +uA11>~(k- 1) 

= 11~~(1c-l) + I!{ - [I$~,,(/c) - ~p,,,(k)]~fi,,(/c- 1) 

+ [I$~,,(/c) -$rq(/e)]~prd(/e- l)} + uA~~,~(/e-l),  (4.5-199) 

here u is a positive constant called the momentum constant. The term 
~ A I I ~ ~ ( / c -  1) is called the momentum term, and is a scaled value of the most recent 
weight adjustment. Usually u is in the range between 0.1 and 0.8. The inclusion 
of the momentum term into the weight adjustment mechanism can significantly 

crease the convergence, which is extremely useful when the ANN shown in 
g. 4.80 is used to estimate in real-time the speed of the induction machine. Since 

it follows from eqn (4.5-189) that tlie weight III, is proportional to the speed, 
I!,,= o,T, finally the estimated rotor speed can be ohtained from 

u + [lkrq(Ic) -$rq(/c)]~prd(/c- l)} + - AII ,~ ( /~ -  1). 
T 

(4.5-200) 

The simple structure of Lhe ANN shown in Fig. 4.80 has various advantages. 
a multi-layer feedforward neural network, which contains one or several 
den layers, and which uses the back-propagation algorithm (see Section 
3.6.2), a supervised (off-line) training stage is required before the ANN can be 

ed. This is usually a slow process. In contrast to this, the simple two-layer 
shown above does not require a separate learning stage, since the learning 
 lace during the on-line meed estimation process. However, the multi-laver 

A I I I  = I -  [ I / I ( /  - $d(/c)]$rq(/c- I + [ I , ( /  - $q(k) ]~d( /c -  I }  (4.5-197 edforward ANN with hidden layers can givk more accurate speed estimates, 
pecially at low speeds. It should he noted that it has been assumed above that 

is obtained. Thus in Fig. 4.80 the weight adjustments can he obtained from =constant, but in practice this is not a valid assumption and as a result 
correct speed can he estimated. Furthermore, tlie reference model has used 

IIJ~(/C) =>~~~( / c - l )  +AII ,~(/~)  pen-loop integration, but this can be avoided by using other techniques dcvcl- 
ped earlier (see Sections 3.1.3.2, 4.1.1.4, 4.5.3.4). 
It is also ~ossihle  to implement other al~orithms, where the error is not - 

+ [~/~ ,q( /c) -~~rq(~) l$r~(k-  I)}. (4.5-198) obtained from the respective rotor flux linkages, but it is an error between other 



504 lhctor rrrld direct torqlre cor1tr.01 of ir~d~rctior~ r~racl~irzes Direct torque cor~trol (DTC) of ir~drrctior~ r~~acl~ i r~es  505 

quantities wliich can also be obtained from the terminal voltages and currents of 
the induction machine. and e.n. which do not denend on the stator resistance (see Direct torque control (DTC) of induction machines - 
various schemes in Section 4.5.3.4). Tlie application of sucli algorithms can lead 
to improved speed estimation in the low-speed region, but in general, more G E N E R A L  I N T R O D U C T I O N  

accurate estimation can be achieved by using tlie technique discussed in the .dynamic-performance instantaneous electromagnetic-torque-controlled induc- 
following section. tor (and other a.c. motor) drives have been used for more than 20 years. 

n tlie pioneering works of Blaschke, Hasse, and Leonhard, vector-controlled 

4.5.3.6.2 A~rrlti-laj~er feedf'or~~~r~rd ANN: speed is arl olrtplrt rlrrarltitj have become increasingly popular, and have become the standard in the 
industry. The most significant industrial contributions in this field have been 

In addition to the speed estimation scheme shown in Fig. 4.79, which resembles by Siemens. Direct-torque-controlled induction motor drives were developed 
a classical MRAS estimator (but the adaptive model is an ANN), it is also han 10 years ago by Depenhrock [Depenbrock 19851 and Takabashi 
possible to use other ANN-based speed estimators for an induction machine, aslii and Noguchi 19851. However, at present, ABB is the only industrial 
which are not related to a MRAS estimator. Such a system can use various types y who have introduced (in 1995) a commercially available direct-torque- 
of learning techniques, some of which can be fuzzy-assisted. However, it is also ed induction motor drive. This is a significant industrial contribution, and 
possible to use fuzzy-neural networlcs for this purpose and an appropriate design merous papers by ABB it lias been claimed that 'direct torque control' is the 
can be made to be robust to noise and parameter variations, even at extremely a.c. motor control method developed by ABB (e.g. see [Tiitinen 19961). 
low speeds. It is expected that such solutions will also appear in commercial drive e present section, the general and fundamental aspects of the direct torque 
applications in the future. I of induction machines is examined in great detail by using both math- 

For example, as shown in Section 7.3.2.2, it is possible to use a multi-laye a1 and physical analyses of tlie processes involved. Torque and flux estim- 
feedforward ANN speed estimator for an induction machine, wliic11 has fou , optimum switching-vector selection, reduction of torque and flux ripples, 
layers: an input layer, two hidden layers, and an output layer. Tlie inputs to weakening, speed-sensorless implementations, and predictive scliemes are 
the ANN are the stator voltages and stator currents: lr,,(lc), rr,,(k-I), rrsQ(lc iscussed in great detail. Some aspects of direct torque control have also been 
~r,~(lc- 1). i,,(lc), i,,(/c- 11, isQ(lc), iso(1c- 1) and tlie output is the rotor speed, w,(/c sed in Sections 1.2.2 and 3.3. 
The activation functions used in the hidden layers can be, for example, tansigmoi 
functions. In Section 7.3.2.2.1 two ANNs are considered for the speed estimatio DTC O F  A VSI-FED I N D U C T I O N  MOTOR 
of a specific induction machine; they have 8-9-7-1 structure (there are eight inpu 
nodes, nine hidden nodes in tlie first hidden layer, seven hidden nodis in ill .I General, matl~emntical, and physical fundamentals of 
second liidden layer, and a single output node) and 8-8-6-1 structure. It should b cing fast torque response 
noted that other induction machines may require other ANN structures. 
Section 7.3.2.2.2 a much more complex ANN with the structure 8-12-10-4 irect-torque-controlled (DTC) induction motor drive, supplied by a voltage 
applied, since it was the goal to obtain on its outputs four quantities: the r inverler, it is possible to control directly the stator flux linlcage (or rotor 
speed, the electromagnetic torque, and the direct- and quadrature-axis stator kage, or magnetizing flux linlcage) and the electromagnetic torque by the 
linkages in the slationary reference frame (I//,,, I/I,~). In Section 7.3.2.2.3 on of optimum inverter switching modes. The selection is made to restrict 
details of an ANN speed estimator used in a voltage-source inverter-fed induc x and torque errors within respective flux and torque hysteresis bands, to 
motor drive employing rotor-flux-oriented control are given, and for this purpo fast torque response, low inverter switching frequency, and low harmonic 
various ANN structures (8-15-13-l), (9-9-8-1) and (5-12-11-1) are considered. I In the present section such a DTC drive will be described in wliicli, in 
shown that the rotor speed estimation can be obtained when, instead of using on to controlling the electromagnetic torque, the controlled flux linlcage is 
ANN with 8 inputs, there are 9 inputs, where a past rotor speed value, o,(lc- talor flux linkage. However, it should be noted that it is possible to have 
is also present at the inputs. mplementations in which the rotor flux linkage or tlie magnetizing flux 

It is believed that the ANNs discussed in the present section can be us ge is controlled. DTC allows very fast torque responses and flexible control 
various torque-controlled induction motor drives. DifTerent artificial-intellig induction machine. Due to the importance of DTC drives, and also due to 
based approaches for fully digital DSP-controlled speed-sensorless drives reat interest in these types of drives. and also since it is expected that various . - .- 
under investigation by the research group (Intelligent ~ o t i o n  Control Group) drives will emerge in the future, for better understanding a very detailed 
the author at Aberdeen University (see also Chapter 7). iption will be given below. 
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In general, in a symmetrical three-phase induction machine, the instantan $; are substituted into the rotor voltage equation expressed in the stationary 
electromagetic torque is proportional to the cross-vectorial product of the s ce frame (which is obtained from eqn (2.1-125) as O=R,i:+d~Fydt-jw,$;). flux-linkage space vector and the stator-current space vector, 

- rived rotor voltage equation contains i, and I?~, and this can be used to 
I*=$ Pl,hs x is, ss the stator-current space vector in terms of the stator flux-linkage space 

. This expression for the stator-current space vector is then substituted into where & is the stator flux-linkage space vector and I, is the stator-current s 
&I). However, by also utilizing in this expression the fact that the stator 

vector. In eqn (4.6-11, both space vectors are expressed in the stationary refer - - 
kage space vector modulus is constant ( 1  IF#] =c,), thus I//, = I$.] Cxp(jp.) = frames. By considering that ~ ~ = [ ~ ~ ~ ~ e x ~ ( j ~ , ) ,  where p, is the angle of the sta 

(jp,) and therefore d~i;,ldr=jl$~]d~,ldt, finally it is possible to obtain an Rux-linkage space vector with respect to the direct-axis of the stator rerere 
on for the electromagnetic torque whose inverse Laplace transform gives the frame (see Fig. 4.811, and i3=li,lexp(ja,) (see Fig. 4.81), it is possible to 

eqn (4.6-1) into the following form: ed temporal variation of the electromagnetic torque. An examination of this 
- - sion sllows that for constant ]$J. the rate of change of the increasing 

t =- 3P1b,lICIsin(~,-p,)=$P~~b,II~lsina, I apet ic  torque is almost proportional to the rate of change of p,. Thus by 
where a=a,-p, is the angle between the stator flux-linkage and stator-c the largest dp,ldt under the condition of constant stator flu-linkage 
space vector. us, the fastest (minimum) electromagnetic torque response time is obtained. 

It can he shown by using the voltage equations of the induction machine t her words, if such stator voltages are imposed on the motor, which keep 
for a given value of the rotor speed, if the modulus of the stator flux-linkage s or flux constant (at the demanded value), but which quickly rotate the 
vector is kept constant and tlie angle p, is changed quickly, then the electro ux-linkage space vector into the position required (by the torque demand), 
netic torque can he rapidly changed. The mathematical proof is now b st torque control is performed. It follows that if in the DTC induction 
discussed, but it should be noted that a much simpler proof will also be presen drive, the developed actual electromagnetic torque of the machine is 
below, which gives a very clear physical description of the processes involv r than its reference value, the electromagnetic torque should be increased 

For the purposes of the mathematical proof, tlie electromagnetic t t as possible by using tlie fastest dp,ldt. However, when the electromagnetic 
response of the machine for a step change in p, at 1=0 is now derived. There is equal to its reference value, the rotation is stopped. If the stator 
the time variation of the electromagnetic torque must be determined. For kage space vector is accelerated in the forward direction, then positive 
purpose, first the rotor-current space vector (formulated in the stationary re romagnetic torque is produced, and when it is decelerated backwards. 
ence frame) is expressed in terms of the stator flux-linkage space vect electromagnetic torque is produced. However, tlie stator flux-linkage 
~:=(I?~-L,T,)IL,, and also the rotor flux-linkage space vector is exp n be adjusted by using the appropriate stator-voltage space vector, which 
terms of the stator flux-linkage space vector by using IE=L,~:+L,~,,  w ated by the VSI inverter which supplies the induction machine (see details 
-, - 
1, = (1bs -L,i,)IL,, thus 6; = (L,IL,)(I$~-- ~ i i , ) .  The thus-obtained expressions ge generation below). To summarize: the electromagnetic torque can be 

changed by controlling the stator flux-linkage space vector, which, 
, can be changed by using the appropriate stator voltages (generated by 

SQ rter which supplies the induction motor). It can be seen that there is direct 
ux and electromagnetic torque control achieved by using the appropriate h%. oltages. This is why this type OF control is usually referred to as direct 

very useful to consider another form of the expression for the instantaneous 
agnetic torque, which gives an extremely clear physical picture of the 
s involved but leads to the same results as shown above. By considering 
L,T,+ L,i: and $:=L,i;+L,i,, where again the primed rotor quantities 

pressed in the stationary reference frame, it follows that i s = ~ ~ 5 / ~ ~ - [ L , 1  
:; thus eqn (4.6-1) takes the following form: 

9 L - -  L," - - 
PS t = ~ P ~ ~ / i ~ x ~ ~ ~ = $ P - l ~ / ~ ; l l ~ b ~ l s ~ ~ ~ ~ ~ - ~ ~ ~  

sD - L:L, LsLr 
L (4.6-3) 

fig. 4.81. Stator flux-linkage and stator current space vectors. =$ P-+ ~ ~ ~ ; ~ [ ~ J ~ ~ s i n ~ .  
L,L, 
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In eqn (4.6-3) )I is the angle between the stator and rotor flux-linkage s uickly changing is,. In a vector-controlled drive, the stator currents are the 
vectors, j>=p, -pr ,  where p, is the angle of the rotor flux-linkage space vector rolled quantities (is, controls the torque and is, controls the rotor flux). This 
respect to the real-axis of the stationary reference frame, as shown in Fig. ne of the reasons why, in a vector-controlled drive employing rotor-flux- 

The rotor time constant of a standard squirrel-cage induction machine is la ted control, the stator currents expressed in the stationary reference frame 
(e.g. a typical value is greater than O.ls, but it should be noted that for lar be transformed into the stator currents in the rotor-flux-oriented reference 
machines this is much larger); thus the rotor flux linkage changes only slow e. However, it follows from Fig. 4.82 [or eqn (4.6-311 that 11Elsin y =tb,, is 
compared to the stator flux linkage. It can he assumed to be constant. This orque-producing stator flux-linkage component and $,, is collinear with the 
follows from the rotor voltage equation of the induction machine if the stator flux. Thus the flux is controlled by the direct-axis stator flux and the torque 
linkage is assumed to be constant. However, if the stator and rotor flux linkag ntrolled by the quadrature-axis stator flux and again it  can he seen that, in 
are assumed to be constant, it follows from eqn (4.6-3) that the electromag ast to vector control, now the flux-linkage components are the control 
torque can be rapidly changed by changing y in the required direction (whi ities. Equation (4.6-3) is similar to that of a synchronous machine, where 
determined by the torque command). This is the essence of direct torque con ro ectromagnetic torque is controlled by the load angle between the stator and 
However, as discussed below, the angle y can he easily changed by switching ux linkages. During a short transient, the rotor flux is almost unchanged, 
the appropriate stator-voltage space vector (produced by the appropriate invert id changes of the electromagnetic torque can he produced by rotating the 
voltage). If the modulus or the stator flux-limkage space vector is not constant (e ux in the forward direction (phase advancing) or by rotating it in the 
in the field-weakening range), then it still possible to control both the angle 7 an e direction (retarding), or by stopping it, according to the demanded 
IIF~I by switching on the appropriate inverter voltage. . In summary: in the direct-torque-controlled drive rapid instantaneous 

In contrast to a vector-controlled induction motor drive, where the sta control can be achieved by quickly changing the position of the stator 
currents are used as control quantities, in the direct-torque-controlled drive, t kage space vector (relative to the rotor flux-linkage space vector), or in 
stator flux linltages are controlled. It should he noted that if [tj;,l=constant, the words, by quickly changing its speed (speed of the stator flux-linkage space 
it follows from eqn (2.1-191) that r). However, the stator flux-linkage space vector (both its modulus and its 

e) can be changed by the stator voltages. 
L - r simplicity it is assumed that the stator ohmic drops can be neglected, then 

f =3 p-L 
e 2 l$rlis,.3 

L m  =&, and it can be seen that the inverter voltage &=tii) directly impresses 
ator flux, and thus the required stator-flux locus will he obtained by using 

where is,,, is the torque-producing stator current (quadrature-axis stator current ' propriate inverter voltages (obtained by using the appropriate inverter 
the rotor-flux-oriented reference frame whose axes are denoted by s and ng states). For better understanding this is now discussed in detail. It 

respectively in Fig. 4.821, and the electromagnetic torque can be quickly cban from d&/dt=17, that in a short At time, when the voltage vector is applied, 
7,At. Thus the stator flux-linkage space vector moves by AIF~ in the 
on of the stator-voltage space vector at a speed which is proportional to the 

Y tude of the stator-voltage space vector (which is proportional to the d.c. link 
). By selecting step-by-step the appropriate stator voltage vector, it is then 

le to change the stator flux in the required way. Decoupled control of the 
and stator flux is achieved by acting on the radial and tangential 

nents of the stator flux-linkage space vector in the locus. These two 
ents are directly proportional (stator ohmic drop was neglected) to the 
ents of the stator-voltage space vector in the same directions, and thus 
n he controlled by the appropriate inverter switchings. It should be 

that for torque production, the angle y plays a vital role, or in other 
relative position of the stator and rotor flux-linkage space vectors 

es the electromagnetic torque. By assuming a slow motion of the rotor 
space vector, iT a stator-voltage space vector is applied, which causes 
ement of the stator flux-linkage space vector away from the rotor flux 
n the electromagnetic torque will increase since the angle y is - - 

Fig .  4.82. Stator flux-linkage, rotor flux-linkage, and stator-current space vectors. d. However, if a voltage space vector is applied (a zero-voltage space 
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vector, see below) which almost stops the rotation of the stator flux-linkage spa 
vector, then the electromagnetic torque will decrease, since the rotor flux-linkage 
space vector is still moving and the angle y decreases. If the duration of the zer 

u, + ~ r w b  voltage space vector is sufficiently long, then since the stator flux-linkage spa S4 S6 S? sC 

vector will almost not move (in practice it will move slightly due to the stator - 

ohmic voltage drop), then the rotor flux-linkage space vector will overtake - - 
stator flux-linkage space vector, the angle g will change its sign, the electrom 
netic torque will change its direction. 

By considering the six-pulse VSI shown in Fig. 4.83(a), there are six non-z &=I ss= I sc= I 
active voltage-switching space vectors (r7,,17,, ... 17,) and two zero space v +I: (&is) .  These are shown in Fig. 4.83(c), and Fig. 4.83(b) shows the correspo SA=O sn=o sc=o s C  
ing eight switching states. The six active inverter-switching vectors can - 

expressed as (4 

li,=G,=f U,exp[j(k-l)n/3] k=1,2, ..., 6, 
ri, (100) ti2 (110) ti3 (010) lid (011) 

where U ,  is the d.c. link voltage (see also the book on space-vector theory + . ,  u, b f ,  ' + 
19921). However, for li=7,8, & = O  holds for the two zero switching states w - - ;T u d h +  
the stator windings are short-circuited, 17,=17,=0. It follows from the definitio 1 1  
the switching vectors given above that since r7,=~1,,f juSa: i, is aligned with a b c  a b c  a b r  a  b  c 

-w - 1 ,  

real axis (sD) of the stationary reference frame, and t h ~ s  definition is used 
1% (00 1) ri6 (101) &( I l l )  Europe. It should be noted that in the USA, usually the quadrature-axis of th ns (000) 

+ + 
stator reference frame is aligned with El, which means that all switching vecto 4% u* /7 ud +-rT-"l 
would be displaced by 90" in the positive direction with respect to the switchi - 1 'i ! f ) q q  vectors defined above. 

1 1  1 , I  
a 6  c  a 6 c  a b c  a 6 c  

Since A1&=17,At, it can be seen that the stator flux-linkage space vector 
move fast if non-zero (active) switching vectors are applied, for a zero switc 
vector it will almost stop (it will move very slowly due to the small ohmic volta 
drop). For a six-pulse VSI, the stator flux linkage moves along a hexagonal sQ 

with constant linear speed, due to the six switching vectors. For a sinus 
PWM (where the inverter switching states are chosen to give stator flux-link 
variations which are almost sinusoidal), a suitable sequence of the zero and act 0 ,  = (010) 

(non-zero) switching vectors is applied to obtain the required flux-linkage lo 
In the DTC drive, at every sampling period, the switching vectors are select 
the basis of keeping the stator flux-linkage errors in a required tolerance 
(hysteresis band), and keeping the torque error in the hysteresis band. 
assumed that the widths of these hysteresis bands are 2A1hS and ?At, respective sD 
(The factor 2 appears in this definition since it is assumed that e.g. for the sta 
flux linkage, the upper limit value is above the reference value by At//,, and 
lower limit value is below the reference value by AI~, ,  thus the width of 
hysteresis band is indeed 2A1h8). If the stator flux-linkage space vector lie 
the kt11 sector, where k =  I, 2, . . . ,6, its magnitude can be increased by using (c )  ii, = (001) 17,=(101) 
switching vectors O,, &+,, ii,_,; however, its magnitude can be decreased 
selecting G,+,, Ck-2 and &+,. Obviously the selected voltage switching ve 3. Schematic of PWhf VSI inverter, the eight switching states and the corresponding switching 
affect the electromagnetic torque as well. The speed of the stator flux-lin ectors. (a) PWM VSI; (b) switching stages; (c) switching-voltage space vectors. 
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space vector is zero if a zero switching vector is selected, and it is possible t 4.84. Thus the stator flux-linkage space vector will move rapidly from point 
change this speed by changing the output ratio between the zero and non-zer o point P I ,  and it can be seen that point PI  is in sector 2. As mentioned 
voltage vectors. It is important to note that the duration of the zero states has ve, altogether there are six 60 "-wide sectors (due to the six-step inverter). It 
direct effect on the electromagnetic torque oscillations. also be seen that at point PI  the stator Aux-linkage space vector is again at 

As shown above, the stator flux-linkage space vector is basically the integral o pper limit. On the other hand, it should be noted that if the stator flux space 
the stator-voltage space vector and it will move in the direction of the stat r moves in the clockwise direction from point Po, then the switching vector 
voltage space vector for as long as the voltage space vector is applied. Thus would have to be selected, since this would ensure the required rotation and 
a reduced stator flux-linkage space-vector modulus is required, the stator he required flux decrease. Since at point P , ,  the stator flu-linkage space 
linkage space-vector modulus can he controlled by applying switching vo r again reaches the upper limit, it has again to be reduced when it is rotated 
vectors which are directed towards the centre of the rotor, and if an increase lockwise, hence for this purpose the switching vector 17, has to be selected, 
stator flux-linkage space-vector modulus is required, it is controlled by appl then IL moves from point P ,  to point P2 as shown in Fig. 4.84, which is also 
voltage vectors which are directed out from the centre of the rotor. Th ctor 2. It should be noted that if, for example, at point P ,  a quick 
illustrated in the example of Fig. 4.84, where II//,,,,I is the reference value o f t  ockwise rotation is required, then it can be seen that the quickest rotation 
stator flux-linkage space vector. he achieved by applying the switching vector r7,. On the other hand, if at 

It is our goal to Beep the modulus of the stator flux-linkage space vector (I$ P I  the rotation of the stator flux-linkage space vector has to be stopped, 
within the hysteresis band (denoted by the two circles), whose width is 2At//, a a zero switching vector would have to he applied, so either 17, or 17, can be 
shown in Fig. 4.84. The locus of the flux-linkage space vector is divided int d. However, since prior to this the last switching was performed by the 
several sectors, and due to the six-step inverter, the minimum number of secto ation of the switching vector 17, =17,(010), which means that the first switch 
required is six. The six sectors are also shown in Fig. 4.84. It is assumed th onnected to the (lower) negative d.c. rail, the second switch is connected to the 
initially the stator flux-linkage space vector is at position Po, thus is in sector ) positive d.c. rail, and the third switch is connected to the negative d.c. rail 
Assuming that the stator flux-linkage space vector is rotating anticlockwise, wn in Fig. 4 83(b), to minimize the ilurnber of switcliings, the state r7,(000) 
follows that since at position Po the stator flux-linkage space-vector flux is a e ected, since this requires only switcliitig of the second switch (from 1 to 0), 
upper limit (II~;,,,,~+AI&,), it must be reduced. This can he achieved by appl ontrast to selecting 17,(111), which would require two switcliings (of the first 
the suitable switching vector, which is the switching vector 17,, as show 1 from 0 to 1 and of the third switch from 0 to 1). If the stator Hux-linkage 

vector is at point P,. then the lower limit (ltFS,,,l-A~//,) is reached and the 
flux-linkage space vector can be rotated in the anticlockwise direction to 
, by increasing it, and for this purpose the switching vector 17, gives tlie 
rotation. It can be seen that point P, is still in sector 2. If on the other 
the Bus-linkage space vector has to be rotated from P,  in the opposite 

(clockwise), then by selecting the switching vector which rotates lFs from 
e the flux-linkage space vector is at the lower limit, thus flux increase is 
) in the fastest way in the clockwise direction gives the switching vector 

scussed above, stopping the rotation of the stator flux-linkage space vector 

sec~or 4 sD 
onds to the case when the electromagnetic torque does not have to be 

N4) reference value of the electromagnetic torque is equal to its actual 
owever, when the electromagnetic torque has to be changed (in the 
or anticlockwise direction) than the stator flux-linkage space vector has 

tated in the appropriate direction. For example, when the stator flux 
nticlockwise, and if an increase in the electromagnetic torque is required, 
. if the stator flux-linkage space vector is in the second sector at point P I  

the flux linkage has to be decreased, then the electromagnetic torque 
se can be achieved by applying switching vector 17,. On tlie other hand, if 

Fig. 4.84. Control of the stator flux-linkage space vector: stator flux-linkage space-vector locus [s r flux-linkage space vector is in the second sector, but a torque decrease 
flux variations ( A I ~ . ) ] ,  and inverter switching vectors. ed, but the flux-linkage has to be increased, then this can he achieved by 
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applying the switching vector zi,, since this moves the stator flux-linkage inverter switching. It follows that the angle of the stator-voltage space vector 
vector in the clockwise direction (which is the direction for the negative to ndirectly controlled through the flux vector modulus and torque, and increas- 
and also increases the stator flux linkage. If the stator flux-linkage space vector torque causes an increased angle. The torque demand is reduced to a choice 
in the second sector and a torque decrease is required, hut the stator flux linkag 'ncrease (positive torque), decrease (negative torque), or zero. Similarly, the 
has to he decreased, then switching vector 17, has to he applied, etc. Figure 4.8 or flux-linkage vector modulus is limited to a choice of increase (flux increase) 

sllows the position of the various stator flux-linkage vectors if the stator flu 
linkage space vector is in one of the six sectors. It is also shown which switclu 
vector has to he selected to obtain the required increase or decrease of the sta Optimum switching vector selection 
flux linkage and the required increase or decrease of the electromagnetic torqu e with non-predictive switching vector selection) 
(by creating positive or negative torques). 

~t can be seen that, in general, if an increase of the torque is required, then t esults obtained in the previous section can be tabulated in the so-called 
torque is controlled by applying voltage vectors that advance the flux-linkag um switching vector selection table shown in Table 4.3.  hi^ gives the 
space vector in the direction of rotation and if a decrease is required, volts um selection of the switching vectors for all the possible stator flux-linkage 
vectors are applied which oppose the direction of the torque. If zero torque Vector positions [six positions, corresponding to the six sectors shown in 
required then that zero switching vector is applied (5, or zi,), which minimi2 .84, where sector 1 is in the range of u(l), sector 2 is in the range of 

. . ,Sector 6 is in the ranne of ~(611 and the desired control inouts (which are 
~ - . \ 

ference values of the s k o r  flux-linkage modulus and the electromagnetic 
e respectively). If a stator flux increase is required then d ~ b = l ;  if a stator 

-linkage decrease is required d$=0. The notation corresponds to the fact that 
tal output signals of a two-level flux hysteresis comparator are d$, where 

dlb=l if I ~ ? ~ I G I & , ~ ~ I - I A $ ~ I  

dd~=O if l ~ ~ 5 1 ~ l ~ s r c r l + l ~ $ ~ l .  

que increase is required then dt,=l, if a torque decrease is required then 
1, and if no change in the torque is required then dt,=O. The notation 

s to the fact that the digital output signals of a three-level hysteresis 
are dt,, where for anticlockwise rotation (forward rotation) 

dle= 1 if Itel <Itcrcr[ -1AtJ 

dt,=O if t,>f ,,,,, 

171 (R, TD) 

in Sector 6 

Fig. 4.85. Position of various stator flux-linkage space vectors, and selection of the optimum sx . 
voltage vectors. FI: flux increase; FD. flux decrcnse; TI: torque increase; TD: torque decrehse 
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and for cloclcwise rotation (backward rotation) 

The selection of the width of the hysteresis bands has important effects, a t 
small value may have the effect of losing the control, e.g. tlie stator flux link 
may exceed the values required by the tolerance hand (the width of which 
11A1b51). The duration of the zero states directly influences the torque oscillatio 

The optimum switching look-up table requires knowledge of the position of 
stator flux-linkage space vector, since it must be known in which sector is t 
stator flux-linkage space vector. For this purpose the angles a(]), a(2), ..., u 
shown in Fig. 4.84 are required. Since ~ J ~ = I ~ J ~ ~ e x ~ ( j ~ , ) = t b ~ , + j $ , ~ ,  tlie sta 
flux angle (p,) can he determined by using the estimated values of the direct- a 
quadrature-axis stator flux linkages in the stationary reference frame ($,,, I$ 
thus 

Direct tol.qlte cor1t1.01 (DTC) of ii~dltctiorr maclrines 

Alternatively 

~~=cos-'(lll.~llll;,I) 

can also be used, where 11L1 =(I//, ' ,+I).~~)"~ or the expression 

~ ~ = s i ~ ~ ' ( ~ b ~ ~ l l $ ~ l )  

can be used. The angle p, can then be used to obtain the angles a(]) 
However, it is possible to eliminate the need for using trigonometric fun + (nu;+ -) - - 
the inverse tangent, or inverse sine or inverse cosine), since it is not the 
position of the stator flux-linkage space vector which has to be known, 
the sector (number) in which the stator flux-linkage space vector is po 
This information can be simply obtained by considering only the signs of 
various stator flux-linltage components, and this allows a simple imple 
which requires only the use of comparators. For this purpose it should Id also be noted for the determination of the appropriate sector that the 
considered that e.g. in sector 1, $,,>O, but since in sector 1, tbSQ can be h ion of p, by using eqn (4.6-5), eqn (4.6-6), or eqn (4.6-7) can also he 
positive and negative, the sign of 1bSQ will not give any useful informat 
position of the stator flux-linkage space vector in sector 1. However, instea 

it is possible to use the stator flux linkage in stator phase sB (I//,,), 
it follows from Fig. 4.86 that $,,<O if 1Js is in the first sector (at point P 
Fig. 4.86, where it has the value $,,I. Similarly if $s is in sector 2, then tb,, t starts at the sQ-axis and spans until the negative sD-axis, etc.). Since 
I$I,~>O, and $,,>O, etc. These results are summarized in Table 4.4. uadrant contains only one full sector and half of another sector, thus there 

It can be seen that the sign of ibSQ does not give useful information i ossible sectors (in a quadrant), but the specific sector where is located 
and 4, since in both of these sectors this sign can he both positive (+) 
negative (-). In accordance with the very simple physical picture, Table 
shows correctly that for three plus signs (in sectors 6,1,2) are followed 
three minus signs (in sectors 3,4,5) and similarly for I//,, three plus sign 
sectors 2,3,4) are followed by three minus signs (in sectors 5,6,1). r, at  very low speeds flux control can be lost. For example, when the 
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machine is started, problems can occur. In this case although at t = O  the cons iscussed in Section 3.1.3, it is not necessary to use three stator-voltage sensors 
reference stator flux-linkage is applied and at t zt, a step electromagnetic tor three stator-current sensors since it is possible to show, by considering 
reference is applied, the modulus of the actual stator flux-linkage space vector w +rr,,,+~f,,=O and i,,+i,,+i,,=O, that ti,, and tisQ can he obtained by 
be zero until t= t , ,  and even after t, it will not reach its reference value and nitoring only two stator line voltages (e.g. rr,,, ir,,), and i,,, isQ can be obtained 

vary. n u s  instead of having the circular path corresponding to the cons monitoring only two stator currents (e.g. i,,, i,,). Thus 

reference flux, the space-vector locus of the stator flux-linkage space vector 
be circular, but will he a six-sided symmetrical locus, (not a symmetrical (11,~ -11,~) r fSQ= - ( l f ~ ~ +  I ~ U A )  is,, + 24, 

J5 
is, = is, 

where during 116 of the cycle the modulus of the stator flux-linkage space ve 
cllanges (at a 'comer' point it is maximum, then it decreases, and then it 

= 7. 
the maximum value again at the next 'corner' point). The problems are related 6-10) that the sign of ~b,, can be obtained by examining the 
the inappropriate use of the switching voltage vectors in ~e low speed region. of the flux linkage [J?;$,,-I/~,~] (physically this corresponds to twice the 

Improved DTC schemes, including improved switching vector selection sche r flux linking stator phase sB). 
and switching vector selection schemes, will be discussed in Secti important to note that the performance of the DTC drive using eqns 

4.6.2.4 and 4.6.2.9. 1 depend greatly on the accuracy of the estimated stator 
components, and these depend on the accuracy of the monitored 

4.6.2.3 Fundamentals of stator flux-linkage estimation; estimation problems currents, and also on an accurate integration technique. However, 
e monitored stator voltages and stator currents due to the 

In the DTC induction motor drive the stator flux-linkage components have t tors: phase shift in the measured values (due to the sensors used), 
estimated due to two reasons. First, these components are required in rors due to conversion factors and gain, oRsets in the measurement 
timum switching vector selection table discussed in the previous section. Se , quantization errors in the digital system, etc. Furthermore, an accurate 
they are also required for the estimation of the electromagnetic torque. It las to be used for the stator resistance. For accurate flux estimation, the 
be noted that, in general, it follows directly from the stator voltage equat~o resistance must be adapted to temperature changes. The integration can 

the stator reference frame that problematic at low frequencies, where the stator voltages become very 
nd are dominated by the ohmic voltage drop. At low frequencies the 

lbSn= jlisD- ~ ~ i ~ ~ )  dt drop of the inverter must also be considered. This is a typical problem, 
ted with open-loop flux estimators used in other a.c. drives as well, which 
asured terminal voltages and currents. 

$sQ= J"(lisQ-~sisQ) dt. nsation is also an important factor in a practical implementation of 
, since drift can cause large errors of the flux position. In an analog 

and as shown below ation the source of drift is the thermal drift of analog integrators. 

J5$sn-$sQ 
nsient offset also arises from the d.c. components which result after 

1b5n= change. If an open-loop speed estimator is used in the DTC induction 
2 e (see Section 4.6.2.101, which utilizes the estimated stator flux-linkage 

If the non-power-invariant forms of the space vectors are used, then e speed is determined by also using the flux-linkage space-vector 
- n the flux-linkage space vector will cause incorrect and 
$ , = $ ( ~ ~ . ~ + a l k . ~ + a ~ b . ~ ) = ~ b . o + j $ ~ ~  y speed values. An open-loop flux linkage estimator can work well down 

, but not below this unless special tecliniques are used (see also Sections 
I$,~=$,= ~ ~ f 9 , - ~ . i . u ) d t ,  

where tr,,=~r,, and is,= i,,. Furthermore tator-flux-based DTC induction motor drives 

= ~ ~ i ~ Q - R , i ~ o ) d t .  
Q ~5 Basic DTC scheri~rs 

where itsQ = (rr,, - riSc)1& and isQ = (is, - isc)l$. However, sinc 4.87 shows the schematic of one simple form of the DTC induction 
-(I&~,+$~,), thus $%,= [~$rQ-bl/ru]12 is obtained in ageement wit11 eqn ( rive, employing a VSI inverter. In this scheme the stator Rux is the 
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Closed-loop speed control can be obtained by using a speed controller (e.g. a PI 
Rm 
camparulor 

controller or a fuzzy-logic controller, etc.), whose output gives the torque 
reference, and the input to the speed controller is the difference between the 
reference speed and the actual speed. 

Flux-linkage 

comparator 

1, stzitor llux-linkage 
cstimutor 

4.6.2.4.2 Redtrctioi~ of~tnforflrrs nild torqire ripples 

In the DTC induction motor drive there are torque and flux ripples, since none of 
tlie inverter switching vectors is able to generate the exact stator voltage required 
to ~roduce  the desired chances in the electromametic toroue and stator flux - - 
linkage in most of tlie switching instances. However, tlie ripples in the electromag- 

Fig. 4.87. Schematic or stator-flux-based DTC induction motor drivc with VSI. netic torque and stator flux linkages can be reduced by using various techniques, 
some of whicli involve the use of liigli switching frequencies or changed inverter 

controlled flux, thus it will be referred to as a stator-flux-based DTC induction 
motor drive. 

In Fig. 4.87 a voltage-source (VSI) six-pulse inverter-fed stator-flux-based DTC 
induction motor drive is shown. As discussed above, direct torque control involves 
the separate control of the stator flux and torque through the selection of 
optimum inverter switcliing modes. The optimum switching table has been shown 
in Section 4.6.2.2, Table 4.3. In Fig. 4.87 the reference value of the stator 
flux-linkage space vector modulus, IIL,,,~, is compared with the actual modulus of 
tlie stator flux-linkage space vector, [I&,I, and the resulting error is fed into the 
two-level stator flux hysteresis comparator. Similarly, the reference value of the 
electromagnetic torque (I,,,,) is compared with its actual value (t,) and the 
electromagnetic torque error signal is fed into the three-level torque hysteresis 
comparator. The outputs of the flux and torque comparators (d$, dt,) are used in 
the inverter optimal switching table (look-up table), which also uses tlie informa- 
tion on the position of the stator Rux-linkage space vector. 

In Fig. 4.87, the Rux-linkage and electromagnetic torque errors are restricted 
within their respective hysteresis bands, whicli are ~AI//,  and 2A1, wide respectively. 
The Rux hysteresis band mainly affects the stator-current distortion in terms of 
low-order harmonics, and the torque hysteresis band affects the switcliing fre- 
quency and thus the switching losses. Tlie DTC scheme requires flux-linkage and 
electromagnetic torque estimators. As discussed in Section 4.6.2.3, tlie stator 
flux-linkage components can be obtained by integrating appropriate monitored 
terminal voltages reduced by the ohmic losses, as shown by eqns (4.6-8) and 
(4.6-9), but at low frequencies large errors can occur due to the variation of the 
stator resistance, integrator drift, and noise. However, it is not necessary to 
monitor the stator voltages since they can be reconstructed by using the inverter 
switching modes and the monitored d.c. link voltage (see also Section 3.1.3.2.1). 
Improved stator flux estimators are also discussed in Section 4.5.3.1. For cbm- 
pleteness, some simple schemes are briefly discussed below in Section 4.6.2.6. The 
electromagnetic torque can be estimated by using eqn (4.6-1); thus 

topology, but it is also possible to use schemes wlicli do not involve high switching 
frequency and change of inverter topology (e.g. duty ratio control). 

In a DTC induction motor drive, increased switching frequency is desirable 
ince it reduces the harmonic content of the stator currents, and also leads to 

reduced torque harmonics. However, if high switching frequency is used, this will 
result in significantly increased switching losses (leading to reduced eficiency) and 

creased stress on the semiconductor devices of tlie inverter. This is the reason 
w ~y inverters of higher power-rating (e.g. in diesel-electric traction) are operated 
at low switcliing frequency (to reduce the switching losses), e.g. they are a few 
hundred Hertz. Furthermore, in the case of high swilcliing frequency, a fast 

ocessor is required since the control processing time becomes small. This 
creases the costs. However, it should be noted that in the ABB DTC drive a 

high-speed, 40 MHz digital signal processor is used [together with application- 
specific integrated circuit (ASIC) hardware] to determine tlie switching frequency 
of the inverter. Tlie inverter switches in the ABB drive are supplied with the 

urn switching pattern every 25 microseconds. 
en changed inverter topology is used, it is possible to use an increased 
er of switches, but this will also increase the costs. For a delta-connected 

duction machine the switching state number can be increased by the use of two 
TO inverters connected in parallel [Takahashi and Olimori 19891. Although 
this system tlie number of non-zero switcliing states is increased to 18, zero- 

quence stator currents are produced wlucli have to be reduced by using special 
cliniques, wliich also require tlie monitored zero-sequence stator current. How- 
er, it is also possible to use schemes, e.g. duty ratio control, which do not 
volve using inverters with a higher number of switches. 
In tlie conventional DTC induction motor drive (discussed in detail above) a 

oltage vector is applied for the entire switching period, and this causes the stator 
urrent and electromagnetic torque to increase over the whole switcliing period. 
hus for small errors, the electromagnetic torque exceeds its reference value early 
uring the cycle, and continues to increase, causing a high torque ripple. This is 
hen followed by switching cycles in whicli the zero switching vectors are applied 

- . . 
order to reduce the electromagnetic torque to its reference value. A solution 
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can be obtained where the ripples in the torque and flux can be reduced by 
employing a selected inverter switching vector not for the entire switching period, 

(a) " - L + 6  
as in the conventional DTC induction motor drive, but only for a part of the 
switching period (which is defined as the duty ratio, 6) and by using the zero 
switching vector for the rest of the period. The time for wluch a non-zero voltage Pp. 

vector has to be applied is chosen so as to increase the electromagnetic torque to 1 7i......-.......- Km & .  4 0 s  ......--.. 
its reference value. When the electromagnetic torque reaches its reference value, 
a zero switching vector is applied. During the application of the zero switching 
vector, zero voltage is forced on the machine, and thus the electromagnetic torque 
is almost constant; it only decreases slightly (as also discussed earlier). The 30" 60" PS 
average input voltage to the induction motor during the application of each 
switching vector is 6U, (U, is the inverter d.c. link voltage). By varying the duty 
ratio between 0 and 1, it is possible to apply any voltage between 0 and U, during P6 

each switching period. This increases the choice of the voltage vector, which is 
Is"""" & +  

1 7'.......... .- 

limited by the number of switching vectors in the conventional DTC induction 
motor drive. As stated above, the duty ratio is selected to give a voltage vector 
whose average over the switching cycle gives tlie desired torque change, thus 

0.5 ' 6  resulting in reduced torque ripples. I 

The duty ratio of each switching state is a non-linear function of the elec- 
tromagnetic torque error and stator flux-linkage error, and it is also a function PCC 
of the position of the stator flux-linkage space vector. Thus it is difficult to model $?ll eFdiu'" 

I >i ........ ' .......... this non-linear function. However, by using a fuzzy-logic-based DTC system, it is 
possible to perform fuzzy-logic-based duty-ratio control, where the duty ratio is 
determined during every switching cycle. In such a fuzzy-logic system, there are 
two inputs, the electromagnetic torque error e,,=f,,,,-I,, and the stator fl t ~ l  fc, i fe2 fez rc 
linkage position p,. The output of the fuzzy-logic controller (FLC) is the dut (b) 7 
ratio (6). The fuzzy-logic duty-ratio estimator is shown in Fig. 4.88(a). 

The general aspects of fuzzy-logic controllers (FLC) have been discusse .4.88. Fuzzy-logic duty-ratio estimator, and membership functions. (a) FLC duty-ratio estimator: 
membership runclions. 

Section 4.4.1. A Mamdani-type of FLC contains a rule base, a fuzzifier, and al 
a defuzzifier. The fuzzy logic controller shown in Fig. 4.88(a) is a Mamdani-ty 
of controller and contains a rule base, but this comprises two groups orrules, eac uld give a membership value of 0.5). Similarly, the membership function 'large' 
of which contains nine rules (these are expert statements). The first group is use the largest stator-flux position p,=6O0 is p;;;a'(p,=60 ")=I ,  since it is absolutely 
when the stator flux linkage is smaller than its reference value and the secon 0"  belongs to the large position angle. The membership function 
group of rules is used when it is greater than its reference value. The rules ca medium stator-flux position p,= 30 " is p;;dium(p,= 30 ")= 1, 
also be generated by simulating a non-fuzzy DTC induction motor drive usin ce it is absolutely certain that p,=30° belongs to the medium position angle. 
different switching states. As shown in Table 4.5, altogether LI~ere are 18 si us these three points are the extreme points of the p,,(p,) membership func- 
rules and there are only a minimal number (three) fuzzy sets used for, the ns shown in Fig. 4.88(b). The three membership functions are obtained by con- 
input variables and also for the three output variables; these are: small, mediu e points with straight lines, and are shown in the top part of 
and large. ree membership functions for the duty ratio can be similarly 

It can be seen that there are five rules in group 2 which are the same as in g o shown in the middle part of Fig. 4.88(b); these are p;mn"(6), 
1; the four different rules are shown in bold. 6). The three membership functions for the electromagnetic 

The nine membership functions are selected as follows. The membersh I.), il~"'""(l,), ic~~ee(le)] can also be constructed in a similar 
function 'small' for the smallest stator-flux position p,=O is /t;T"(p,=Oo)= se these vary with the electromagnetic torque, and the constant 
since it is absolutely certain that p,=O belongs to the fuzzy set of small positio the torque (I,,, I,,) depend on the specific machine used. These 
angles (the absolute certainty gives the membership value 1, e.g. 50% certaint three membership functions are shown in the bottom part of Fig. 4.88(b). 
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Table 4.5 Fuzzy rule-base 
Grorip I rrtles 
IF e,. is small and p, is small then 6 is medium 
If e,, is small and p, is medium then 6 is small 
If r,, is small and p, is large then 6 is small 
If e,. is medium and p, is small then 6 is medium 
If e,. is medium and p, is medium then 6 is medium 
If e,, is medium and p, is large then 6 is medium 
If e,, is large and p, js small then 6 is large 
If e,, is large and p, IS medium then 6 is large 
If e,, is large and p, is large then 5 is large 

Grorrp I rirles 
If e,, is small and p, is small then 6 is small 
If e,. is small and p, is medium then 6 is small 
If e,, is small and 

p, fs large then 6 is medium 
If e,, is medium and ps IS small then 6 is medium 
If e,. is medium and p, is medium then 6 is medium 
If E,, is medium and p, is large then 6 is large 
If E,. is large and p, fs small then 6 is medium 
If e,, is large and p, !s medium then 6 is large 
If e,, is large and p, IS large then 6 is large 

When the conventional DTC induction motor drive is operated in the zero-speed 
egion, problems occur as discussed at the end of Section 4.6.2.2. This is due to tlie 

fact that, during magnetization, tlie stator flux comparator selects only non-zero 
switching vectors (see optimum switching table, Table 4.3 shown in Section 4.6.2.2), 
and at this time the output of the torque comparator takes one state and tlie 
inverter cannot apply zero switching vectors to the motor. However, one possible 
solution to this problem can be obtained by the application of an additional carrier 
signal to the input of the electromagnetic torque comparator [Kazmierkowski and 
Sulkovski 19911. The injected carrier signal is e.g, a 500Hz square wave and is 

applied in the zero speed region. This forces the zero switching vectors and 
ves both stator flux-linkage and stator-current waveforms. Furthermore, it 

res robust start and operation in the zero-speed region. However, many other 
of solutions can also be obtained which solve the problems in the low speed 

on, and it is possible to get a satisfactory solution even without using the zero 
ching vectors (at low speed). However, it is useful to implement another 

teclmique where tlie zero vectors are applied, since in this case tlie switching 
quency is reduced. Such a technique can also be developed by using simple 
ysical considerations and when this is employed, high-dynamic performance is 
tailled in addition to the reduced switclung frequency in the steady state. 
A new switching vector selection scheme is proposed in [Damiano rt rrl. 19971, 
iich can be used at low speed as well. 

The ripples in electromagnetic torque, stator flux, stator currents, and speed are 4.6.2.5 Main features, advantages, and disadvantages of DTC 
reduced by the duty-ratio-controlled DTC. However, to obtain minimal torque 
ripples, the decrease in tlie electromagnetic torque during the application of the he main features of the DTC are: 

zero switching vector has to be minimized. Since this decrease of the electrom direct control of flux and torque (by the selection of optimum inverter 
netic torque also depends on the modulus of the reference stator flux-link< switching vectors); 
space vector, an optimized stator flux-linkage reference value bas to be used. F indirect control of stator currents and voltages; 
this purpose such a reference stator flux linkage is selected which is just lar approximately sinusoidal stator fluxes and stator currents; 
enough to generate the reference electromagnetic torque. This implies that t 
maximum electromagnetic torque reference has to be found and the optimu possibility for reduced torque oscillations; torque oscillations depend on dura- 

stator flux reference corresponds to this. The maximum torque reference can b tion of zero-switching vectors; 

obtained by using eqn (4.3-37), and equating the torque reference to this gives high dynamic performance; . inverter switching frequency depends on widths of flux and torque hysteresis 
bands. 

\ a ,  b 

where L: is the rotor transient inductance. Thus it follows by using II?~,,J=II~, The main advantages of tlie DTC are: 

that the optimized reference flux linkage for the given electromagnetic torq absence of coordinate transformations (which are required in most of the 
reference is vector-controlled drive implementations); 

absence of separate voltage modulation block (required in vector drives); 
absence of voltage decoupling circuits (required in voltage-source vector 

When the optimized reference stator flux linkage given by eqn (4.6-13) is used i drives); 

the DTC induction motor drive with duty-ratio control, then the torque ripple absence of several controllers (e.g. in a VSI PWM-fed induction motor drive 
are reduced. employing rotor-flux-oriented control, there are minimally four controllers); 
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only the sector where the flux-linkage space vector is located, and not th I$ = IfsQ- R s i s ~  
actual flux-linkage space-vector position, has to be determined (and th 
minimum accuracy required is 60 electrical degrees, in contrast to appro 

p + l l T  ' 

minimum 1.4 degrees in vector drives); 4.6.2.6.1 An~/icatiorl of first-order delm, elei,~ei~ts . . ., , , ~~~ . minimal torque response time. 
It is also possible to use a stator flux estimator in which the drift problems 

However, the main disadvantages of a conventional DTC are: associated with 'pure' open-loop integrators at low frequency are avoided by a 
possible problems during starting and low speed operation and during changes band-limited integration of the high-frequency components, and by replacing the 
in torque command; inaccurate flux estimation at frequencies below l l T  by its reference value in a . requirement for flux and torque estimators (same problem exists for vector smooth transition. For this purpose a first-order delay element il(l+pT) is used, 

drives); thus the stator flux-linkage space vector is obtained from 

changing switching frequency; 
high ripple torque. 

However, it is possible to overcome some of these difficulties, e.g. the difficultie where q9,,, is the stator flux-linkage space vector in the stationary reference frame, 
during starting, low speed operation, high ripple torque, etc. (see later sec ' C'/.~.r=l$9,,f1ex~(j~,). As discussed in Section 4.1.1.4, the inputs to this stator flux 
In the only known industrially available DTC drive (ABB, 19961, torque res estimator are the measured values of the stator-voltage space vector (4) and 
times typically better than 2ms have been claimed [Tiitinen 19961 together wlt stator-current space vector (i,), expressed in the stationary reference frame. 
high torque-control linearity even down to low frequencies including zero speed. However, there is also a third input, which is the modulus of the reference value 
I t  has also been claimed by ABB that the new a.c. drive technology rests chiefly of the stator flux-linkage space vector (11F5,,,1). It should be noted that since the 
on a new motor model which enables the computation of the motor states without tionary reference frame is used,  contains two components,  contain and 
using a speed or position sensor. The motor model used by ABB is a mathematical eqn (4.6-17) the space vector of the induced stator voltages is risi=17,- R,T, and 
model (using various machine parameters i.e. the stator resistance, mutual an open-loop stator flux-linkage estimator using a 'pure' integrator, its 
inductance, etc.) and not an artificial-intelligence-based model (e.g. it does not use egrated value ( S ~ , ~ d t )  would yield the stator flux-linkage space vector &. 
a neural network or a fuzzy-neural network, etc.). Further details of the ABB owever, in eqn (4.6-17) GSi is multiplied by T and the reference stator flux- 
DTC induction motor drive are discussed in Section 4.6.2.11. lnkage space vector is added to TGsl, yielding ~ i i , , + ~ ~ ~ , . ,  This is then the input 

o the first-order delay element, ll(l +pT), on the output of which the estimated 

4.6.2.6 Improved stator flux-linkage estimation lue of the stator flux-linkage space vector is obtained. 

4.6.2.6.1 Applicatiofr of 1o11'-passfilters 2.6.3 Applicutioil of llj~brid jl~fx esthnotors 

As also shown in the fi~st hook totally devoted to vector controlled drives [V is also possible to use hybrid stator flux estimators, where the rotor voltage 
19901, due to the initial value and drift problems associated with pure integrate uation is also utilized (see also Section 3.3.4). Thus the hybrid flux estimator 
it is useful to replace the pure integrators by a low-pass filter; thus the stator flu s two models; a stator-voltage-equation-based model and also a rotor-voltage- 

linkages can he obtained from tion-based model. Such an estimator utilizes the fact that at high speeds, 
ate stator flux estimation can be obtained by using the stator voltage 

( l+pT) - 
tT,=R,i,+ - *s. uation, but at low speeds accurate stator flux estimation can be obtained by 

T ing the rotor voltage equation. Several simple solutions can be obtained, but it 
In eqn (4.6-14) p=dldt, and T is a suitably chosen time constant which gives a lo important to have smooth transition from the stator-voltage-equation-based 
cut-OK frequency and tl~us allows eqn (4.6-14) to approximate a pure integration timation to the rotor-voltage-based flux estimation. If a speed sensor can be 
in the widest speed range [e.g. T=0.2 gives a cut-OK frequency of f=ll(2nT)= d, then it is relatively simple to construct the hybrid model by the direct use 

0.795HzI. It follows from eqn (4.6-14) that the stator and rotor voltage equations, and the inputs are then the measured 
ator voltages and currents and also the rotor speed. 

[ l s~-R5is~  t is also possible to improve the estimation of the stator flux linkages by using 
lk5'= p + l l T  stabilizing feedback in the voltage model discussed in Section 4.1.1.4. 
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is obtained. This is simpler than the observer error equation given by eqn (4.5-lO4), 
since eqn (4.5-1041 also contains a term wilh AA=A-A, but now this term is not 

To obtain greater accuracy it is possible to use observers (Luenberger, Kalman). present since now A=A. It follows from eqn (4.6-19) that the speed of error 

In particular, greater robustness to parameter variations can be obtained by using convergence is determined by the poles of the matrix A-KC. The gain matrix K 
a full-order Lue~lberger observer (see also Section 4.5.3.3.1), yielding estimations contains four rows and two columns, so it contains 8 elements: 

of the stator flux-linkage components which are less sensitive to paramet /ell 1c12 Icl3 /el., 
variations. For this purpose, the observer contains a correction term, whic 

KT=[  ] contains the product of the observer gain matrix and the difference between t11 I<2I li2Z k13 /el., 
measured and estimated stator-current components. If the rotor speed is 
monitored, then it is very simple to use a full-order Luenberger observer which in For fast convergence, the elements of the gain matrix K are selected in such a way 

general is described by 
that the observer poles should be more negative (faster) then the motor poles. 
However, care should be taken, since if the observer poles are made too negative, 

dZ - =A?+Bu+K(y,-?,I, 
the observer gain may become too large, leading lo stability problems resulting 

dr from amplified measurement noise. In addition, the motor poles change with the 

where 2 denotes the estimated states, which are the stator currents and flu A A 

rotor speed, and thus the gain matrix can become large at low speeds if the 
linkage components in the stationary reference frame, Z= [is,, isa, I//.,, ~ 1 ~ ~ 1 ' .  a observer poles are positioned in a fixed location. Ilowever, this problem can be 
u is the input vector, u=  [~t,,,u,~]'. Furthermore, matrices A and B can overcome by selecting observer poles which are proportional to those of the 
obtained from the stator and rotor voltage equations or the induction machine I induction motor (see also Section 4.5.3.5.1). In this way fast convergence and 
the stationary reference frame (the state-variable fonn of these equations improved robust~less to measurement noise is achieved. The poles of the induction 
ds/dr =Aa+Bu). For example, since T, and IL are state variables and the stato motor are described by two sets of complex conjugate pairs, A, = a ,  _+jb,, 
voltage equation is 17,= ~,i~+dti ; , ldt ,  it immediately follows that the state-variabl A2=a2 + .ih2 (see for example the book on space vector theory [Vas 19921); these 

form of the component stator voltage equations are can be computed for the entire speed range. It is then possible to obtain values of 
K such that the observer gains are proportional to the motor gains (it call be 

3 2  = -RsisD+1lsD shown that in K, the gains /cI2 and /i,, are proportional to the rotor speed). When 
dl such an estimator is used, improved robustness to parameter variations is 

obtained (compared to the open-loop Rnx-linkage estimator using pure inte- 
% = - RsisQ + 1 1 ~ ~ .  grators), and in particular more accurate stator Rux-linkage eslimates can be 

dt ained even if the stator resistance is not known accurately. However, when 

~h~~ the system matrix A, which is a 4-by-4 matrix, will contain the followin ccnrate stator resistance is used, this will also result in inaccurate stator 

elements: a,,= -R,, rr32=a,3=rr3,=0, and -Rs, a.,,=a43=a44=0. Th ux-linkage estimates. A substantial improvement can be obtained for stator 
other 8 elements of A can be obtained by considering the rotor voltage equati ux-linkage estimation if' a thermal model of the machine is used and this is 
(~=~,i;+d~i;:ldt-jw,~//:) and by - eliminating 7; and 6; (for this purpose 7, utilized for accurate stator resistance calculation. However, the thermal model can 
(IF: -L,,is)IL, and ~$;=(~,l~,)(t,!r,-L:i~) are used). Thus the elements a12, a also be implemented by an observer. 

and and rlZ3 will contain the rotor speed, and there are four othernon-zer It is also possible to use a Kalman filter for stator flux estimation. (The details 
elements as well. Thus the system matrix A contains the rotor speed (a,), whi the Kalman filter are described in Section 4.5.3.5.2). When an extended 

is obtained by using a speed sensor. 
lman filter is used, it is possible to estimate the rotor speed in addition to the 

In eqn (4.6-18) K is the observer gain matrix, y is the actual output vecto tator flux linkages and some machine parameters (joint state and parameter 
y=Cs,  3 is the estimated output vector, j=Ck.  The output matrix C is 
two-by-four matrix: C=[I2,O2], where l2 is a second-order identity matrix an The stator flux-linkage components can also be estimated by using a model 
O2 is a second-order null matrix. The estimation error OF the stator currents a eference adaptive control (MRAS) system. The details of the MRAS systems are 
stator flux linkages (error dynamics) can be obtained by defining the error described in Section 4.5.3.4, so such a system will not be discussed here. 
e=x-9. Thus if eqn (4.6-18) is subtracted from dx/dt=Ax+Bu, then Finally it is very important to note that it is possible to obtain accurate stator 

flux-linkage estimates by using an artificial neural network, or a fuzzv-neural 
imator. It is also possible to combine fuzzy-logic techniques with conventional 
server-based techniques (see also Chapter 7). 
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4.6.2.7 Field weakening 

In the speed range above rated speed, field weakening has to be performed. In a 
vector-controlled induction motor drive with stator-flux-oriented control, the 
conventional technique is to decrease the stator flux-linkage reference in inverse 
proportion to the rotor speed. Thus the electromagnetic torque will decrease 
inversely with speed. It has been discussed above that in a direct-torque-controlled 
induction motor, fast torque control is achieved by fast changes of tbe angle 
(torque angle) between the stator and rotor Rux linkages, and this can be achieved 
by phase advancing (increase of the torque) or by retarding (decrease of torque) 
the stator flux-linkage space vector. 

It is assumed that the induction machine is supplied by the voltage-source inverter 
and the inverter is working in the six-step square-wave operation mode. This allows 
us to exploit the full voltage of the inverter. For the six-step square-wave operation, 
in the steady state the rotor flux-linkage space vector rotates on an almost circular 
locus, with a synchronous speed. However, the locus of the stator flux-linkage space 
vector is a hexagon and the angle between the stator flux and rotor flux-linkage 
space vectors is constant. This angle (torque angle) at rated torque is around 0.2rad 
for a usual induction machine at rated flux. However, in the field-weakening range 
the rotor speed is in the order of few hundred, rads-', and it follows that fast 
torque control can be achieved by very fast retardation of the stator Aux linkage 
which, however, can be perrormed by stopping it only for a moment, by applying 
a short zero stator voltage vector (pulse), as shown in Fig. 4.89(a). 

In Fig. 4.89(a), point P, is the momentary stop point. This short zero stator- 
vector pulse is also called a stop pulse. For example, at 50Hz, a laad angle reduc- 
tion of 0.2rad can be achieved in 0.6ms. It should be noted that if the inverter has 
a restricted minimum time between commutations, the stop pulse cannot be applied 



and in tliis case small retardation of the stator flux linkage is possible by using an- 
other technique, which is the deformation technique, shown in Fig. 4.89(b). In this 
case, the peripheral length of the stator flux linltage hexagon is increased from AB 
to AC+CD+BD. This causes stator flux-linkage retardation (torque reduction) in 
the field-weakening range, since the peripheral length along the comer of tlie stator 
flux-linkage locus is increased from the original AB length to the lengtli I=AC+ 
CD+BD. Thus if the stator flux-linkage space vector is rotating from point B to 
point A, it will reach point B later than in the original locus and therefore tlie stator 
flux-linkage vector is phase retarded. It can also be seen from Fig. 4.89(b) that there 
is a momentary stator flux increase accompanied by a momentary increase of tlie 
stator current (since ~ ,= [&- (L , /L , ) I~~ /L~] ,  and tlie rotor flux is constant). Thus 
torque reduction (phase retardation of the stator flux-linkage space vector) in the 
field-weakening range can be performed in two ways; by employing a stop pulse or 
by performing the hexagon deformation shown in Fig. 4.89(b) [Angquist 19861. 
However, if the inverter commutation time does not impose any restrictions (see 
above), then the stop-pulse technique sllould be used, since this does not result in 
momentary high values of the stator currents and it also gives faster torque reduction. 

If on the other hand a torque increase must he performed, then the stator 
flux-linkage space vector must be phase advanced. However, since tlie stator 
flux-linkage space vector is already running at its maximum speed, phase advance 
can only be achieved by shortening the peripheral lengtli of the stator flux-linkage 
locus (hexagon) along one of its sides. This produces a momentary flux weakening 
as shown in Fig. 4.89(c). It follows from Fig. 4.89(c) that in the original flux 
hexagon, tlie peripheral length along ihe hexagon side is I=AC+CD+BD. 
However, in the new flux locus, this length has been shortened to AB (AB < I), and 
therefore wlien the stator flux-linkage space vector moves along the locus 
in the direction from point A to point B, it will reach point B sooner. Since the time 
of movement through this new locus side is very short (typically between 
1 to 5ms), the rotor flux-linkage space vector will mainly follow the mechanical 
motion of the rotor and thus tlie stator flux-linkage space vector is phase advanced. 

4.6.2.8 Optimal control of efficiency 
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the supply frequency (conventional method of field weakening). However, when 
this technique is used, the drive may not achieve maximum torque capability over 
the full speed region, since the curve wliich gives the optimal flux level as a 
function of the rotor speed may differ from the inverse of the rotor speed. 

Stator orrrrer~t-ratio control In this case the ratio of the direct- and quadrature- 
axis stator currents is controlled. This can involve constant, modified, or opti- 
mized current-ratio control. For example, for constant stator-current-ratio control, 
when the induction motor is operating with rotor-flux-oriented quantities, the 
ratio of the direct- and quadrature-axis stator currents is constant. This ratio can 
be unity to give maximum torque-to-stator-current ratio. Wlien the modified 
stator current ratio is used, saturation effects are also considered. For optimal 
stator-current-ratio control, the stator current ratio depends on the stator fre- 
quency as well [Nilsen and Kasteenpohja 19951. 

Optirr~rrlJrrs control In this case tlie control strategy can be found by measuring 
the efficiency in many points of the speed torque plane, and e.g. by using a 
look-up tahle for tlie flux reference as a function of the torque reference. These 
measurements also contain information on tlie saturation effects, but temperature 
variations are uncompensated. 

Aflificial-intelliger~ce-baser1 control 

Due to tlie non-linearities involved, it is possible to use very elfectively a simple 
fuzzy-logic-based efficiency controller, which can optlmlze the efficiency on-line 
by mmimizing the d.c. lmk power. For tliis purpose the d.c. link voltage and d.c. 
link current are also measured and optimum stator-current ratio is obtained, 
which gives maximum efficiency. 

Wlien a conventional, non-art~ficial-intell~gence-based efficiency control tech- 
nique is used, the control strategy should he a combination of constant current- 
ratio control and optimal current-ratio control. 

4.6.2.9 Improved switching-vector selection schemes; predictive schemes 

In a torque-controlled induction motor drive, in addition to ensuring hi 
dynamic performance, it is also possible to obtain optimal efficiency. This can 4.6.2.9.1 General irrtrodrtction; variorrs predictive sclren~es 

very important, for example in a battery-driven electrical vehicle application In a DTC induction motor drive using the switching tahle shown in Section 
the DTC induction motor drive. There are many possibilities to maximize tlie 4.6.2.2, sluggish response can be obtained during start-up and during a change in 
eficiency, and for this purpose tlie motor, the inverter, and the controller must the reference stator flux linkage and reference electromagnetic torque. Although 
considered. the switching voltage vectors are determined by tlie stator flux-linkage position and 

In general, some of the possible methods of oplimal efficiency control are: the errors in the electromagnetic torque and modulus of the stator flux-linkage - 
Corlve~ltianal fechrliqlres space vector, large and sm& errorseare not distinguished. Thus the switching 

vectors chosen for large errors (e.g. during start-up or during a step change in tlie 
Condarlt ~ L I X  control In this case constant flux is used until the voltage limit o torque) are the same as the switching vectors chosen for normal operation, when 
the inverter is reached, and for higher supply frequencies (when the machine these errors are small. However, it is possible to choose switching vectors which are 
speed is larger than the base speed), the flux is reduced in inverse proportion to accordance with the range of the errors (and stator flux-linkage space-vector 
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position). In this case the responses at start-up and change in reference stator flux 
and reference electromagnetic torque can be increased. There are several possible 
solutions, e.g. it is possible to use a fuzzy-logic-based system. In this system those 
switching states are used during start-up which give faster increase of the stator 
flux (during this time the change in torque is small). However, when the stator 
flux-linkage error becomes small, those switching states are chosen which give 
faster increase of the electromagnetic torque. 

It should also he noted that in addition to using a fuzzy-logic-based optimal 
switching-vector selection strategy, it is also possible to have improvements by 
using a non-artificial-intelligence-based scheme, where the stator flux-linkage and 
electromagnetic torque errors are not quantized to two and three levels, and where 
more than six stator flux-linkage sectors are used. Although it is possible to have 
an implementation of this system which also uses a look-up table, the computa- 
tional requirements will be increased. 

It is also possible to implement DTC drive schemes in which the required 
switching voltage vectors are obtained by using predictive algorithms. For this 
purpose a suitable mathematical model of the induction machine is used and the 
electromagnetic torque is estimated for each sampling period for all possible 
inverter modes. The predictive algoritl~m then selects the inverter switching states 
to give minimum deviation between the predicted electromagnetic torque and the 
reference torque. This approach is discussed in some detail below; however, since 
there are many possibilities for the mathematical model to be used, only the main 
concepts will be discussed. 

For the purposes of the predictive switching-vector estimation scheme, a suit- 
able mathematical model of the induction machine can he obtained by considering 
the stator and rotor voltage equations (4.1-6), (4.1-24), and the expression of the 
electromagnetic torque, eqn (4.1-43). Thus the voltage equations in the rotor-flux- 
oriented reference frame (rotating at the speed of w,,,) are as follows, if for 
simplicity the effects of magnetic saturation are neglected: 

In these equations, the primed quantities are expressed in the rotor-flux-oriented 
reference frame, Li is the stator transient inductance, T: is the rotor transient time 
constant. It is possible to combine these three equations into a single (vecto 
equation for the stator-voltage space vector expressed in the stationary referenc 
frame, which contains the electromagnetic torque, modulus of the rotor flux- 
linkage space vector, the rotor speed, and the machine parameters. By assumin 
that within a sampling time interval, the rotor speed is constant, and also b 
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assuming that the rererence electromagnetic torque is a step function, a simple 
and compact (vector) expression for 17, is obtained in terms of the reference values 
of the electromagnetic torque and reference value of the rotor flux-linkage 
modulus. This voltage space vector is the reference voltage space vector in the 
stationary reference frame (17,,,,). Thus the appropriate switching state of the 
inverter can then be determined by using space-vector modulation. 

It is also possible to estimate the required stator voltage switching vectors 
by using a predictive scheme in which there is deadbeat control of the electro- 
magnetic torque and stator flux linkage over a constant switching cycle. For this 
purpose the stator-vollage space vector is calculated, which is required to control 
the electromagnetic torque and stator flux-linkage space vector on a cycle-by-cycle 
basis, by using the electromagnetic torque error and stator flux-linkage errors of 
the previous cycle, and also the estimated back e.m.f. of the induction machine. 
It is one of tlie advantages of this algorithm that it gives constant switching 
frequency. However, it is important to note that under overmodulation (when 
a > l ,  see eqn (4.6-43) below) and general transient conditions (when there is a 
transient in both the flux and torque references), deadbeat control is not possible. 
However, when there is only a torque transient (which is the most important 
practical case), it is possible to have deadbeat control of the flux, as discussed in 
Section 4.6.2.9.2, and in this case two switching voltage vectors are selected in a 
sampling interval. Similarly, if there is a transient in the stator flux linkage, then 
it is possible to have deadbeat control of the torque; this will also he discussed 
in Section 4.6.2.9.2 and again, two switching voltage vectors are applied in a 
sampling interval. If there is a simultaneous transient in the torque and flux then 
a single switching vector bas to be selected for the entire sampling period. 
However, if there is no transient in the flux and torque (steady-state) then it is 
possible to implement deadbeat control of the flux and torque by using the 
technique described in the next section. 

4.6.2.9.2 A predictive control nlgorithn~ i'rr t11e stendj~ state 

The eight steps of a predictive algorithm (in an arbitrary nth sampling period T,) 
in the steady state are now described. 

Step 1 Esti~~tation of stntorflrn- l ir~li~rgesfion~ nlonitored voltages and crrrqrents 

Il't,, is the time at the beginning of an arbitrary T,  sampling period, then by using 
the monitored values of stator currents and voltages ( ~ r , , , u , ~ , i , , , i , ~ )  the stator 
flux linkages, I / .~ ,  (at tlie beginning of period T,) can he obtained by using 
a suitable technique, e.g. 

~k ,~( f , , )=  (u,,-R,i,,)dt I 
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However, it should be noted that the stator voltages do not have to be monitored, 
since it is possible to reconstruct the stator voltages from the monitored d.c. link 
voltage and inverter switching states (e.g. see Section 3.1.3.2.1). Furthermore, it is 
also possible to utilize any of the simple improved flux-estimation schemes 
described earlier (e.g. see Sections 4.1.1.4. 4.6.2.6). 

Step 2 Esfirrrntiorr of back-c.nr.f. corrlponcrrrs fronrflrx 1inliagc.s anrl crrrrents 

The back-e.m.f. components (e,,, eSQ) are estimated by using eqn (4.6-24) given 
below, thus 

Step 3 E.stinration of tlrc clcctrorrrng~~ctic torqrrefiorrrflr~.~ linlcages an11 crrrrcnts 

The 'present' value of the electromagnetic torque is estimated, e.g. by using 

t,(t,,)=$P($.oi,~-lb.~i.o). 

Step 4 Esrinratiorr of clmrrgc of elccfrunragrretic torqrrc 

Atc=te(t,,)-tcrcr 

Step 5 Estirrrntion of rcqrrircrl rlirccr-axis stator refere~rce voltage vSnrc, 
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Step 8 Estirrtntion of tirrrc drrration of art'jaccrrt anrl 
rc1.o s~eitcltirrg-volt~rgc vectors (t,,, tb, and r,) 

Estimate the time duration of the switching voltage vectors which are adjacent to 
the reference stator voltage vector (t,, 1 , )  by using eqns (4.6-39) and (4.60-40) or 
eqns (4.6-41)-(4.6-43). Estimate the time duration of the zero switching vector (to) 
by using eqn (4.6-44). Thus e.g. 

If a solution exists, then output switching states and switching intervals to base 
drives of the inverter. If solution does not exist (since it is not possible to have 
deadbeat control of stator Rux linkage and electromagnetic torque), then proceed 
according to the method described below. However, first a mathematical and 
physical proof of the equations used will be presented. 

Illntherrraticrrl arrd plrj~sical proof of predictiue steadj~-state olgorithrn 
( ~ J J '  anssrrrrrirrg R,=O) 

I .  E.stirrrrrtiorr of clrrrrrge of torqrre over rr sorrrplirrg period 
Estimate us,,,, by solving eqn (4.6-34) given below, thus solve 

n this computation step, the change of the electromagnetic torque is obtained 

[i:+(Y)'] vhr + [ h / s Q ( ~ ) 2 + 2 ~ s l ~ , D +  - vsorcr over a period which is half of the switching period, in terms of the stator 
'1's~ 

211':QTs] 
flu-linkage components, the reference values of the stator voltage components, 
and the back-e.m.f. components. For this purpose the stator voltage equation of 

+ 2nTs- + - + I / I~?~-  d~:,*~= 0, the induction macfiine is used together with the expression for the electromagnetic 
I/'SD (3' torque. In contrast to the general predictive scheme described above, the rotor 

where voltage equation is not used for the determination of the required switching 

2At,L: oltage vectors, since the stator voltage equation is formulated in terms of the 
Ll  = ---- 

3PTs 
+ (~k .oe , a - I ' l ~~~~o)  ack e.m.f. (which implicitly contains the rotor flux) and the change of the 

lectromagnetic torque is obtained in terms of the back e.m.f. 
(see eqn (4.6-30) below). It follows from eqn (4.1-34) that the stator voltage equation of the induction 

Step 6 Estirrrntion of rcqrrircd rlirccr-axis statols reference volfagc v,~, ,r  achine in the stationary reference frame can be expressed as 

( b j ~  nssrrrrrirrg R,=O) ii,=R,i,+--2 dl? =R,i,+L:"+e=R,i,+tT, d i  - (4.6-23) 
Estimate uSQ,., by using eqn (4.6-29) given below, thus dt dt 

here 2 is the space vector of the back e.m.f. and 5=L:disldt+t? is the voltage 
'bsovsorcr+~~ 

U S Q ~ C ~ =  hind the stator transient inductance (L:). Thus if the stator ohmic voltage drop 
1 1 ~ ~ ~ 7  s neglected, it is possible to estimate the direct- and quadrature-axis hack e.m.f. 

Step 7 Estirrmtion of the rcqrrircd reference voltage space vector mponents as 
(arlding corrcctiorr tern, drrc to R,#O) . d& di, 

E=e , ,+~e ,~= - - 
dt 

Lk-. (4.6-24) 
Estimate the reference voltage space vector by using eqn (4.6-35) given below, dt 

- - 

thus owever, it should he noted that if it is assumed that IL and Z are sinusoidal, then 

ii,,,,=u ,,,., + ~ U ~ ~ ~ ~ ~ = ~ , . ~ + R , ~ ( ~ , , ) = ~ . ~ ~ ~ ~ + ~ ~ , ~ , . ~ + ~ ~ [ ~ ~ D ( ~ , ~ ) ~ ~ ~ ~ Q ( ~ , ~ ) ~ ~  =jw,($s-~ii,), where w, is the excitation frequency, and it can be simply 
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estimated by using o, = [& x (0,-R,~,]/I&I'. This can be proved by considering 
eqn (2.1-124), and by substitution of dldt by jo,. 

It also follows from eqn (4.6-23) that if the stator ohmic voltage drop is 
neglected, then the rate of change of the stator-current space vector is simply 

If T,  is the time, wliich is equal to half the switching period, and it is assumed 
that this is sufficiently short, then di,ldt %AislT, and the cliange of the stator 
current can be obtained from eqn (4.6-25) as 

By assuming that the stator electrical time constant is much longer than T ,  (the 
change of the stator current over the T, period is linear), the change of the 
electromagnetic torque over the time T, can be obtained as (312 )~ lLx  AT,, and 
thus by considering eqn (4.6-261, 

is obtained. It can be seen that the change of the electromagnetic torque over 
a period T, can be obtained from the stator voltage reference (which is now 
kc,,= ii,,., since the stator ohmic drop has been neglected) and also the voltage 
vector (Z) behind the stator transient inductance. - By using the two-axis form of 
eqn (4.6-27). and considering that r=e,,+jeSQ, ~/~.=ll,,,+jl/~,~, ii,,,,=~r,,,,,+ju,~,,,, 
we obtain 

It follows from eqn (4.6-28) that the reference value of the quadrature-axis stator 
voltage is 

where 

2. Stator uoltoges reqlrired for deadbeat colrfrol 

The change of the stator flux can be obtained from eqn (4.6-23) and, by neglecting 
the ohmic drop (which is a valid assumption if the stator frequency is above a few 
Hz) and considering d$81dt % AIFJT,, 

AIJ~  = T ,  a (4.6-31) 
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is obtained. However, since 1&,,,1-11&1 = A ~ I J ~ ~  =A$,, it follows by considering eqn 
(4.6-31) that 

where t, is the beginning of an 11th T,  period and $s(t,,)=~/so+j~bsQ is the space 
vector of the stator flux linkages at the beginning of the sampling period (the 
flux-linkage components are known, since they are determined by integrating the 
appropriate stator voltage). Equation (4.6-32) can be used to obtain the stator 
voltage required for deadbeat control of the stator flux linkages. By using the 
two-axis form of eqn (4.6-32), 

where and !IsQ are the direct- and quadrature-axis stator flux linkages 
at the beginning of the 11th sampling period. Thus the reference stator-voltage 
components u,,,,,, uSQ,,, can be obtained from eqns (4.6-29) and (4.6-33). Sub- 
stitution of eqn (4.6-29) into (4.6-33) gives a quadratic equation, where the 
unknown is u,,,,,, 

However, eqn (4.6-34) gives two solutions for o,,,,,, but the solution with the 
smallest absolute value is chosen, since this corresponds to the smallest direct-axis 
stator voltage which is required to drive the stator flux linkage and electromag- 
netic torque to their reference values. When the obtained u,,,,, is substituted into 
eqn (4.6-29), finally us,,,, is obtained. Thus &,,,=u ,,,,, +j~ ,~ , . ,  is obtained (wliicli 
corresponds to the reference-voltage space vector if the stator ohmic voltage drop 
is neglected). Therefore the corrected reference stator-voltage space vector (which 
incorporates the erects of the stator ohmic voltage drop) is obtained as 

In eqn (4.6-35) the stator ohmic drop from the previous cycle R,i5(t,,) is added to 
g8,,,. However, this is justified, since as discussed above the change of the stator 
current is assumed to be linear over the period T,  (since the olimic drop is small 
compared to the voltage drop across the stator transient inductance). 

3. Ir~uerter sn~itching-state deterrllinotiorl in tire stearlj, stole (space-vector PWM) 
The appropriate switching state of the inverter is determined by using space- 
vector pulse-width modulation (PWM). Therefore &,,, [delined by eqn (4.6-35)] 
is used to select the optimal switching voltage vectors in such a way that the two 
sw~tch~ng vectors (&,i i ,+,)  closest to <,,, are selected, and tlie amount of time 
during which these vectors are applied (/,,I,) is determined from 
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In eqn (4.6-36) 

where T, is the sampling 
time average of the three 

an adequate change in the electromagnetic torque andlor in the stator flux litlkage 
to achieve deadbeat control. It follows from eqns (4.6-37), (4.6-39). and (4.6-40) 

T,=t,+t,+t,, that when there is an electromagnetic torque transient andlor stator flux-linkage 
time. Equation (4.6-36) follows from the fact that the transient (e.g. step changes), then the electromagnetic torque and stator flux- 

: switching states (two active states and one zero state) linkage errors are large in one switching period and thus t,+t,>T, is obtained. 
during the sampling interval is equal to the reference voltage space vector, and This means that &,,, is too large to be synthesized in a single switching period 
also the switching voltage vectors and the reference voltage vector are constant and thus an alternative control technique must be used. To summarize: the 
over one switching cycle. In eqn (4.6-36), r7, are the switching vectors in the deadbeat control scheme presented above is suitable for the determination of the 
switchine states of the voltage source inverter [see also eqn (4.6-411: switching vectors in the steady slate of the drive. and it  is one advantaee of - - .. 

the technique that the switching frequency is constant. 
k=1,2,.  . . , 6  

(4.6-38) 
k=7,8  4.6.2.9.3 Predictiue cont1.01 in the t r ~ ~ r s i e ~ ~ t  st~rte 

where U ,  is the d.c. link voltage, li=1,2,. . . , 6  corresponds to the active (non-zero In the following the predictive control strategy (switching vector selection) to be 
switcl~ing voltage vectors, and li=7,8 correspond to the two zero switchi used under transient conditions is discussed. If there is a transient in the 
voltage vectors. The diKerent switching states have been shown in Fig. 4.83(b). electromagnetic torque reference (e.g. step change), then the controller must drive 
eqn (4.6-38) is substituted into eqn (4.6-36) and the resulting equation is resolve the electromagnetic torque in the required direction (to reduce the torque error 
into its real and imaginary parts, then I, and t, can be determined. Thus by usin over the period T,) while still maintaining deadbeat stator flux-linkage control. If 

= %.or.r +j".~..r. there is a transient in the reference stator flux linkage, then the stator Rux linkage 

3T, 1 1 , ~ ~ ~ ~  - J r ~ o ~ ~ r  has to be driven in the direction of its reference, while maintaining deadbeat 

?"=%[ 4 ] control of the electromagnetic torque. In this way the selection of the appropriate 
switching vectors can be performed by first considering the position of the stator 

4 flux-linkage space vector (with respect to the sD-axis of the stationary reference 
t,= I.Tslls~,,,, frame), p,, and then the sign of the electromametic torque or stator flux-linkage 

- u  

or by using polar coordinates, 17,,,,=lr7,,,,l exp( ju,,,,): 

where '[I' is the modulation index, 

- 
error is aiso considered.  his is now discussedin some detail. 

First a transient in the torque reference is assumed, where the electromagnetic 
torque cannot be driven to its reference value in a single T, period (i.e. it is not 
possible to have deadbeat torque control). This is the most important case which 
rises most frequently, and in general a step change in the stator flux linkages is 
ot required. In most of the cases the Rux linkage is changed only during field 
eakening. However, in this operating mode, when the flux starts to be weakened, 

an almost linear change and then it varies continuously. Thus to obtain 
lified predictive switching-vector selection scheme, the simultaneous torque 

transient can be neglected. 
For the case when there is only torque transient, the switching vectors are 

The time during which the appropriate zero switching vector is selected is sen rr priori in such a way that they should drive the torque in the desired 
ection, but allowing deadbeat stator flux-linkage control. If, for example, tlie 

t,=T,-I,-I,. (4.6- ator flux-linkage space vector is in sector 1 shown in Fig. 4.84. which soans the 
Switching from the zero state to two adjacent states involves commutation of eac gion -30" to 30"[angle u(l)], then the switching vectors 17~ and 2, create flux 
inverter leg exactly once, thus T, is a half-period of the switching freque kages whicl~ will increase the original stator flux linkage and will also cause an  
Hence the stator flux linkage and the electromagnetic torque are controlled t crease of the electromagnetic torque. Similarly, switching vectors ii,, 17, result 
per switching frequency. Furthermore, when this control algorithm is used, n a decreased stator flux-linkage space vector and in a decreased electromagnetic 

the oscillations in the stator currents are reduced. rque. Thus ii2 and 17, (which correspond to switching states 2 and 3) can be used 
Under transient conditions, it is not possible to have the deadbeat control. Thi control the flux linkage to its reference value over the T, period, while 

is due to the fact that, in this case, there is no suficient d.c. link voltage to ca ntinuously increasing the torque over the entire interval. Thus it is possible to 
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construct a switching vector selection table for the transient state, where two Table 4.7 Switching voltage vector selection if there is a stator flux-linkage - 
switching vectors (kth and ( I < +  I)-th vectors) are selected by using the torque error 
and the sector number rr=l, 2,. . . ,6  (where the stator flux linkage is located). 
This is shown in Table 4.6. The sector where a stator flux-linkage space vector is 
located can be determined from the position of the stator flux-linkage space vector 
(see discussion above in Section 4.6.2.2). In Table 4.6, k and /<+I denote the 
selected lcth and (li+l)-th switching states respectively. 

Thus by using the selected switching vectors li,, i i , ,  , the stator flux linkage is 
controlled in deadbeat fashion similarly to that given by eqn (4.6-32); thus 

transient 

. . . .  . .  . .  , .  . .  ~ . ~ ,  
sect 1 sect 2 sect 3 s c c l 4  sect 5 B C C ~  6 sect I 6 ~ ~ 1 2  sect 3 sect 4 sect 5 sect 6 

0 t i ,  riz r i  ti+ cis ti6 ti2 ti, r i  ti5 tis ri, 
I I ! ,  tr, 11, 11, r r ,  I li, ti. ri, zi, ti. ti, 

d , s r c r = ~ $ s ~ + ~ ~ ~ F 3 ~ = ~ ~ F s ( t , , )  + l i k t k + z k + ~ t k +  (4.6-45) Table 4.8 Switching-voltage vector selection if there are both stator flux-linkage 
where for duration I ,  the switching vector li, is applied and for duration I , ,  , the and electromagnetic torque transients 
switching vector li,,, is applied. In the transient state the zero switching vectors 
are not used, since it is desired to drive the electromagnetic torque in one direction ~ w ( ~ ~ - L ~ ~ ~ )  s ~ n ( l ~ $ ~ I - $ ~ , ~ ~ )  ~ ( 1 )  ~ ( 2 )  ~ ( 3 )  ~ ( 4 )  a(5) a(6) sector I sector 2 sector 3 sector 4 sector 5 sector 6 
in the fastest nossible way during the switching period. Thus t,=O, and it follows - 

0 0 from eqn (4.8-44) that - 
. . 

112 '7, 
. . 

1 1 1  l l j  116 l i ,  
0 1 '7, . 

(4.6-46) li,, 1'5 li, 1 1 1  I& T * = t , + t x + l .  1 1 l i ,  1% 11 1 ii2 17, ii, . 

It should be noted that skipping the zero states while still switching between I 0 111  lil '13 l i ,  '15 
. . 
116 

. 

adiacent states is equivalent to pulse dropping in a conventional sinusoidal PWM. 
F& a given value of ~k.,.~, eqns(4.6-45) and (4.6-46) can then be solved for t ,  and 
t , , , .  Thus by applying the appropriate switching vectors for the appropriate 
duration, the stator flux linkage is controlled to its reference value, and the Equations (4.6-46) and (4.647) yield the required t ,  and I , + ,  . Thus if the selected 
electromagnetic torque is driven continuously to its desired value in the proper switching vector li, is applied for duration t ,  and li,,, is applied for duration I , , , ,  
direction, with maximum voltage applied to the inverter (due to t,=O, the voltage then deadbeat control of the electromagnetic torque is performed, while driving 
reference is maintained on the boundary of the hexagonal locus; thus the inverter the stator flux-linkage space vector in the desired direction. It should be noted 
output voltage is maximal). the zero switching vectors are not used. Disregarding the zero 

If the second case is considered, when there is a transient of the stator flux itching states while still switching between adjacent states is equivalent to 
linkage (i.e. the stator flux linkage cannot be driven to its reference value in a in a conventional sinusoidal PWM. 

liird condition is considered: this is the case when there is a 
ansient in both the stator flux linkage and electromagnetic torque. In this case 
single switching state is selected for the entire switching period, which drives 

vector selection table is shown in Table 4.7. 0th the electromagnetic torque and stator flux linkage in the desired directions 
Thus by using the selected switching vectors li,, ii,,,, the electromagnetic tor quickly as possible. For example, if the stator flux-linkage space vector is in 

is controlled in deadbeat fashion similarly to that given by eqn (4.6-27); thus and both the flux and the torque have to be increased, then by 
six switching vectors, li2 has to be selected. If the flux has to be 

3 P  - 
A t . = - - - ; [ ~ , ~ ( t ~ l i ~ + t ~ + ~ ~ + ~ - T ~ ~ ] .  reased but the torque has to beilecreased then li, has to be selected, etc. The 

2L3 ching vectors are given in Table 4.8. 
bviously this agrees with the corresponding parts in Table 4.3 shown in 

Table 4.6 Switching-voltage vector selection if there is an electromagnetic torq 
Thus, in general, the algorithm for the switching voltage vector selection is such 
at first the computational steps (Steps 1-8) given above for the steady-state 
timation are performed. However, if in Step 8 it is found that there is no positive 
lution (for t ,  and I , ) ,  e.g. t ,+ t ,+ ,<T,  cannot be satisfied, then it is first 
sumed that there is a transient in the electromagnetic torque reference. Thus 

d for the selection of the appropriate two inverter switching states 
d then eqns (4.6-45) and (4.6-46) are solved to yield 1 ,  and I , , , .  If this gives 
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positive solutions, then 17, and i,,, are applied for the duration of t ,  and t , , ,  It is shown in Fig. 4.90 that every time the voltage reference vector (ii,,,,) 
respectively. However, if a positive solution still does not exist, then it is assumed resulting from a deadbeat control algorithm is outside the voltage hexagon, the 
that a transient in the stator Hux linkage is present and therefore eqns (4.6-46) magnitude of the voltage input to the space-vector modulator is limited to the 
and (4.6-47) are solved. If positive solutions exist then the appropriate switching maximum inverter voltage (17,,,,,,,), which is also shown in Fig. 4.90. The voltage 
vectors shown in Table 4.7 are applied for the durations t ,  and t,,, respectively. r7,,,,,,,, has the same angle as the original voltage reference (a,,,,). Thus the 
However, if a solution does not exist then the switching states shown in Table 4.8 magnitude of the voltage reference vector is given as 
are applied (corresponding switching states and switching times are outputs to tlie 
inverter base drives). The predictive algorithm can be implemented by a DSP, but lfi3mnxrerl = ( l 1 3 ) ~ d ~ l s i n ( u ~ r c r  + ~ 1 3 )  (4.6-48) 
it should he considered that this is a computationally very intensive scheme the angle is uncllanged from that computed by using the algorithm given 
at higher switching rrequencies very fast coniputations are required. above. In Fig. 4.90 the average value of the stator voltage over one sampling 

It should be noted that, similarly to other types of predictive control period (T,) computed by the original (not the alterllative) predictive scheme is 
when the present predictive scheme is used, a single T,-period steady-state er G,,,,,,.,; this is shown by a vector with broken lines. The tip of this vector is at 
occurs. This is due to the fact that the estimation of the electromagnetic torq the intersection of the output voltage hexagonal boundary and the reference stator 
and stator flux linkage is based on inputs from the preceding period. flux linkage. However, when the alternative predictive scheme is used, the average 
single-period delay is required to allow time to estimate the switching signals. voltage (17,,,,,,,) over the same period (T,) lies on the voltage boundary at the 
ideal deadbeat controller would require the estimations to be performed same angle as k,,,. It should be noted that the Rux-linkage error increases as the 
time. Furthermore, the predictive controller is based only on the electromagnet magnitude of fi,,,, increases. It is interesting to note that ii,,,, is leading 17,,,,,,,, 
torque and stator flux-linkage errors. The combination of this fact for the transient condition when the electromagnetic torque has to be increased, 
single-period delay results in a steady-state error or the electromagnetic torqu and it lags fi,,,,,,,, for the transient condition when the electromagnetic torque 
However, this does not present any problem if a speed controller is also used. has to be decreased. It follows that the torque-producing current is larger with 

An alteniative predictive switching-vector selection technique is now b alternative sclleme then the original predictive scheme, ~ l ~ i ~  leads to 
discussed, which is not as computatio~ially intensive as the one described above mproved dynamic performance, despite the fact that the improved scheme does 
It is assumed that there is only a torque transient. Although the alte provide deadbeat control of the flux magnitude,  hi^ alternative predictive 
technique does not result in deadbeat control of tlie stator flux linkage, o scheme can also be used wlien overmodulation occurs (i.e. in the transition region 
minimal performance degradation will result. This is achieved by limiting between continuous PWM and six-step operation). This operating region is a 
magnitude of the stator voltage reference to the maximum instantaneous val particular case of the torquelflux transients. Similarly to that discussed above, in 
allowable wit11 space-vector modulation. This is sliown in Fig. 4.90. tlie transition region the voltage reference vector ii,,,, lies outside the hexagon 

ndary. In the limit, as &,,, becomes large in magnitude, the inverter voltage 
,,,jumps from one corner of the hexagon to the next, which is equivalent to 

6.2.10 Speed-sensorless DTC drive implementations 

rless DTC drive it is possible to use any of tlie techniques de- 
4.5. Thus the following techniques can be used is a speed- 

nsorless DTC drive (see Section 4.5.1 for a brief discussion): 

Open-loop and improved estimators using monitored stator voltageslcurrents; 
Estimators using tlie spatial saturation stator-phase third-harmonic voltage; 
Estimators using saliency (geometrical, saturation) effects; 

Model reference adaptive systems (MRAS); 
Observers (Kalman, Luenherger); 

Estimators using artificial intelligence (neural network, fuzzy-logic-based sys- 
Fig. 4.9U. Altcrnativc predictive switching-vector selection. terns, fuzzy-neural networks, etc.). 
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Such techniques have been discussed in detail in Sections 4.5.3.111.5.3.6 and flux-linkage components by expanding the expression for the derivative dp,ldt. 
thus these will not be repeated here. However, it should be noted that so far only Since the rotor flux-linkage space vector expressed in the stationary reference 
one specific solution using the first technique has been applied for a DTC frame is I?:= ~b,d+Jl//,,= ~$~lexp(jp,), thus p,=tan-'($,,/I),,), it follows that the 
induction motor drive (in the ABB DTC induction motor drive), but it is expected derivative can be expanded to glve 
that the other techniques shown above will also be used in the future. In particular 
it is expected that estimators using artificial intelligence will play an increased w,,= - df ,  =- d [ t a n - l ( ~ k ~ ~ l $ , ~ ) ]  
role. Such estimators are also robust to parameter variations. dt dt 

The speed signal can be required in a DTC induction motor drive for two 
reasons. One reason is tliat it can be used for stator flux-linkage estimation, if the 

d dl 
= ($rd* -~b,,+)/(~b:~+ (4.6-52) 

stator flux-linkage estimator requires the rotor speed signal (e.g. when a hybrid \ -. U1 / I  

stator flux-linkage estimator is used, which uses both the stator voltage equation Tlie numerator of eqn (4.6-52) contains 11?,1~=(1b;,+1b:,). Substitution of eqn 
and also the rotor voltage equation, as discussed above in Section 4.6.2.6.3, and (4.6-52) into eqn (4.6-491, and by also considering eqns (4.6-50) or (4.6-51), we - .  
the rotor voltage equation contains the rotor speed). The other reason is that a 
rotor speed signal is required if the drive contains a speed-control loop (in this 
case the speed controller outputs the torque reference, and the input to the speed 

Lm - b q / 1 2 -  - i - i  (4.6-53) 
controller is the dilference between the reference speed and the estimated speed). T,llk,12 

In many variable-speed drive applications torque control is required, but spe 
control is not necessary. An example of an application where the electromagne 
torque is controlled without precise speed control is traction drives. In traction (4.6-54) 
applications (diesel-electric locomotives, electrical cars, etc.) the electromagnetic 
torque is directly controlled, i.e. the electromagnetic torque is the commanded Such a speed estimator is used in the ABB DTC induction motor drive. A rotor 
signal, and i t  is not the result of a speed error signal. peed estimator based on eqn (4.6-53) or (4.6-54) can then be constructed, which 

The key to the success of simple open-loop speed estimation schemes is the ses the monitored stator currents and the rotor flux components which, however, 
accurate estimation of the stator (or rotor) flux-linkage components. If the fl n be obtained from the stator flux linkages by considering eqns (4.5-16) and 
linkages are accurately known, then it is possible to estimate the rotor speed 
simple means, which utilize the speed of the estimated flux-linkage space vect 
I t  is this technique which is used in the DTC induction motor drive manufactur 

L 
1/1rd=L(lb5v-L~i5v) (4.6-55) 

by ABB, which is the only known industrial DTC drive at present. However, t Lm 
same technique is also used in some other commercially available drives (vecto L 
drives), thus this will now be briefly discussed. In these commercial implement lbrq= 2 ( 1 / i ~ ~ - L ; i ~ ~ ) .  (4.6-56) 

L.. ... 
tions the stator voltages are not monitored but are reconstructed from the d.c 
link voltage and switching states of the inverter (see Section 3.1.3.2.1). eqns (4.6-55) and (4.6-56) the stator flux linkages can be obtained by using 

It follows from eqn (4.5-36) that the rotor speed can be expressed as nitored stator currents and monitored or reconstructed stator voltages, as 
cussed earlier in Section 3.1.3.2. Thus bv using the inverter switchine functions - - 

w,=o,,-w,~. S,, Sc (see also Fig. 4.83 in Section 4.6.2.1) the stator-voltage space vector 
where om, is the speed of the rotor flux (relative to the stator) o,,=dp,ldt, a pressed in the stationary rererence frame) can be obtained, by using the 
w,, is the angular slip frequency, given by eqns (4.5-34) and (4.5-351, which a vitcliing states and the d.c. link voltage U,, as 
now reveated here for convenience: 7 

(4.6-5 = I  when upper switch in phase sA of inverter (SI) is ON and lower switch (S4) 
is OFF  ~ ~ 

Physically, UJ,, is the speed or the rotor flux-linkage space vector with respect t = 0  when upper switch in phase sA of inverter (S1) is OFF  and lower switch 
the rotor. It is possible to obtain an expression for om, in terms of the rot0 (S4) is ON 
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S,=1 when upper switch in phase sB of inverter (S3) is ON and lower switch (S6) parameters: R,, L:, k,=L,IL,, and L,IT,. For digital implementation it is 
is OFF possible to use various forms, including the following discrete form: 

S,=O when upper switch in phase sB of inverter (S3) is OFF  and lower switch 
(S6) is ON w,(lc) = $rd(k-l)$rq(k)-lbrq(/~-l)$,d(k) 

Sc=l  when upper switch in phase sC of inverter (S5) is ON and lower switch (S2) l$r(l~)12 

is OFF 
Sc=O when upper switch in phase sC of inverter (S5) is OFF  and lower switch 

- L m  [ -$rq(l~)fsD(l~) + $rd(k)isq(lc)], (4.6-61) 
T,l$r(/dl' 

(S2) is ON. ~, 

It follows from eqn (4.6-57) that 
where /~?,(li)l'= [tlr,(k-I)]'+ [~b~~(k-l)] ' .  Since this equation contains a model- 
ling error, which results in an error of the estimated rotor s~eed .  in ~rac t ice  a . . .  
ow-pass filter can he used to remove this error. 

It is also possible to estimate the rotor speed in another way, which is similar 
to that described by eqn (4.6-491, but which instead of using the speed of the rotor 

x (o,,) can use the speed of the stator flux om,. It follows from eqns (4.2-16) 
d (4.2-23) that in this case the rotor speed can be expressed as 

o,=o,,-o:~, (4.6-62) 

Thus the kt11 sampled value of the estimated stator flux-linkage space vector ca 
here 

\ ~ ~ - ~  ~ - - -  

eed of the rotor Rux relative to the rbtor, which has been denoted by w,,). If 
where T, is the sampling time (flux control period) and is is the stator-curre e direct- and quadrature-axis stator flux linkages (~b,,, 1bSQ) in the stationary 
space vector. Resolution of eqn (4.6-60) into its real- and imaginary-axis compo ference frame are known (they are estimated by one of the techniques described 
ents gives $,, and t/rSq. It is important to note that eqn (4.6-60) is sensitive Section 4.6.2.6, which uses the monitored stator voltages and currents or the re- 
voltage errors caused by: tructed stator voltages and currents), then since 1&=$.~+jtb.~=I11/~1 exp(jp.), 

e p, is the angle of the stator flux-linkage space vector with respect to the . dead-time effects (e.g. at low speeds, the pulse-widths become very small a axis of the stationary reference frame, it follows that 
the dead time of the inverter switches must he considered); 
the voltage drop in the power electronic devices; 0 ,,IS =-=- dp [tan-'(lbSQllbro)l. 

dt dt 
(4.6-64) 

the fluctuation of the d.c. link voltage (hut due to this, the d.c. link volta 
must he monitored); erforming the differentiation, this can be put into the following form: 

the variation of the stator resistance (this resistance variation sensitivity is al 
o m 3  = 

lb.od$sqldt-$,qdlb,Dldt 
a feature of the method using the monitored stator voltages). (4.6-65) 

*:D + $:Q 
However, it is possible to have a speed-sensorless DTC drive implementation re the numerator contains I&['. By using eqns (4.6-15) and (4.6-16), it is 

which the dead-time effects are also considered (see also Sections 3.1.3.2 an le to express w,, in terms of the stator voltages and stator currents. To 
and the thermal variation of the stator resistance is also incorporated in a rotor speed estimator, which uses w,, [defined by eqn (4.6-64)], it is 
control scheme (e.g. by using a thermal model of the induction machine). le to proceed in various ways. 

The accuracy of a speed estimator using eqn (4.6-53) or (4.6-54) depends grea should be noted that eqn (4.6-62) has been directly obtained from the rotor 
on the machine parameters used, and also on the model used for the estimati ge equation of the induction machine, but this expression was expressed in 
of the rotor flux-linkage components. A possible implementation has been sh ator-flux-oriented reference frame (which rotates at the speed of w,,). Thus 
in Section 4.5.2.1, Fig. 4.53. The speed estimator requires the following mac n (4.6-63) the stator currents is, and is, are the stator currents in the 
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stator-flux-oriented reference frame, and they can he obtained from the stator also by using appropriate saturated inductances (see also Sections 4.6.2.11, 8.2.6), 

currents is,, iSQ (expressed in the stationary reference frame) by considering the estimation accuracy can be greatly improved. However, a speed-sensorless 
high-performance direct-torque-controlled drive using this type of speed estimator 

i,,+ji,,= (iSD+jisQ)exp( -.ips) = (is, +jiSQ)(cos P, -j sin PSI. will only work successfully at ultra-low speeds (including the zero speed) if the 

However, cosp, and sinp, can he obtained by using c o s p , = ~ ~ , ~ l l ~ ~ l  and flux estimator is some type of closed-loop observer. 
sin/~,=C'/,~ll$~, or p, can be obtained by using a rectangular-to-polar converter It is expected that in the future universal induction motor drives will emerge 
(where the inputs are I//,, and I & , ~  and the outputs are IIF~I and p,. which will also incorporate direct torque control. Control techniques Plc (UK) 

It is possible to obtain other solutions as well which use the speed of hot11 the was the first in the world to introduce a universal drive, but at present it does not 
stator and rotor flux-linkage space vectors. For example, such a scheme can be incorporate direct torque control. 

derived by considering that the rotor speed is equal to the sum of the speed of the 
stator flux-linkage space vector, wm,=dp,ldt, minus the speed difference between 4.6.2.11 The ABB DTC induction motor drive 

the stator and rotor flux-linkage space vectors, o,=dpldt, minus the speed of the ABB has introduced in 1995 the first industrial, speed-sensorless DTC indue- 
rotor flux-linkage space vector (relative to the rotor), w,,=dO,,ldt. Thus it follows tion motor drive in the world. This contains the ACS 600 frequency converter 
from eqn (4.5-44) that (inverter), which uses power-plate IGBT modules and is shown in Fig. 4.91. The 

ar=coms- ad-(us,. inverter switching directly controls the motor flux linkages and electromagnetic 

In Section 4.5.3.1 a simple proof of eqn (4.6-66) has been given by considering The ACS 600 product family (ACS 601, 603, 604, 607) suits many applications 
Fig. 4.55. As stated above, p, is the angle of the stator flux-linkage space vector and operating environments, with a large selection of a.c. voltages (380V-69OV), 
with respect to tlie real axis of the stator reference frame, p, is the angle of the power (2.2lcW-630 kW), and enclosure (IP 00, IP 20, IP 21, IP 22, IP 54) ratings, 
rotor flux-linkage space vector with respect to tlie real axis of the stator rererence combined with highly flexible communication capabilities. The drive is suitable 
frame, and p is the angle between the stator and rotor flux-linkage space vectors, for 95% of all industrial applications (including pumps, fans, mixers, conveyors, 
p=p,-p,. It follows that o,=dpldt =dp,ldt -dp,ldt= a,,-om, is indeed the lifts_ elevators, cranes, hoists, winders, centrifuges, extruders, etc.). 
difference between tlte speed of the stator flux-linkage space vector and the speed The ACS 600 can accurately control tlie rotor speed and electromagnetic torque 
of the rotor flux-linkage space vector. Furthermore, 0, is tlle rotor angle, and (and stator flux linkages) without encoder or tachogenerator reedback. The 
O,=p,-p-O,l. Thus ~~,=dO,ldt  =dp,ldt -dpldt -dO,,ldt =om,-a,-w,, is ob- schematic block diagram of the drive is shown in Fig. 4.92. This is similar to that 
tained, in agreement with by eqn (4.6-66). This can be put into the following rorm shown in Fig. 4.87 and thus the reader is referred to the many details discussed 
(see the derivation of eqn (4.5-45)): earlier (in Sections 4.6.1, 4.6.2.1-4.6.2.10) and only some of the main features will 

I$ dl$,~ldt-'/J,~d'/Js~ldt d - - be described below. Tlie primary control variables are the electromagnetic torque 
= -z [sin- ' ( t c l ( c ~ ~ ~ s ~ ~ ~ ~ r ~ ) ) ]  -(2te~r)l(3~ll?T12), and stator flux linkage. 

I//&+ d& In Fig. 4.92 two stator currents are measured togetber with the d.c. link voltage. 
The two stator currents can be used to obtain the direct- and quadrature-axis 

where it is possible to use different expressions for the electromagnetic torque, e. e stationary reference frame, i,,=i,,, is,= (is, + 2i , , ) /d ,  BY 

tc= +P(~b$DisQ-~/~s~~sD) ing the measured d.c. link voltage (U,) and the switching signals of the inverter, 
e reconstructed (see eqli (4.6-57) in Section 4.6.2.10). How- 

or Section 4.6.2.10, for an accurate reconstruction of the stator 
Itages, the interlock delay (dead time, which is programmed in the DSP switch- 

3 L, 
tc=-p- ( ' /J rd is~- lbrq is~) .  short-circuits of the d.c. link), and voltage drops across the 

2 L, es of the inverter (IGBTs), must also be considered, especially 

Equation (4.6-67) can also be used for the estimation of the rotor speed or 
induction machine, but this is not simpler than eqns (4.6-53) or (4.6-54). The stator currents together with the stator voltages are inputs to an adaptive 

In summary it should be noted that the speed estimators discussed above duction motor model also shown in Fig. 4.92 (which contains an observer), 
depend heavily on the accuracy of the used flux-linkage components. If the stator hich estimates in real time (using a DSP) tlte modulus of the stator flux-linkage 

voltages and currents are used to obtain the flux estimates, then by considering s position (wit11 respect to the real-axis of the stationary 
the thermal variations of the stator resistance (e.g. by using a thermal model), and , the electromagnetic torque (I,), and rotor speed (or) in every 
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Fig. 4.92. Schematic black diagram of ABB DTC induction motor drive. 

CnrapEI w ~ W  can be 
i ~ n e e  a t h i  tactorj or 

d (4.6-54) give the expressions for the electromagnetic torque and rotor speed 
inthe wid. n u ~ c s m  
~ ~ ~ ! ~ ~ ~ ~ d ~ b i ~  " a  1mr. 

terms of flux-linkage components. The rotor flux-linkage components present 
eqn (4.6-54) can be obtained from the stator flux linkages by using eqns (4.6-55) 

u~iiiflng') end Canadtan 
UL iiiting') aswell US CE 
maiXlnO, 
'1 per3d8ng la (e.g. rated motor speed, rated stator current, rated stator voltage, rated power, 

Fig. 4.91. ACS 600 frequency converter (Courtesy o l  ABB Industry Oy, Helsinki). 

25 microseconds. As discussed in Sections 4.6.2.3 and 4.6.2.6, it is very import 
to consider that the main role or the motor model is to estimate accurately t ance, saluration coefficients for these two inductances, inertia of the motor, 
stator flux-linkage components, since the modulus and position of the stat nd enhances the mathematical model of the motor. For example, the stator 
flux-linkage space vector, the electromagnetic torque, and also the rotor speed a 
estimated from the stator flux-linkage components. The reader is referred to 

sections which discuss different techniques of stator flux linkage, ele 
tromagnetic torque, and rotor speed estimation. In particular, Sections 4.6.2.3 
4.6.2.6 discuss the estimation of the stator flux linkages together with t 
application of various drift compensation techniques. Furtl~ermore, eqns (4.6-1 
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tlie STOP command, before the braking can be started. This delay is essential, Sections 4.6.2.1,4.6.2.2, and 4.6.2.9. It should be noted that at low frequencies the 
since d.c. injection is only possible after the motor flux is sufficiently reduced. switching voltage vectors in the tangential direction (e.g. voltage vectors D,, fi,, . There is more efficient motor cooling. During flux braking the stator currents etc.) have a very strong influence on the electromagnetic torque. In the DTC drive 
increase and with d.c. braking the rotor currents increase. However, the stator there is also the possibility of controlling the switching frequency of the inverter 
cools more efficiently than the rotor. by modifying the hysteresis parameters as a function of the electrical frequency. 

In the ABB DTC drive, fast and precise torque control can be achieved without 
It is also possible to have effective braking by using resistor braking. However, in using a speed sensor. For example it is possible to have an electromagnetic torque 
this case the inverter must be equipped with extra hardware: a braking chopper rise time less than 5ms with 100% reference electromagnetic torque. By applying 
and a braking resistor. a torque reference instead of a speed reference, a specific motor torque can be 

maintained, and the speed adjusts automatically to maintain the reference torque. 
Field ~veolcening Below base speed, a constant value of the stator flux modulus By using direct torque control, it is also possible to have maximized starting 
is used (the stator voltage increases) and above base speed (where the inverter torque which is controllable and is also smooth. 
ceiling voltage is reached), this modulus is reduced inversely with the speed (field- According to ABB, it is possible to operate the DTC controlled induction motor 
weakening). Some aspects of field weakening are also discussed in Section 4.6.2.7. even at zero speed (not zero stator frequency) and the motor can develop rated 

In Fig. 4.92, the actual values (estimated values) of the electromagnetic torque torque at this speed, without using any pulse encoder or tachogenerator. This 
( t , )  and stator space-vector flux-linkage modulus (~$,l) are compared to their is an important feature for various applications, e.g. elevators, lifts, hoists, 
internal reference values (in every 25 microseconds), which are present on the extruders, etc. However, if long-term operation at zero-speed is required, a pulse 
outputs of the electromagnetic torque and stator flux-linkage reference controllers encoder may be required. By activating the so-called motor d.c. hold feature, it is 
respectively. The resulting errors (c,., c*,) are inputs to the electromagnetic torque possible to lock the rotor at zero speed. When both the reference and actual 
and stator flux-linkage comparators respectively, which according to ABB are (estimated) rotor speed drop below a preset d.c. hold value, the inverter stops the 
two-level hysteresis comparators. Depending on the outputs of the two compara- drive and starts to inject d.c. into the motor. When the reference speed rises again 
tors and also on the position of the stator flux-linkage space vector, an optimum above the d.c. hold speed, the normal operation of the inverter is resumed. 
switching vector selector, which uses an optimal voltage switching-vector look-up Before start-up, the motor is automatically magnetized (by the inverter), and 
table, determines the optimum inverter switchings. For this purpose a very fast, the highest possible breakaway torque (even twice the rated torque) is guaranteed. 
40MHz digital signal processor together with ASIC hardware is used. All the By adjusting the premagnetizing time, it is possible to fix the motor start with a 
control signals are transmitted via optical links for higll-speed data transmission. mechanical brake release. The automatic start feature and d.c. magnetizing 
Thus it can be seen that every switching is determined separately based on the cannot be activated at the same time. The automatic start feature outperforms the 
values of the electromagnetic torque and stator flux linkages (modulus and angle flying start and ramp start features normally found in other frequency converters. 
of stator flux-linkage space vector), and not in a predetermined pattern as in some Since the ACS 600 can detect the state of the induction motor rapidly (within a 
other a.c. drives. In the DTC drive there is no need for a separate voltage- an few milliseconds), starting is immediate under all conditions. For example, there 
frequency-controlled pulse-width-modulator. Due to the extremely fast torqu no restarting delay with DTC. 
response (e.g. less than 2ms). the drive can instantly react to dynamic cban ure 4.93 shows some experimental results obtained with the speed sensorless 
such as sudden load changes, power loss, overvoltage conditions, etc. Since DTC induction motor drive using a voltage-source inverter (ACS 600) 
switching vector selection determines the motor voltages and currents, whic Tiitinen 19961. For the purposes of the experiments, two standard squirrel-cage 
turn inAuence the electromagnetic torque and stator flux linkages, the con ion motors were coupled using a torque measurement shaft. The inverters 

loops are closed. supply the two motors have a common d.c. link circuit. The first motor did 
In the DTC induction motor drive the stator flux-linkage modulus have an encoder fitted, but the second motor (load motor) was equipped with 

electromagnetic torque are kept within their respective preset hysteresis bd hometer, to enable comparisons to be made between measured and estimated 
The inverter switchings are altered if the valuesnf the actual torque and st speeds. The induction motor ratings are: 15kW, 30A, 380V, number of 
flux linkage differ from their reference values more than that allowed by s 4; rated stator frequency 50Hz, rated rotor speed 1460r.p.m. The rating of 
respective hysteresis bands. When the rotating stator flux-linkage space ve prototype ACS 600 inverter used is 25 kVA, 400V. 
reaches the upper or lower hysteresis limit, a suitable voltage switching vect igure 4.93(a) shows the measured temporal variation of the electromagnetic 
selected, which changes the direction of the stator flux-linkage space vector rque for a 70% torque reference step at 25Hz. The electromagnetic torque has 
thus forces it to be in the required hysteresis band. The physical and other aspec estimated by using the measured stator currents and estimated stator flux 
of the selection of the optimal switching table have also been discussed earlier i ges [by using ~ ( I / I , , ~ , ~ - I / I , ~ ~ , , ) ] .  The very fast torque response (less than 2ms) 
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can be seen from this figure. Figure 4.93(b) shows the variation of a stator phase 
current during fast reversal with constant 20% load torque and it can be seen that 
the expected curve has been obtained. Figure 4.93(c) sliows the measured shaft 
torque and measured rotor speed for slow reversal with constant (80%) torque 
reference. Furthermore, Fig. 4.93(d) shows the variation of the measured shaft 
torque ramp (from positive-rated torque to negative-rated torque) at zero speed. 
The linearity error is below 10%. Finally Fig. 4.93(e) shows the estimated rotor 
speed for the case shown in Fig. 4.93(d); the estimation has been performed by 
using the motor model, which utilizes the speed of the rotor flux linkages to obtain 
the rotor speed, as discussed in connection with eqn (4.6-54). It should be noted 
that the accuracy of the rotor-speed estimates has been found to be very satis- 
factory in the entire speed range. 

4 .6 .3  DTC O F  A CSI-FED INDUCTION MACHINE 

4.6.3.1 General introduction 

In the present section the direct torque control (DTC) of a CSI-fed induction 
motor drive is discussed briefly. However, for better understanding of the con- 
cepts related to direct torque control, the reader is first referred to Section 4.6.2, 
which discusses in great detail various aspects of the DTC of a VSI-fed induction 
motor drive. As discussed in Section 4.1.2, in a CSI-fed induction motor drive, a 
smooth d.c. link current is supplied to the machine-side inverter. The d.c. link 
current is obtained by using a phase-controlled rectifier and a high-inductance 
filter. The machine-side inverter contains six force-commutated thyristors (see 

). The d.c. link current is switched through the inverter thyristors to 
e the required a.c. currents. Figure 4.18 has also shown the locus of the 

r-current space vector (in the stationary reference frame), which corresponds 
six-stepped line currents. It has been shown that during one sixth of a cycle, 

e stator-current space vector remains in a fixed position (e.g. in the first cycle, 
is in position 1 shown in Fig. 4.18, but all the six fixed positions have been 
own). The six current vectors corresponding to these fixed positions are the six 
tive (non-zero) switching current vectors used below. 

6.3.2 Drive scheme 

irect torque control of a CSI-fed induction motor involves the direct control of 
tor flux linkage (or stator flux linkage) and the electromagnetic torque by 

lying the optimum current switching vectors. Furthermore, in a direct-torque- 
rolled (DTC) induction motor drive supplied by a current-source inverter, it 

ible to control directly the modulus of the rotor flux-linkage space vector 
ugh the rectifier voltage, and the electromagnetic torque (I,) by the supply 
y of the CSI. For this purpose the appropriate optimal inverter current- 

ng vectors are produced by using an optimal current switching-vector 
ble. This contains the six possible active current switching vectors ( T , ,  i2, ..., I,) 
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and also the non-active (zero) switching vectors (i,,). The six active current 
switching vectors are also shown in Fig. 4.94(a), together with the locus of the 
stator-current space vector, which is a hexagon. Optimum selection of the switch- 
ing vectors is made to restrict tlie electromagnetic torque error within tlie torque 
hysteresis band. An input to the optimal current switching table is the dis 
cretized torque error (dl,), which is the output of a 3-level hysteresis comparator. 
A three-level comparator is used, since this corresponds to 0, 1, and -1 torque 

F2 (Ti) 

Rotor llux 

r6 (TDI 

sD 

ig. 4.94. Blsic scheme or llte DTC CSI-fed induclion motor drive and the aclive current sn,iIching 
,clors. (a) Active currcnt switching vectors: ( b )  drive scbcmc; (c)  sclectiun of srvitching vectors: 
: torque increase: TD: torque decrease. 

rrors. The optimum switching look-up table also requires knowledge of the 
osition of the rolor flux-linkage space vector, since it must be known in which 
f the six sectors is the rotor flux-linkage space vector. The basic scheme of the 
TC CSI-fed induction motor drive is shown in Fig. 4.94(b). The drive scheme 
ntains an electromagnetic torque and rotor flux-linkage estimator. 

6.3.3 Stator Hus-linkage and electromagnetic torque estimation 

electromagnetic torque can be estimated from the terminal quantities by 
sidering eqn (2.1.176), thus 

ere P is the number of pole pairs, c=I/,,,+j@,, is the rotor flux-linlcage space 
tor, and is=iSD+jisQ is the stator-current space vector, and both vectors are 
ressed in the stationary reference frame. The stator currents are monitored and 
rotor flux-linltage components can be obtained by considering the stator 

Page equation in the stationary reference frame, which gives 
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where L: is the stator transient inductance. Thus the rotor flux-linkage compon- by changlng the stator frequency, but this also follows by considering the rotor 

ents are obta~ned as voltage equation, eqn (4.1-241, together with IlFrl=~,lim,l. Thus 

It can be seen that if eqns (4.6-72) and (4.6-73) are used to estimate the rotor 
flux-linkage components, then in addition to the stator resistance, the stator 
transient inductance must also be used together with the inductance ratio L,ILm. 
However, it is also possible to have an implementation where L,IL, is not 
required. In this case, instead of estimating the rotor flux linkages, their referred 
values are estimated. By using eqns (4.5-123) and (4.6-71), it follows that the 
direct- and quadrature-axis referred rotor flux-linkage components (in the station- 
ary reference frame) can be obtained from ~v~,=J"(ii,-~,i,) dt - L:i, (where for 
simplicity the subscript R denotes the referred value). Thus 

is obtained, where p=jw, if it is assumed that the rotor flux linkages are 
sinusoidal, in which case &= l $ ~  exp(jw,t) and T,= LJR, is the rotor time con- 
stant. By considering eqn (4.6-74) and also eqn (4.6-70), it follows that when the 
position of the stator-current space vector is quickly changed, a quick change in 
the electromagnetic torque and also in the angular slip frequency (o , ,=o ,  - o r )  
is obtained. This is similar to that in the voltage-source inverter-fed DTC 
induction motor drive, but in the VSI-Ted drive rapid change in the electro- 
magnetic torque is obtained by rapidly changing the appropriate voltage switch- 
ing vector. 

The torque reference can be obtained on the output of a speed controller, which 
can be PI controller. The input to the speed controller is the dilference between 
the reference speed and the actual speed. It is possible to have a speed-sensorless 

(4.6-74) implementation, where the rotor speed is obtained by using one of'the techniques 
described in Section 4.6.2.10. The hysteresis band of the torque comparator may 
be increased with rotor speed, since in this case PWM of the currents is avoided 

(4.6-75) at high speeds. 

tn this case, the electromagnetic torque can be obtained by using eqn (4.5-127); 4.6.3.4 Optimal current switching vector selection 

thus It follows from the similarity of the switching states of the current-source inverter 

3 -, 3 and that of the voltage-source inverter that the required optimum inverter current re=  -PljbrR 7 X is= 7P($rdRirQ-$r4Rir~). - - switching-vector selection table must resemble the switching table obtained for 
the voltage switching vectors in Section 4.6.2.2, but now current vectors replace 

Since in the CSI-fed drive, the currents are limited by the forced commutati the voltage vectors. However, as discussed above, for the system with the CSI, the 
circuit, saturation or the leakage flux paths can be neglected and thus L: can flux error is not an input to the optimum switching table (since the rotor flux is 
assumed to be constant. However, in addition to this open-loop flux estimator directly controlled through the rectifier voltage, and not through the inverter 
is possible to use more accurate schemes described earlier (e.g. see Section switching states). Thus it is formally possible to use the first part of the switching 
3.1.3.2.1 and 4.6.2.6). The angle of the referred rotor flux-linkage space vecto ble given for the VSI-fed drive, but all the voltages have to be changed to 
(which is the same as the angle of the non-referred rotor flux-linkage space vector urrents. However, ror better understanding, the required switching table is also 

can be estimated by using ~ ~ = t a n - ' ( ~ / / , , ~ l l / / ~ ~ ~ ) ,  01 P ~ = C O S - ' ( $ ~ ~ ~ I ~ $ , ~ I ) .  0 erived below in another way. 
pr=sin-l(~//,,,II~Fr,I), where I I ~ ~ , I  =(I/I~~,+I//~,,)"~, but similarly to the case dis The optimal inverter current switching table can be obtained by considering the 
cussed in Sectlon 4.6.2.2, it is possible to avoid the use of trigonometric functions sitions of the rotor flux-linkage space vector in one of the six sectors (e.g. the 

In Fig. 4.94(b), the rotor flux-linkage controller acts directly on the rectifi rst sector is in the region spanned by angle a, shown in Fig. 4.94(a), the second 
voltage. The physical reason for the presence of this control loop is the fact th gion spans the angle a2, etc.). It can be seen that e.g. if the rotor flux-linkage 
the modulus of the rotor flux-linkage space vector can be changed by cliangin ace vector is in the first sector, then for positive electromagnetic torque the 
the amplitude of the stator voltage. This also follows from the stator volta itching current vector i2 has to be applied. This is due to the fact that a stator 
equation [eqn (4.6-71)J given above. However, the stator voltages can be change urrent vector has to be selected which produces positive electromagnetic torque 
by changing the rectifier voltage. On the other hand it can also be shown b nd is located at an angle less than 90" in the positive direction from the rotor 
simple physical considerations that the electromagnetic torque can be controlle ux-linkage space vector, since the machine behaves like an RL-circuit. However, 
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5.1.2 SRM STRUCTURE; STATOR EXCITATION 

switched reluctance machine consists of a salient-pole stator (made of 
inated steel) and a salient-pole rotor which is usually made from normal 

e ectrical steel laminations. However, in high-efficiency applications the lamina- 
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to reduce the eddy current losses. Tlie reason is that in an SRM the switching Table 5.1 SRM and VR stepper motor main features 
frequency is higher than for an a.c. motor with comparable rating and speed. SRM VR stepper motor 

Tlie rotor does not require any rotor conductors or permanent magnets. The 
number or stator and rotor poles are generally dilferent (N,#N,), e.g. some 

Stator salient pole salient pole 
Rotor salient pole salient pole 

possible combinations are: N,=6, N,=4; N,=8, N,=6; N,=12, N,=10, et Stator winding concentrated concentrated 
[Miller 19931. This ensures that the rotor is never in a position where the electro- Rotor winding - - 
magnetic torque due to a stator current in any stator phase is zero. Switched Stator currents unidirectional unidirectional 
reluctance motors with a higher number of stator and rotor poles have less torqu Control position feedback open-loop 
ripple. By choosing a combination where there are two more stator poles than Motion continunus in steps 

rotor poles (one more stator pole-pair tlian rotor pole-pair), high average torqu 
and low switching frequency of the converter (wliich supplies tlie machine) 
ensured. It is also possible to choose tlie pole numbers so that instead For better understanding, Table 5.1 compares the main features of the SRM and 
N,- N,=2, the difference is negative: N,- N,= -2, e.g. Ns=6, N,=8. For t the variable reluctance (VR) stepper motor. 
same N,, tlie advantage of a larger N, is a smaller step angle and, possibly, smal 
torque ripples. In such a design the stator pole width is reduced, leading to t 5.1.3 ELECTROMAGNETIC TORQUE P R O D U C T I O N ;  M A I N  

decrease of the inductance ratio of a stator phase winding in the aligned an TECHNIQUES O F  SENSORLESS OPERATION 

misaligned positions, which is a disadvantage (see also below). An odd number 
rotor poles is to be avoided, since this creates an imbalance in the forces acting t follows from the discussion above that in the SRM, the electromagnetic torque 
the structure. It should also be noted that it is also possible to have configuratio developed by the tendency of the magnetic circuit to adopt a position with 
where there are two teeth per stator pole, e.g. a machine with 6 stator poles a inimum reluctance of the magnetic paths and is independent of the direction of 
two teeth per stator pole, the rotor having 10 poles [Finch et crl. 19841. This the current flow. Thus only unidirectional currents are required, as shown in 
lead to an increase of the torquelampere but the core losses will also increas able 5.1. This is the reason why a simple converter can be used in a SRM drive. 

Therefore such a configuration is better suited to low-speed applications. igure 5.1 sliows an SRM wit11 6 stator poles and 4 rotor poles at three positions. 
The stator windings of the SRM are concentrated windings (which are cheap The first position is an unaligned position, where the rotor is not aligned with 

than distributed windings). Stator windings on diametrically opposite poles (tee tor phase sA. In this position stator phase sA is energized with unidirectional 
are connected in series to form a stator phase. Thus it can be seen that rent i,, supplied by a converter and torque is produced which moves the rotor 
machine with six stator poles and 4 rotor poles is a three-phase machine (ge o the second, intermediate position shown. In this case the rotor poles have 
three-phase machine). The machine with Ns=12, N,=8 is also a three-p artial overlap with the stator sA-phase poles. The rotor then moves to the third 
machine, but there are four stator poles per stator phase. A three-phase macl osition where the rotor poles are aligned with the stator sA poles. In the 
has svarting torque capabilities in either forward or reverse directions. If N, naligned position the stator inductance is minimum (reluctance is maximum). 
N,=2, a single-phase machine is obtained, but this machine can only be sta or then moves to reduce this; the stator inductance is thus larger in the 
by using extra starting arrangements (e.g. by using stepped air-gap). If N,=4 diate position (reluctance is reduced) and in the aligned position the stator 
N,=2, then the generic two-phase machine is obtained, and this can tance is maximum (reluctance minimum). If it is assumed that the effects of 
started by using some form of extra starting technique (e.g. stepped air-g agnetic saturation are neglected, then the variation of the stator inductances 
N,=8, N,=6, the machine is a four-phase macliine, which can start from h the rotor position (for a given stator current) is shown in Fig. 5.2. A stator 
rotor position, and gives a smoother torque than its three-phase counterpart ding inductance varies cyclically with the rotor position and has an angular 

In the SRM a sequence of current pulses is applied to each stator phas riod given by 27ilN,. The excitation current is applied during each cyclic 
using the appropriate power converter. Tlie operation of the SRM is s iation of the inductance. It can be seen from Fig. 5.2 that in an SRM with 
pair of stator poles is excited when a pair of opposite rotor poles is appr ee phase stator, L,,=L,,(O,); LSu(O,)=L,,(O,-2~13); L,,(O,)=L,,(O,-~~/~). 

and these rotor poles align themselves to these. The excitation is tu 
he erects of magnetic saturation are also considered then the curves shown in 

before the rotor and stator poles come into alignment. The physical princ~p . 5.2 become flatter at the aligned position. 
that when a stator pole-pair is energized, the corresponding rotor  ole-pair n general, the equations of the SRM can be described as follows. For one 

attracted toward the enereized stator  ole  air to minimize the reluctance or phase (e.g. sA) the voltage equation in the stator reference frame is - 
the magnetic path. Thus by energizing the consecutive stator phases in su 
cession, it is possible to develop constant torque in either direction of rotati 





that if the of magnetic saturation are neglected, then all the mrves shown not zero in the unaligned positions, this torque causes the rotor to align with 

in Fig. 5.3 would be linear. stator phase sA. The direction of the torque is always towards the nearest aligned 
~~~~~i~~ that there is no mutual coupling hetween the stator phases, position. Thus positive torque can only be produced if the rotor is between 

eqn (5.1-1) can be put into the following form: misaligned and aligned positions in the forward direction. 
Thus it follows from physical considerations and also from eqn (5.1-5) that to 

al&,, di,, al!h ive (motoring) torque, the stator phase current has to be switched on 
R&,+ - - + - "'r. 

ai,, dt 80, ising inductance region of L,,. To obtain negative (braking) torque, 
has to be switched on during the decreasing part of the corresponding stator 

where w, is the rotor speed, 0~,=d0,ldt, and a$,,lai,, is a dynamic (incremental) ductance region. However, it should be noted that to obtain maximal motoring 
inductance, urrent in a stator phase should be switched on during the constant 

adlSt, uctance region so it could build up before the region of increasing inductance 
L,=-. In a conventional SRM drive, the detection of these regions is made by 

ais* using a position sensor. In 'sensorless' drives the position information is obtained 
~f the flux varies linearly with the currents, then the dynamic in a position sensor (e.g. by using an observer). It should also be noted 

equal to the inductance (1/1~,1i~~). The third component in eqn (5.1-2) is ent in a stator phase has to be switchedoff before the end of the 
rotational voltage (motional e.m.f., which is also sometimes called back ing inductance region, since in this case the current can decay to zero, and 
~h~ dynamic inductance changes its value due to rotor position a negative torque is produced. In the literature, the rotor position where a 
saturation (current level). It follows from Fig. 5.3 that, for example, at rrent is switched on is called the turn-on angle (a,), the rotor position where 
position o,, (aligned position) the gradient of the stator flux-linkage characte e current is turned OK is called the turn-off angle (0,). The conduction angle 
(a$,,lai,,), is equal to the dynamic inductance, is large for small angle) is thus defined as 0,=0,-0, and the position where the current 
the stator current, but it decreases rapidly as the stator current increa comes zero is called the extinction angle, 0,. It also follows from eqn (5.1-5) that 
H ~ ~ ~ ~ ~ ~ ,  at rotor position e.g. 0,=0,, (misaligned position), t tromagnetic torque is independent of the direction of the stator-current 
inductance is independent of the value of the stator Current. i t  follow d thus a unipolar converter is sufficient to drive the SRM, in contrast to 
general, the dynamic inductance is dependent on both the rotor positio bidirectional converters used with non-reluctance type of a.c. machines. This 
on the stator current, and this dependency can also he used for the estimatio agreement with the statement above, where it was shown that only unipolar 
the rotor position in a position-sensorless SRM drive (as discusse irectional) stator currents are required in the SRM. However, it should he 
Section 5.2.1). sidered that eqn (5.1-5) has only been introduced so that a simple physical 

~h~ electromagnetic torque produced by one stator phase of the SRM, ion could be given for the torque production, but the SRM is operated 
stator phase sA, can be expressed as follows: Illy non-linear saturated magnetic conditions and not in the unsaturated 

a %(or, i,,) he SRM is operated in the magnetic linear range, then its torque (per 
t,= olume) would be very low. 

d also be noted that when the rotor reaches the appropriate position, 
where W, is the coenergy (area under magnetization curve, e.g. area under r phases will be excited. With i,,=O, i,, is switched on; this will cause 
appropriate curve in Fig. 5.3 in the region to irArrtcd). Thus the electrOmagne rotor to become aligned with stator phase sB, etc. The direction of rotation is 
torque, for constant stator current, is equal to the rate of change of lled by the stator phase excitation sequence, e.g. sA, sB, sC, sA ... sequence 
of the magnetic field with respect to the rotor angle. When the effects of magn clockwise rotation and sA, sC, sB, sA ... sequence yields counter-clockwise 
saturation are neglected, w,=(112)L5,i~,, and eqn (5.1-4) becomes ion. The speed of the SRM drive can he changed by varying the stator 

ency. If the fundamental switching frequency is f, then f=o,N,, where w, 
1 . ~ L , A  

f = - 1 -  " 2 sA dB,' e angular rotor speed and N, is the number of rotor poles. The non-uniform 
tion causes torque ripples (and noise), but the torque ripples could 

L,, is the stator self-inductance (shown in Fig. 5.2). It follows by increasing N,, but this leads to higher core losses. In a SRM drive, 
eqn (5.1.5) that the electromagnetic torque is zero when the stator ripples can be reduced by appropriate stator current or stator 
maximum (thus d~.,,ld@,=o). This corresponds to the aligned position. How profiling (see Section 5.3) or by optimizing the machine geometry. 
when the rotor is in a non-aligned position, the electromagnetic torque is not an be concluded that, in contrast to other types of a.c. and d.c. motors, the 

l-hese are in agreement with those made above. Since the torq cannot run directly from a.c. or d.c. (the stator flux is not constant), but the 
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stator flux must be established from zero at every step and the converter must 
supply unipolar current pulses, which are timed accurately by using information 
on the rotor position. In a conventional SRM, this information is obtained using 
a position sensor, but in position-sensorless SRM drives, it is possible to use 
different techniques to extract this information. The main techniques are: . detection of the rotor position from the monitored stator currents; 

position estimation using an observer (Kalman filter, Luenberger observer, 
etc.); 
stator flux- and stator current-based position estimation; 

artificial-intelligence-based position estimation. 

5.1.4 CONVERTER TOPOLOGIES;  S R M  W A V E F O R M S  

There are many types of converter configurations used with SRM drives. One 
simple power converter is shown in Fig. 5.4; this is an asymmetrical half-bridge 
converter. I t  can be seen that in Fig. 5.4 the two-quadrant converter is connected 
to the stator phase windings. This configuration allows the motor to be rated close 
to the maximum switch voltage, which is an important factor when the d.c. supply 
voltage or tlie available switch voltage is limited. The converter allows flexible 
modes of current control, and it can be seen that there are two switches (e.g. 
IGBT transistors) and two free-wheeling diodes in each phase. 

The input voltage to the converter is the d.c. link voltage U ,  (d.c. bus voltage) 
which can be obtained by using a rectifier. The free-wheeling diodes are used to 
obtain the reversed d.c. link voltage ( - U , )  when the two switches are turned o 
A single pulse operation is first discussed. At instant to ,  which corresponds 
position 0, (as discussed above), two switches in a phase (e.g. stator phase s 
are turned on by using the position information which detects a rotor-pole e 
(which is moving in the direction of the phase to be excited). Due to the switch 
the current in this stator phase sA (i,,) will increase and the stator flux linlca 
II,,, also increases. It follows from eqn (5.1-1) that iT the stator ohmic voltage dr 
is neglected, and + U ,  is applied, then I),* bas to increase linearly. This is 
shown in tlie third curve of Fig. 5.5, but the first curve shows the variation o 
idealized stator inductance LsA versus the rotor position, which is the Sam 
shown in the top curve of Fig. 5.3 (idealized means that the effects of ma 
saturation and field fringing are neglected). 

~ i ~ .  5.4. Asymmetrical halr-bridge converter. 

Si~jitched reluclrrrlce nrotors 

Fig. 5.5. SRM single-polse waveform5 (adaplcd from [Miller 19931). 

In tlie unaligned region, the increase of i,, is linear, since the d.c. voltage U ,  is 
applied, and the stator inductance is constant and the stator ohmic voltage drop 
is neglected. However, when the poles begin to overlap (beginning of intermediate 
stage), the stator inductance increases and current i,, further increases, but this 
increase is non-linear and the current reaches its maximum value. It then 
decreases to a desired value when it is switched off at time t, corresponding to 
rotor position 0,. At the maximum value of the current, where di,,ldt=O, the 
back e.m.f. is approximately equal to U ,  (it is equal to U ,  if the ohmic voltage 
drop is neglected), but then it increases, since the stator Aux linkage is still 
increasing and the rotor speed is constant. This increase of the back e.m.f. then 
causes is, to decrease. At position @< the switches are turned off, and the stator 
is, current flows across the corresponding two free-wheeling diodes and the 
reversed voltage -Ud is applied, as also shown in Fig. 5.5. Thus the stator 
Bux linkage must decrease linearly if the ohmic voltage drop is neglected; see 
eqn (5.1-1). However, this position (0,) must be carefully selected so that maxi- 
mum torque should be obtained. Thus at position 0,  winding sA is connected to 
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-U,, and is, will further decrease at a higher rate. Physically this is due to the LA 
fact that, in this case, the stator flux linkage (@,A) starts to decrease. It can be 
seen that in this case the back e.m.f. augments the negative d.c. voltage. At the 
aligned position O,, the rate of the decrease of is, is reduced, and is, eventually Aligned 
reaches zero at position 0, as shown in Fig. 5.5. At  8, the rate of change of i,, is 
reduced since L,, starts to decrease, dL,,ldO, becomes negative, and thus the back 
e.m.f. reverses. It follows that the back e.m.f. acts against the negative d.c. link 
voltage, causing the rate of decrease of i,, to he reduced. In this region the back 
e.m.f. may exceed the supply voltage and this could cause an increasing current. 8, 

To avoid this, in the single-phase operation mode, U, is selected to he slightly 
smaller than the angle at the aligned position. When i,, reaches zero, the !.A 

corresponding free-wheeling diodes open, and the current remains zero until the 
switch pair closes again. It is important to note that the current is never negati 
and is driven to zero for a specific duration once per electrical cycle to avo' 
counter-productive torque. 

It should be noted that at low speed, chopping operation is required to contr 
the currents. Chopping is required because, at low speeds, the SRM does not ha 
sufficient back e.m.f. to limit the currents. For this purpose it is also possible 
use a hysteresis controller, which controls the switch ON and OFF  states of 
switches shown in Fig. 5.4. In this case the turn-ofl angle (0,) means that after 0, 88"  4, 8, 
the negative d.c. link voltage (-U,) is applied to reduce the stator current and 
positive voltage (U,) is not applied again during this cycle. If a hysteresis current Pig. 5.6. SRM chopping wnvcfonns. 
controller is used to control the current (to limit it to a small hysteresis ba 
around the reference value), then a typical current waveform is shown in Fig. 5 

In Fig. 5.6 from 0, (unaligned position) to 0, (O,<O,, where 0, is the aligne Recently a new design of a three-phase SRM with N,=12, N,=8 has been 
position), the supply voltage is switched between +U, and -U,. Tbe stato reported [Mecrow 19921, where fully pitched stator windings are used. Such an 
flux-linkage waveform can then be obtained by considering eqn (5.1-1) and thi arrangement allows a greater volume of the copper in the motor to be excited at 
will give a rising, but oscillatory, stator flux linkage. As a consequence, betwe any one time and this results in higher motor output. 
0, and O,, the stator current i,, first rises and then it oscillates, but t Further work is also expected in the field of position-sensorless SRM drives and 
oscillations are limited to the required band, due to the use of the hystere in the field of high-performance applications. At present no standard SRM drive 
current controller. At  8, the supply voltage is reversed, thus the current i,, star has emerged (with a specific single motor and converter combination), although 
to decrease slowly (at a large time constant) because this is near to the align e greatest attention has been given to three-phase SRMs. This is mainly due to 
position, where the stator inductance is maximum. Since the d.c. link voltage e fact that the three-phase SRM contains the lowest number of stator phase 
fixed, the switching frequency decreases as the dynamic inductance of the stat indings which allow the motor to start in either direction from any position 
winding increases (for the idealized machine, the dynamic inductance is equ ithout any extra starting measures taken. 
to the stator idealized self-inductance, which increases from 0, to 0,). T Possible applications of SRMs include (when appropriate techniques are used 
current oscillations will also result in torque ripples. The tail end of i,, (from reduce the torque ripples): 
to 0,) can produce a reversal of the torque as the rotor pulls away from tl 
stator pole, carrying the stator flux. general-purpose industrial drives; 

application-specific drives: compressors, fans, pumps, centrifuges; 

5 .1.5 PRESENT AND F U T U R E  R E S E A R C H  WORK;  S R M  A P P L I C A T I O N S  domestic drives: food processors, washing machines, vacuum cleaners; 

At present, extensive research work is under progress by various manufacturers electric vehicle applications; 

obtain SRMs with improved noise and torque ripple characteristics. Work is als aircraft applications; 
in progress on new power converters. 
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5.1.6 SRM DRIVE DESIGN FACTORS 

Some important factors which influence the design of a switched reluctance motor 
drive for a specific application are: the running speed, torque requirements, 
supply voltage, cost, etc. These have a strong influence on the selection of the 
appropriate number of stator phase windings and these aspects are now briefly 
discussed. 

Rlrrlr~ing speed The rotor speed determines directly tlie switching frequency of 
the currents, as shown above. The switching frequency is also related to the 
number of steps per revolution. Thus low-speed machines (e.g. where speed is less 
than 1000 r.p.m.) can be designed with a high number of poles but without high 
iron losses. However, a high number of poles does not necessarily mean a high 
number of stator phases, and e.g. tlie SRM with N,=8 and N,=4 is a two-phase 
machine, and the SRM with N,=12 and N,=8 is a three-phase machine. On the 
other hand, a Iiig11-speed machine (e.g. where the speed is higher than 5000 r.p.m.) 
should have a low number of poles and hence a low number of stator phase 
windings, since this ensures minimal iron losses. 

Torqrre reglrire~~ients The torque requirements determine the rating ol' the motor 
and also the number of stator phase windings. If very smooth torque is required, 
the required stator-phase number should he three or higher, since in this case 
appropriate current or flux-linkage control will yield relatively constant torque. 
However, in an application where only small starting torque is required, and 
where there can he a higher torque ripple, it is possible to use a single- 
phase SRM. 

Positiorz-se~~sorIess S R M  drives 

5.2 Position-sensorless SRM drives 

It has been discussed in Section 5.1.3 that the main techniques for obtaining 
information on the rotor position of an SRM are as follows: 

1. Detection of the rotor position from tlie monitored stator currents; 
2. Position using an observer (Icalman filter, Luenberger observer, etc.); 
3. Stator flux- and stator current-based position estimation; 
4. Artificial-intelligence-based position estimation (e.g. using ANN, fuzzy-neural 

network, etc.). 

These techniques are now briefly discussed 

5.2.1 DETECTION O F  ROTOR POSITION FROM T H E  MONITORED 
STATOR CURRENTS 

It has been shown in Section 5.1.3 that the dynamic inductance is a function of 
both the rotor position and the stator current. Thus it is also possible to estimate 
the rotor position in the SRM (or other doubly-salient motors) by using the fact 
that the stator dynamic inductance varies with the rotor position and the stator 
currents. Hence for the purposes of the rotor position estimation using this 
technique, a stator current is monitored. 

It follows from eqns (5.1-2) and (5.1-3) that, in general, the rate of change of a 
stator phase current can be expressed as 

~ t ~ ~ l j , ~ ~  r.eq~rir.erl~erlts An SRM wilh three or a higher number of stator plla here 0, is the rotor speed, a,=dO,ldt, 0, is the rotor angle (rotor position), and 
=al/l,lai, is a dynamic (incremental) inductance, which is a function of the rotor can start from any rotor position, in both the forward and reverse directio 
gle and a stator current, and therefore it is possible to estimate the rotor H ~ ~ ~ ~ ~ ~ ,  an appropriate design of the rotor andlor the stator of a two-ph 

position from the monitored value of a stator current (its rate of change), ~t also 
motor will ensure that it can start from any position (but it will have a prefer 

ows from eqn (5.2-1) that this technique can also be used at standstill (@,=I)), direction of rotation). If tlie SRM bas a single-phase stator winding, the mot0 
can only start if the rotor can be positioned in the correct position (relative to th 
stator) before the correct stator current is applied. di, ~ r ~ - R ~ i ~  

-=- 
dl Ld ' 

(5.2-2) 

~ ~ ~ ~ ~ l ~ ,  voltage The available supply voltage has a Strong influence on the Powe 
converter topology to be selected and also determines tlie number of turns in eat 

an SRM with chopper drives (see also Section 5.1). the variation of the 
~namic  inductance with the stator current can he neglected and thus it can be 

stator winding (to obtain the desired torque-speed characteristics). ssumed that the dynamic inductance is only a function of the rotor position.  hi^ 
llows for a simple estimation of the rotor position from the chopped stator- 

costs SRM with fewer stator phase windings requires a simpler pow urrent characteristics. 
converter. For example, a single-phase SRM requires only a converter with 0 During chopping, a Stator current oscillates around the required level at a rate 
switcliing device (e.g. IGBT transistor). termined by the dynamic inductance L, of the stator phase winding a t  that 
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particular current level. Since L, is only dependent on Or, the rotor position can 
be obtained from the chopped stator current. It should be noted that for normal 
operation of an SRM, the phase current is either 'on' (and carries the rated 
current) or 'off' (where the current is zero). In both cases, the current oscillation 
during chopping occurs around a constant current level and thus the variation of 
the dynamic inductance with the current level is negligible. 

The estimation of the rotor angle is now discussed for the first case, whereby the 
chopping cliaracteristics (oscillating stator current is) are monitored in a stator 
phase winding which carries rated current. In this operation the stator current 
varies between a constant mean current I,; thus it varies between I,+AI,I2 and 
1,-AI,/2. Thus during rise time t,,,, i, increases by the value AI,, and during the 
decay time, t,,,,,, it decreases by the same value. By assuming that the current 
oscillation is small relative to the mean current level I,, thus AI,<<I,, the rise or 
decay of tlie current can be considered to be linear, and it follows from eqn (5.2-1) 
tliat 

extended Luenberger observer. Such an approach also requires a suitable model 
.of the SRM. For this purpose it is possible to establish a model of the SRM in 
which the inputs are the stator phase voltages (LI,,,II,,, ... ), the outputs are the 
stator pliase currents (is,,;,,, ...) and the state-variables are stator flux linkages 
($ %,,, $sB, ... ), the speed (or) ,  and the rotor position (0,). 

The voltage equation for one of the stator phases has been given by eqn (5.1-1). 
but when the flux linkages are the state variables, by using i,,,=Ilrs,lL,,, this takes 
the following form: 

where L,, also depends on the rotor position. The other stator equations have a 
similar form, e.g for the 11th stator pliase of an SRM with N stator phases, 

t .  = r,3c 
LdAJ, where the stator inductance of stator phase srr is L,,, and it is a function of Or, and 

~ ~ , - ~ , i , - ~ , ( a $ , ~ a o , )  ' the flux linking stator phase SII is ib,,,. It can also be seen from Fig 5.2 (which 
A similar expression can be obtained for the decay time. It can be seen that the corresponds to a three-phase SRM) that the variation of the stator inductance in 

rise and decay times of the phase current are proportional to the dynamic induct- the second stator phase is similar to that in the first stator phase, but it is 
ance and also depend on the motional e.m.f. [o,(J~//,laO,]. However continuous displaced by 2~13 ,  e.g. L,,(U,)= L,,(O,-2x13); and in general, for the 11th stator 
rotor-angle estimation is not possible during chopping at rated current, since it phase, L,,,(0,)=L3,[Or-2n(~~-1)IN]. Since the rotor speed is also an unknown, 
follows from the discussion presented in Section 5.1.3, in connection to Fig. 5.3, the equation of motion is also utilized in the model of the SRM; thus if the load 
that there are several positions (e.g. four in Fig. 5.3) corresponding to each value 
of the dynamic inductance. Thus there is an ambiguity in 0, corresponding to a do,  D t, 
given L,, and hence rise time and decay time, and therefore it is not possible t -=- dt 'j"+-> J 

(5.2-7) 
have continuous rotor-angle estimation. However, it is possible to estimate 
specific rotor angle. In particular, at aligned and misaligned positions, the where J is the rotor inertia, D is the viscous damping, and t ,  is the total 
change of the flux linkage with the rotor angle is zero, and thus the motion instantaneous electromagnetic torque contributed by all the stator phases. The 
e.m.f. is zero and hence expression for the total electromagnetic torque in terms of I//,,, and L,,, will now 

,*re 1 =-, The contribution of one stator phase (nth stator phase) to the total electromag- 
L I ~ - R ~ ~ ~  etic torque can be expressed as shown by eqn (5.1-5) as follows (this assumes a 

By monitoring the stator current is, I, and AI, can also be determined, and on-saturable machine): 
can also be determined. Thus by knowing the stator resistance and also the d 

e,, 
1 .7 a s r ,  

voltage (lr,=U,), the dynamic inductance can be determined by using eqn f = - , -  
2 "' do, (5.2-8) 

However, by using the variation of L, with Or, finally 0, can be estimated. 
variation of L, with 0, can be determined from the flux linkage-stator curre ut by considering that i,,=II,,.IL,,, and L,,,=L,,,(O,), 
cliaracteristics (shown in Fig 5.3) for various rotor angles, by using eqn (5.1-3). Th 1 d 
method can be used in a wide speed range. L,,= 5~b:c- - do, [L5!,(0,)]-'. (5.2-9) 

hus tlie total electromagnetic torque can be expressed in terms of the flux 
5.2.2 POSITION ESTIMATION USING A N  OBSERVER (EKF, ELO)  nkages and the position-dependent stator inductances as 

By utilizing measured values of the stator voltages and currents, it is possible t 1 d 
t,=xt.,,= 7zdl:,- [L,,,(o,)]-I. (5.2-10) estimate the rotor position of the SRM by using an extended Kalman filter or - ,, dBr 
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when eqn (5.2-10) is substituted into eqn (5.2-71, the final form of the equation since the flux returns to zero at each electrical cycle, and thus allows the integrator 
motion is obtained as to be reset, preventing large error accumulation. This is a simple estimation 

technique. which can also be used over a very wide speed-range, including zero 
dw -=go,+-~$i,- 1 d [L,,(O,)I-'. (5.2-11) speed. However, it should be noted that it has been assumed that there is only 
dr J 2 5 ,  do, current flow in one stator phase at a given time or, in other words, the mutual 

the rotor speed can be obtained from the rate of change of the rotor coupling between the stator phases has been neglected. In an SRM, where these 
mutual effects cannot be neglected, all the stator currents must be measured: these position: . . 
are i51.i52. ..., is,, and the stator flux linking the 11th stator winding can be 

do, or=-. (5.2-12) expressed as 
dt 

~&,,=I\.f,,i,+M,,~i,+~~.+L,,,i,,, (nsorlessz=l,2 ,.,,, N )  (5.2-15)  ti^^^ (5.2-6), (5.2-ll), and (5.2-12) correspond to a model of the SRM with 
the stator flux linkages, rotor speed, and rotor position as state variables and they where M,,,, Mn2,  ... are the mutual inductances between stator phase 11 and stator 
are then by a Kalman filter or Luenberger observer for the estimation of phase 1; stator phase n and stator phase 2, etc. In this case can still be obtained 
the states. by the integration given by eqn (5.2-141, but L,,, cannot be obtained in the simple 

~h~ algorithm for the extended Kalman filter has been described in great detail manner described by eqn (5.2-13), since now eqn (5.2-15) holds. To obtain the 
in section 4.5.3.5.3, thus it will not be repeated here. Similarly, the algorithm fo rotor position, it is necessary to know accurately tlie values of the mutual 
the extended Luenberger observer has been discussed in Section 4.5.3.5.4. Th inductances as well. 
states (stator flux linkages, rotor speed, rotor position) can then be estimated b 
an observer which uses the monitored values of the stator voltages and currents. 

5 .2.4 REDUCED ON-LINE I N D U C T A N C E  ESTIMATORS This technique can yield accurate results over a wide speed range, but is 
computationally intensive. However, it is expected that in the future various It is possible to obtain the rotor position in an SRM drive by using a simple 
observer.based techniques will gain wider acceptance and these solutions will use inductance estimation scheme which utilizes the fact that the stator phase 
high-speed digital signal processors. The cost of such DSPs is expected to fall self-inductances are functions of the rotor position, and the mutual inductances 
sharply in the future. are small between the stator phases. The simple technique discussed below is 

aimed at providing accurate rotor position at zero and low rotor speeds. For the 
5.2.3 STATOR F L U X  AND STATOR CURRENT-BASED purposes of the estimation of a stator self-inductance, appropriate test stator 
P O S I T I O N  E S T I M A T I O N  voltages are applied (by using the inverter which supplies the SRM) and the rate 

of change of the stator currents is measured. It is shown below that if the stator ~t is possible to estimate the rotor position Trom tlie estimated stator inductanc 
voltage change in the test stator phase sl is measured (during the time L,, (which is dependent on the rotor position). For example Fig. 5.3 Shows th 

/=I2-f,), and it is AU,, =U,1(t,)-U12(f2). and the change of the rate of change flux linkage versus stator current curves for various rotor positions. Howeve the stator current in the same stator phase is dAi,,ldt, then an approximate the stator inductance can be obtained by considering that it is the ratio of th 
lue of the stator inductance is obtained simply by evaluating AU,,l(dAi,,Idt). It 

appropriate stator flux linkage and stator current, also shown that when this approximate inductance is used, the relative error 
1bsn to the simplifying assumptions is small and it is equal to the leakage constant 

L,,(O,) = - . 
IS" 

of the motor. The accurate inductance value can be obtained from [AU,,I 
i,,ldt)l(l+a), but for small mutual inductance values a is small; thus the 

~ h u s  it follows from Fig. 5.3 that the slopes, which are equal to the sta pproximation AU,,l(dAi,,ldt) is valid. 
inductance at various rotor positions, increase from the unaligned position to t For simplicity a two-phase stator winding is assumed with stator windings st 

position. The stator flux linkage can be obtained by integrating the stat nd s2. Thus e.g. the stator voltage equation for stator phase sl is 
voltage minus the ohmic drop (see eqn (5.2-6)); thus 

S di,,(t) dir2(t) 
~ s l ( ~ ) ~ R , l i , l ( f ) + L , l  7 + M -  

I & ~ "  = (iis,,-Rsisn) dl. dt 

 hi^ type of stator flux estimation has also been used for the induction machin dLS1 d M  + o,(f)i,,(t) d ~ ,  + mr(t)iS2(t) -, 
in section 4.5.3.1. However, this approach is particularly suitable for the SR do, 



where R,, and L,, are the stator resistance and self-inductance respectively of 
stator winding sl, il.1 is the mutual inductance between stator phase sl and s2, 
o,=dO,ldt is tlie rotor speed, and i,, and is= are the stator currents in stator 
phases sl and s2 respectively. Equation (5.2-16) can be used to obtain the voltage 
equations for stator phase sl at instants t ,  and t 2  respectively (which are the 
instants when measurements are performed). If for tlie purposes of inductance 
estimation two direrent test voltage pulses U,,(t,), U,,(t,) are applied to stator 
phase sl (wliicl~ is the test stator phase), tben by subtracting the stator voltage 
equation of stator winding sl at instant I, from the stator voltage equation at 
instant I,, 

is obtained. Since the purpose is to derive a simple expression for L,,, various 
assumptions are now considered. Thus by assuming 

irl(ll)=isl(f2) (5.2-18) 
and 

it follows from eqn (5.2-17) that a very simple expression can be obtained for the 
stator self-inductance: 

This expression agrees with that given above in the introduction to the present 
subsection. The conditions needed to fulfil the constraints given by eqns (5.2-18) 
and (5.2-19) will be discussed below. It sl~ould be noted that eqn (5.2-18) has 
resulted in the disappearance of the resistive voltage and back-e.m.f. terms in th 
expression for the inductance. To  satisfy eqn (5.2-IS), two different voltage pulse 
U,,(t,) and U,,(t,) must be applied to the test stator phase sl. If the inverte 
voltage drops are neglected, there are three possible voltage levels: Ud, -U,, 
and 0 (where U, is the d.c. link voltage). Tlie choice depends on the required 
position accuracy, resolution, and speed of the AID conversions, etc. It can be seen 
from eqn (5.2-20) that it does not contain the current of stator phase s2. However, 
if only eqn (5.2-18) is satisfied but eqn (5.2-19) is not satisfied, tlien i t  follows from 
eqn (5.2-17) and by also considering eqn (5.2-20) that the stator self-inductance in 
stator pliase sl can be obtained from a more complicated expression: 
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This equation contains tlie derivatives of the stator currents in stator pliase s2 
dis2(tl)ldt, dir2(t2)ldt. Obviously if the mutual inductance M is very small then 
the term in eqn (5.2-21) which contains the derivatives di,,/dt can be neglected 
and at zero speed, the last term becomes zero. It follows that in this case 
Lsl =Lrlsimplilied. 

In general, eqn (5.2-21) can be simplified and the derivatives of the stator 
currents in stator phase s2 can be eliminated. For this purpose, the derivatives of 
the currents in stator phase s2 are expressed in terms of the derivatives of the 
stator currents in stator phase sl by considering tlie stator voltage equations of 
stator pliase s2 at time instants t ,  and f 2  respectively. Tlie stator voltage equation 
of stator phase s2 is similar to eqn (5.2-IG), thus 

Equation (5.2-22) can be used to obtain the voltage equations for stator phase 
s2 at instants I, and t2 respectively. Then first Ut2(tl)=Ur2(fl) is assumed, which 
means the application of constant voltage to stator phase s2 (while in stator phase 
sl two different voltage pulses are applied at instants t ,  and t2 respectively, as 
discussed above). Secondly, ia2(tl)=isl(t2) is also assumed, which is the first 
condition implied by eqn (5.2-19). This is satisfied by short-circuiting stator phase 
s2 during the tests in stator phase sl, hence Ub2(t1)=Url(t2) =O.  Thus it follows by 
subtracting the voltage equation of stator phase s2 at instant t2 from the voltage 
equation of stator phase s2 at instant t i ,  and also considering the constraint 
imposed by eqn (5.2-IS), that 

wliere Ls2 is the self inductance of stator phase s2. When eqn (5.2-23) is 
substituted into eqn (5.2-211, and by also considering that ii2(tl) =ir2(tZ), 

is obtained. In eqn (5.2-24) u is tlie leakage factor, 

which is small, and for small values of M the leakage factor ri is negligible. Thus 
it can be seen that tlie expression for L,, can be well approximated by the 
expression for LrliirnDlifie,. 

When eqn (5.2-20) is used for tlie estimation of the stator inductance (and this 
inductance is tlien used to obtain the rotor position), then it can he seen that 
accurate position estimation can be made at low and zero rotor speed, because at 
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higher speeds the denominator of eqn (5.2-20) may become small. Ex~erimenta der real operating conditions. For this purpose in an initial test stage, the motor 
results have been reported in the literature (Kokornaczyk and Stiebler 1996) run under its true operating conditions and the input and output data are 
proving the viability of the approach discussed above. measured in real time, and these are used to train the ANN (only during this 

training data-collection stage is a position sensor used). 
Both schemes described above use an ANN where the flux linkage is also an 

5.2. j ARTIFICIAL-INTELLIGENCE-BASED POSITION ESTIMATORS put, and this has been obtained by using integration. However, it is possible to 

~t is expected that artificial-intelligence-based position estimators will also have another ANN-based position estimator scheme where the ANN directly 
developed in the future for SRM drives. These could use artificial neural networ estimates the position by also using the stator voltages and stator currents. The 
(ANN), fuzzy estimators, or fuzzy-neural estimators. Such estimators are kno training of this ANN can be used on data which is obtained in an initial test phase 

to he universal function estimators and, due to the highly non-linear nature of where there is also a position sensor). 

SRM, they are ideal candidates in position-sensorless drives (see also Chapter When a multi-layer feedforward ANN is used, in the training stage the number 
F~~ example, when a neural network is used for position estimation, t f hidden layers and hidden neurons is obtained by trial and error (see also 

following procedures could be followed. If a simplified technique is used, the apter 7). However, it is also possible to replace the ANNs discussed above by 
is assumed that the static Rux linkage versus current characteristics of zzy-neural estimators. By choosing a specific type of fuzzy-neural estimator, e.g. 

switched reluctance machine are known (see Fig. 5.31, and the ANN is used can be Mamdani-type or Sugeno-type (see also Section 4.4.2 and Chapter 7.4), 

non-linear function approximator to approximate these curves. The posi' nd also by choosing the number of fuzzy sets, the network structure is fixed. 

estimator is shown in Fig. 5.7. within the broken lines. The ANN can b hus the problem of finding the number of hidden layers and hidden neurons is 

multi-layer feedforward neural network and the training can he based 'minated. The training of the fuzzy-neural estimator can be based on the same 

back-propagation (see also Chapter 7). The training uses the static chdracte ' ta as used for the training of the ANN. 

data, which are the input data pairs of the flux linkages b'/.(k) and stator curr IY it should be noted that it is also possible to use fuzzy position 

is(/;), and the corresponding outputs, which are the rotor positions e,(/). ors. For example, instead of using the scheme shown in Fig. 5.7, the block 
trained ANN can then be used in the position-sensorless drive and, as show [rounded by broken lines is replaced by the fuzzy estimator (which e.g. can be 

~ i ~ .  5.7 in this case u, and i, are measured, and the stator flux linkages Mamdani-type of fuzzy system) which uses linguistic rules which describe the 

obtained from the stator voltages and currents by integration [see eqn (5.1 ationship between the two inputs and the output: 

thus by using $,=J(u,-R,i,)dt. However, due to errors in measured st If i,(l) is A and $,(2) is B then 0,(1) is C 
voltages, stator currents, offsets, variation of stator resistance due to tempera 
etc., flux estimation errors may arise which directly influence the accuracy If iJ2) is D and tjs(2) is E, then 8,(2) is F, 
estimated rotor position. These errors may he eliminated using v e A, B, C, ... are fuzzy sets (see also Section 4.4.1). The fuzzy rules are then 
techniques (see also below). to obtain the position, e.g. by the technique shown in Example 4.1 in 

~t is also possible to have another, more accurate ANN-based P on 4.4. There are many possibilities Tor obtaining the rules, e.g, this can he 
estimator, where the static characteristics are not utilized, so the role of the ved by clustering the data, using simulations, etc. However, it is also possible 

estimator shown within the broken lmes in Fig. 5.7 is not to aPProx ve a fuzzy position estimator, which utilizes the monitored stator voltages 
tile static characteristics, but its role is to approximate the relationship be rents. When this second type of fuzzy estimator is used, problems related 
the output quantity (rotor position) and the inputs (stator current, stator ration, stator resistance variation, etc. can be eliminated. 

Neural position estirnu!or ,...__..___..._.--- Torque-controlled SRM drives 

f s . - f - ~ ~  ANN 

1 GENERAL INTRODUCTION: TORQUE RIPPLES 

8, stantaneous torque control of induction machines and permanent-magnet 
- 

W: hronous machines (PMSM) is now a standard feature; offered by many 
113 + I...........--...-L 

ufacturers. For this purpose both vector control and direct torque control 
lementations exist. In these drives it is possible to have separate control 

~ i ~ .  5.7. ANN-based position estimator. e flux- and torque-producing stator currents. However, as discussed in 



Section 5.1, a SRM is highly non-linear and it is doubly-salient, and this causes 
d~fficulties in both tlie analys~s and control of the SRM. Such a doubly-sal~ent, 
non-linear machlne cannot be described by convent~onal space-vector theory 
which, however, has been extensively used for the development of various 
instantaneous control schemes in induction motor and permanent-magnet syn- 
chronous drives. 

It follows from Section 5.1 that in a SRM the electromagnetic torque charac- 
teristics are liiglily non-linear and depend on both the stator currents and also on 
the rotor position. A simple SRb1 with constant stator-current excitation produces 
a torque which has high ripple content, and the torque is not linearly proportional 
to the current demand nor is it constant with respect to the rotor position. These 
are the main problems which so far have restricted the application of SRMs to 
low-performance drives, but it is possible to achieve high performance, as is 
discussed below. Furthermore, in the SRM, the stator flux linkage $., which also 
varies during the operation of the SRM drive, also depends on the stator current 
(is) and rotor angle (8,). Thus it follows tliat it is necessary to determine tlie 
1/,,(;,,0,) characteristics for the calculation of the static torque and dynamic 
behaviour of the SRM drive. It should be noted tliat it is also possible to use an 
artificial neural network (ANN) to predict the torque for given stator currents and 
rotor position or vice versa and it is possible to use an ANN to estimate the 
required stator currents for a given torque reference and position (or speed). 

In an SRM, the torque ripples are also dependent on the speed of the motor. 
An SRM generally has three types of modes of operation: low-speed operation, 
where the stator currents are assumed to have square shapes, medium-speed 
operation, where the stator currents are chopped, and high speeds, where the 
stator current waveforms depend on many factors, including the back e.m.f. To 
be able to predict the torque ripples, both the current waveforms and static torque 
characteristics of the motor have to be considered. However, torque ripples have 
the greatest effects in low-speed operation: at higher speeds the inertia helps to 
reduce the speed ripples. In an SRM there are basically two techniques which can 
be used to reduce the torque ripples. In theory it is possible to optimize th 
geometry which leads to minimal torque ripples, but tliis is difficult since it als 
requires the prediction of the SRM performance for a specific operating condition 
However, it is also possible to reduce the torque ripples by the appropria 
shaping of the stator currents or stator flux linkages. A combination of the tw 
techniques can also be used, but in the implementations discussed below, th 
optimization of tlie geometry will not be considered. Such an optimization cou 
be performed by using finite-element analysis. 

5 .3 .2  I N S T A N T A N E O U S  TORQUE CONTROL USING C U R R E N T  O R  

F L U X  C O N T R O L L E R S  

In an SRM, there are basically two possibilities for instantaneous torque contro ' 
it is possible directly to control the currents or it is possible directly to control th 
flux linkages. In both cases, by using the machine characteristics to determine th 

required excitations, it is possible to produce a high-performance SRM drive 
which gives constant torque with respect to rotor position and has linear torque1 
reference characteristics. In the two approaches to be discussed, tlie current and 
tlie flux linkage are chosen as reference values respectively. A simple control 
scheme will be described for these two cases: where torque control is achieved by 
using current controllers, or by using flux controllers. 

It follows from the discussion presented in Section 5.1 that in an idealized SRM 
where saturation and field fringing etiects are neglected, for constant stator phase 
current, in the non-aligned rotor positions the electromagnetic torque is constant 
[since ;,=const. and dL,ldO, is linear, thus t,=(1/2);~dL,ldOr=const., and e.g. for 
motoring operation tliis constant is positive]. However, in a real machine, due to 
saturation etiects and field fringing, the electromagnetic torque produced for a 
constant-phase current is a non-linear function of saturation. Thus to produce 
constant torque, profiled stator currents are required. The required current 
proNes are non-linear functions of the position and also the torque. As the aligned 
and misaligned positions are approached, the required stator current is greatly 
increased, as tlie torquelampere falls towards zero. In the intermediate overlap- 
ping positions, the currents are almost constant. By considering a three-phase 
SRM (e g. with N,=12 and N,=8), during the positive-torque half cycle, only a 
single pliase can contribute to positive torque. At low speed, the phase currents 
can be controlled so as not to produce any negative torque. As the torquelampere 
falls rapidly at the aligned and unaligned positions, two phases must contribute to 
tlie torque production. It is the different positions over which torque production 
commutates from one pliase to the next, and the torque profiles during this 
period, which distinguish the different modes of constant-torque production. 

When designing a current reference waveform for constant torque operation, 
one of the main difficulties is to maintain constant torque over a wide speed- 
range by also considering the variation in the d.c. link voltage. Tliis is due to 
tlie fact that tlie non-linear SRM characteristics make it dilficult to take into 
account the rate of change of the Rux linkage which is required for a given 
current reference. It follows from eqn (5.1-2) that in a stator phase, supplied by 
the d.c. voltage U,, 

Thus the rate of change of the stator current can be obtained as 

or, since w,=dO,ldt and hence dt=dO,lw,, it follows that 
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If the ohmic voltage drop is neglected in eqn (5.3-3), then 

di, U ,  -o,(a$,laU,) 
-= 
do, o,(al&,lai,) 

Thus the maximum rate of change of the stator current is a non-linear function of 
the stator current and rotor position. Calculation of the phase current references 
for constant torque which the current controllers are able to track is made difficult 
by tlie non-linear variation of the current slew rate. However, if instead of current 
controllers, Aux controllers are used, then it follows from eqn (5.1-1) that the 
maximum rate of change of the flux is 

If the stator ohm~c voltage drop is negligible (in comparison to the supply 
voltage, U,), then it follows from eqn (5.3-5) by considering df =dO,lw,, that ! 

d s  Ud -=- 
do, or' 

Thus the maximum rate of the change of the stator flux linkage with respect to 
the rotor position can he simply determined from the maximum available supply 
voltage and speed. Equation (5.3-6) should be contrasted with eqn (5.3-4). It 
follows that by using a stator flux-linkage reference waveform (instead of a stator 
current reference waveform), it is much easier to take into account practical 
limitations (rotor speed and d.c. link voltage limitations) because if the stator 
ohmic drop is neglected, the rate of change of the flux linkage is an extremely 
simple expression: di&,ldf =U,. Thus the rate of change of the stator flux linkage 
is equal to the supply voltage. Furthermore, when a large change of the flux 
linkage is required, the converter output will tend to saturate, and the flux linkage 
will ramp at a linear rate (stator ohmic drop is neglected). These considerations 
lead to an implementation using stator flux-linkage control for constant torque 
operation. When such a scheme is used, the required stator flux-linkage referenc 
waveform (as a function of the rotor position) will contain a series of linear ramps, 
each with a gradient not higher than the greatest actually achievable for a given 
speed and supply voltage. Neglecting the stator ohmic drop, each linear flux ramp 
can be realized by the application of a constant voltage to the stator pliase. Th 
gradient of each flux ramp determines the maximum speed at which it is possihl 
to track the constant torque flux characteristic for a given d.c. link voltage. If the 
constant torque operation has to be extended to high-speed operation, the stator 
flux reference waveform has to be planned over the cycle as a wl~ole, and cannot 
be performed on a point-by-point basis. By using linear flux-linkage ramps, it is 
possible to predict tlie operation later in the cycle, as the time taken to ramp the 
new stator flux-linkage value can be simply determined. The reference flux 
versus rotor positions profile can be approximated by the curve shown in Fig. 5. 
and it can be seen that it contains several constant flux ramps. The curve 
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Fig. 5.8. Stator flux reference as n function of rotor position 

defined by five points, which have to be optimized (e.g. by simulations) to obtain 
minimum torque ripples. These points are connected by linear flux-linkage ramps. 

In Fig. 5.8 the period from 0, to 0, can be considered as the pliase conduction 
period, since $,, (which is also shown in Fig. 5.8) is usually zero. The main 
torque-producing period is from O2 to 04, during which period the stator 
flux-linkage reference follows the machine constant-torque flux-linkage character- 
istic. Commutation of torque production between the stator phases occurs mainly 
over the periods 0, to O2 and also 0, to O,, but as the rotor speed increases, 
commutation extends beyond these intervals. When negative torque is produced 
for braking (or generating), the flux-linkage profile is reflected about the aligned 
position (corresponding to angle 0,  in Fig. 5.8). For constant torque operation, 
the Aux-linkage points must he chosen as follows: 

the flux linkage at any point must not correspond to a phase current greater 
than the maximum value; 
the rate of change of the stator flux linkage between successive points must 
not exceed the maximum value possible for a given speed and d.c. link voltage 
(see eqn (5.3-4)). 
The sum of the torque produced by all the stator phases should minimize the 
rms torque ripple whilst maintaining the required average torque. 

Figure 5.9 shows the block diagram for two types of instantaneous torque- 
controlled SRM drives. Figure 5.9(a) shows the SRM drive scheme when a 
current controller is used, and Fig. 5.9(b) corresponds to the SRM drive with a 
flux controller. In Fig. 5.9 (a) the input is the torque reference. This is used 
together with the rotor position and d.c. link voltage for tlie determination of the 
stator current references. For accurate instantaneous torque control, it is very 
important to have a very accurate estimation of the current references. The d.c. 
link voltage is obtained on the output of a tliree-phase uncontrolled rectifier. The 
position sensor can be an optical encoder. For practical implementation look-up 
tables can be used, which contain predetermined values obtained by using suitable 
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i voltage drop correction (since the stator ohmic drop is neglected in the stator-flux 
reference calculation stage), the inverter switching times can be simply determined 

u, [by using AI/,=(U,-R,i,)At]. It should be noted that in both implementations, it 
Reference 

tcmi is possible to use an artificial neural network or a fuzzy-neural network to obtain 
currenLr 
(look-up fable) the required current or flux references but, as emphasized above, for precise 

torque control, very accurate estimates are required. It is a great advantage of 
8, such an approach that it does not require explicit use of any mathematical model 

(3) 
of the SRM, which is highly non-linear. An ANN or fuzzy-neural network is ideal 
for approximating a highly non-linear function (see also Chapter 7). 

Figure 5.10 shows a more detailed block diagram corresponding to the scheme 
of Fig. 5.9(a). It can be seen that the stator current estimation contains the 
switching angle estimation, where the angles 0, (turn-on angle) and 0, (turn-off 
angle) have been defined in Section 5.1.3, and it can be seen that they also depend 
on the d.c. link voltage. Accurate torque control also requires accurate values of 
the turn-on and turn-off angles. In tlie motoring mode the torque is very sensitive 
to the turn-on angle and in the generating mode it is very sensitive to the turn-off 
angle. However, at higher speeds, the turn-on angle has less influence on the 
torque. In the chopping mode of operation, hysteresis current control is used. The 
torque-controlled SRM can operate in a wide speed-range, where the torque is 
constant (low-speed operation, chopping mode) and also where the torque is 
reduced (high-speed operation, constant power region). 

Fig. 5.9. Torque-controlled SRM drive. (a) SRM drive rvitl~ n current controllcc (b) SRM drive with The torque-controlled SRM is an ideal candidate for traction purposes or 
a nun controller. electric vehicles. Most of the real-time control taslcs required in the two drive 

schemes described above can be conveniently performed by using a DSP, e.g. the 
Texas Instruments TMS32OC30, TMS320C31, etc. It is possible to modify tlie two 

models, ~ 1 ~ i ~  is a drawback, since it would be more desirable to have a scheme orque-control schemes presented above to position sensorless forms by utilizing 
where on-line calculation could be for any type of SRM, not just the oncepts discussed in Section 5.2. It is expected that such control schemes will 

SRM used in specific applicjtion. However, this is problematic, due to the erge in the future. Furthermore, it is also expected that integated torque- 
highly non-linear property of the SRM. The current references are then inputs to trolled SRM drives will also be manufactured, where all the required control- 
the current controller (e.g. hysteresis controller), which also requires the measured and power converter will be integrated in the machine. 

values of the stator currents. The currents can be measured by using Hall-effect 
current sensors. The current controller outputs the required switching signals for 
an IGBT converter. The SRM can be for example a three-phase machine, with 
N,=12 and N,=8. For the three-phase machine, the converter supplying the 
machine contains 6 legs, each of which contains an IGBT switch and a free- 
wheeling diode, and the converter then contains three asymmetrical balf-bridges 
(as discussed earlier in Section 5.1.4, Fig 5.4). 

In Fig. 5.9(b) a torque-controlled SRM drive scheme is shown, but instead 
of a current controller there is a flux linkage controller. This is a dead-beat 
controller, where the desired flux is reached in one sampling lime without 
overshoot. The flux-linkage controller also requires the actual stator flux linkages, 
since the actual values are compared with the reference flux linkage values. The 
actual flux linkages can be obpained from the stator currents and the rotor 
position, but the infomation required can be stored in a look-up table. By using 
the flux-linkage error (All,), the d.c. link voltage, and also the stator ohmic Fig. 5.10. Torque control of the SRM using current control. 





6 Effects of magnetic saturation 

In this chapter the effects of main flux saturation the equations required for the 
various implementations of vector control (e.g. rotor-flux-oriented control, mag- 
netizing-flux-oriented control, stator-Rux-oriented control) are discussed for both 
smooth-air-gap and salient-pole machines. However, only the derivation and a 
brief description of the required equations is given, since these can be applied 
similarly to the corresponding equations derived in Chapters 3 and 4, which, how- 
ever, are only valid under linear magnetic conditions. It will be shown that as a 
result of saturation, the linear equations are modified and to obtain the required 
decoupling between the flux- and torque-producing currents of the machine under 
consideration, it is these equations wliich have to be considered when the machine 
operates under saturated conditions. 

As a result of saturation of the main flux paths, the magnetizing inductance 
and thus also the stator and rotor inductances (and the stator and rotor transient 
time constants) are not constant, but vary witli saturation. The variation of the 
magnetizing inductance will be incorporated into the voltage equations. However, 
it will be shown that the voltage equations which are valid under saturated condi- 
tions differ from tlie equations which can be derived from their linear forms given 
in Chapters 3 and 4, where tlie currents have been used as state variables. The 
new voltage equations are not identical to the voltage equations which could be 
obtained by simply substituting the variable magnetizing inductance into the 
voltage equations which are valid under linear magnetic conditions, but they also 
contain new andlor modilied terms. 

The equations to be derived will be based on two-axis (or space-phasor) theory. 
Saturation of the main flux paths distorts the flux density distributions, which in 
the case of the linear theory (which neglects saturation) are sinusoidal in space 
(see Chapter 2) if sinusoidal m.m.f. distributions are assumed. The resulting space 
harmonics can, however, be neglected if sinusoidally distributed windings are 
assumed since only the fundamental sinusoidal component of a flux wave can pro- 
duce flux linkages with sinusoidally distributed windings, and thus it is possible 
to use two-axis or space-phasor theories. 

6.1 Vector control of smooth-air-gap machines by 
considering the effects of main flux saturation 

The effects of main flux saturation are briefly discussed for vector-controlled 
induction machines with single-cage rotor. The various expressions for the electro- 
magnetic torque will not be derived for the saturated machine, since formally they 
are the same as in the case of the unsaturated machine, since saturation does not 
introduce new terms into the expression For the electromagnetic torque, and the 
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assumptions used in the previous section hold. Of course, as a result of saturation, 
the saturation-dependent macbine parameters which are present in the different 
expressions for tlie torque, e.g. tlie magnetizing inductance, or the rotor selr- 
inductance or the stator self-inductance, will be different to their unsaturated 
values and are variables which depend on the machine currents. 

6.1.1 ROTOR-FLUX-ORIENTED CONTROL 

In this section tlie stator and rotor voltage equations for an induction machine 
are described in the rotor-flux-oriented reference frame. However, because of 
saturation of the main flux paths, the magnetizing inductance and thus the stator 
and rotor self-inductances are not constant but vary wit11 saturation. There are 
several ways to consider this variation with saturation and two approaches will 
be discussed. First tlie magnetizing inductance will be expressed as a function of 
the modulus of the rotor magnetizing-current space pliasor and secondly it will 
be expressed in terms of the modulus of the magnetizing-current space phasor. It 
will be shown that when the second method is used, more complicated equations 
are obtained than in the first case, since in contrast to the rotor magnetizing- 
current space phasor, which is coaxial with the direct axis of the rotor-flux- 
oriented reference frame, the magnetizing flux-linkage space phasor is not coaxial 
witli the direct axis of the rotor-flux-oriented reference frame and under saturated 
conditions, owing to the effects of cross-magnetization (cross-saturation), extra 
terms will be obtained in the equations. Furthermore, it will be shown that the 
equations derived in this section differ from the equations which can be derived 
from their linear forms given in Section 4.1 by simply replacing the constant 
magnetizing inductance by the variable magnetizing inductance. 

In Section 4.1.1 the stator and rotor voltage equations in the rotor-flnx-oriented 
reference frame were given for an induction machine, and the effects of magnetic 
saturation were neglected. In this section it is assumed that the effects of leakage 
flux saturation can be neglected but the effects of main flux saturation are incorpo- 
rated in the analysis. All other assumptions are the same as those used in Section 4.1. 

6.1.1.1 Rotor-flux-oriented control, expressing the magnetizing inductance 
as a function of the rotor magnetizing-current space phasor 

In this section the stator and rotor voltage equations are obtained which contain 
the effects of main flux saturation and they are formulated in the reference frame 
tixed to the rotor-flux linkage space phasor. The method followed here is similar 
to that used in Section 4.1.1, where the space-phasor forms of the voltage equa- 
tions formulated in the general reference frame were utilized directly for the deri- 
vation of the required forms of the voltage equations. The rotor-current space 
phasor is expressed in terms of the rotor magnetizing-current space phasor and 
therefore the resulting voltage equations will contain the modulus and space angle 
of the rotor magnetizing-current space phasor. Tliese quantities are necessary to 
implement rotor-flw-oriented control. 
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Stator uoltage eq~matiorts: By considering eqns (2.1-148) and (2.1-150), which are 
the stator space-phasor voltage and stator flux-linkage space-phasor equations in 
the general reference frame, the following stator-voltage space-phasor equation is 
obtained in the reference frame f i ed  to the rotor flu-linkage space phasor, which 
rotates at the speed om,, where it follows from eqn (2.1-188) that this speed is equal 
to the first time derivative of the space angle p, of the rotor magnetizing-current 
space phasor with respect to the direct axis of the stationary reference frame, 

L, is the self-inductance of a stator winding and i t  is not constant since L,= 
L,, + L,, where L,, is the leakage inductance of a stator winding, which is assumed 
to he constant, but Lm varies with saturation. It is assumed that the magnetizing 
inductance is a non-linear function of the rotor magnetizing current ?,,(I), which 
in general varies with time, thus Lm=L,(JTm,I). It follows - from eqn (4.1-28) that 
the magnetizing inductance can be defined as L,=ll,:li,,=l~F~l/IT,,I. However, 
it should - be noted that in the theory of electrical machines it is usually defined 
as L,=li/~,llli,,l, which follows from eqn (2.1-184), where IIF~I and 1?,,,1 are 
the modulus of the magnetizing flux-linkage space phasor and magnetizing- 
current space phasor respectively (I?,,I = I?,I). It follows from eqn (2.1-184) that 
the magnetizing-current space phasor is equal to the sum of the stator-current and 
rotor-current space phasors. 

Substitution of eqn (4.1-5) into eqn (6.1.1) yields the following stator voltage 
equation: 

L: is the stator transient inductance, L:=(L,-LiIL,), L, is the self-inductance 
of the rotor and L,=L,,+L,, where L,, is the leakage inductance of the rotor, 
which is assumed to be constant. There are two derivatives in eqn (6.1-2) which 
contain L,, which varies with saturation, these are 

and 

By utilizing the chain dilTerentiation rule, these can be expanded as 
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and 

In eqns (6.1-3) and (6.1-4) the term dL,ldt is also present. However, this can he 
expanded as 

dL, dL, dl?,,l L-L, dll,,l -- 
dt dl?,,[ dt ? dt ' 

where 

In eqn (6.1-6) L is a dynamic (tangent-slope or incremental) inductance, and it is 
equal to the derivative of the modulus of the rotor flux-linkage space phasor with 
respect to the modulus of the rotor magnetizing-current space phasor. It should 
be noted that in contrast to this, L, is the static (chord slope) inductance, and it 
follows from the considerations given above that it can also be expressed as 

Figure 6.1 shows the variation of L and it should be noted that according to 
eqn (5.1-5) L and L, are related by L=L,+I?,,ldLmldl?,,I and in Fig. 6.1 the 
variation dL,ldli,J is also shown. 

I t  follows from eqns (6.1-5), (6.1-6), and (6.1-7) that under linear magnetic 
conditions L=L, and dLmldr=O as expected, since in this case L,=constant. 
Thus substitution of eqns (6.1-3) and (6.1-4) into eqn (6.1-2) gives the following 
equation, after the substitution of eqn (6.1-5), 
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Fig. 6.1. Rotor magnctizntion curve. Variations or the dynamic inductance nnd the derivative or the 
magnetizing inductnncc. 

When eqn (6.1-8) is divided by the stator resistance and is deliberately arranged 
into a form which is similar to eqn (4.1-61, finally the following space-phasor 
equation is obtained: 

It follows thal as a result of the saturation of tlie main flux paths, the extra term 

is also present in the voltage equation, but under linear magnetic conditions, when 
L =  L,, this term is zero. Furthermore, it follows from eqn (6.1-9) that the effects 
of changing saturation are also present in T:, since it depends on the changing 
L,. By considering that T,-T:=(L,-L:)IR,=L:I(L,R,), it can be seen that 
under linear magnetic conditions eqn (6.1-9) yields eqn (4.1-6). 

By resolving eqn (6.1-9) into its real (s-axis) and imaginary (J-axis) compon- 
ents, the following two-axis voltage equations are obtained: 

where 

Comparison with eqns (4.1-7) and (4.1-8) shows that under linear magnetic 
conditions eqns (6.1-11) and (6.1-12) agree with eqns (4.1-7) and (4.1-8). However, 
as a result of saturation, extra transformer terms arise along both the direct and 
quadrature axes and these result in the extra current terms Ai,, and A i ,  
respectively. Both of these extra current components are proportional to the rate 
of change of the rotor magnetizing current. It should he noted that it is possible 
to obtain many other similar forms of these extra terms. For example, it follows 
from eqn (6.1-5) that it is possible to replace the factor (L,-L) by 

L: dL, dli,,I . -~imr~dL,ldli,J and Ais,,=------ 
RsL; dlimrl dl "J' 

If the rotor leakage inductance is assumed to be zero, then Ai,,,=O, or in other 
words, there is no quadrature-axis extra induced e.m.f. due to saturation. This is 
an expected result, since in this case the rotor flux-linkage space phasor, which 
has only a direct-axis component in the rotor-flux-oriented rererence frame, is 
equal to the magnetizing flux-linkage space phasor, which will also have a 
direct-axis component only, and therefore there cannot result a quadrature-axis 
transformer e.m.f. due to the change of this zero quadrature-axis magnetizing 
flux-linkage space phasor. Furthermore, if L,,=O, Ai,,#O, but Ai,,= [(L,-L)I 
R,] dli,,lldt or, in other words, in the direct-axis stator winding (s) there will be 
an extra direct-axis induced transformer e.m.f. due to saturation, which is equal 
to -[(L,-L)] d(i,,(ldt. This is also an expected result, since when L,,=O, the 
direct-axis rotor flux-linkage component (I~, ,=II?~I)  is equal to the direct-axis 
magnetizing Rux-linkage component $,,=l~T~l=L,li,,l and its rate of change 
under linear magnetic conditions is equal to dJ~//,lldt =L,d~i,,,lldt. This latter 
voltage component plus the extra component voltage due to saturation gives the 
total voltage L,dli,,lldt -(L, - L)dli,,lldt = Ldlim,lldt and this is the correct 
result since when L,,=O, the total transformer e.m.f. in the s-axis stator winding 
must be equal to tlie rate of change of JIT,I which is indeed equal to dl1?~1/ 
dt = (dlc'/,JldJI,,J)dJi,,lldt = LdJi,,,lldt. 

By analogy it follows that if the stator voltage equations are formulated in the 
magnetizing-flux-oriented reference frame, where the direct-axis component of the 
magnetizing flux-linkage space phasor is equal to its modulus and its quadrature- 
axis component is zero, then under saturated conditions, in the direct-axis stator 
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voltage equation there must be a transformer e.m.f., which is equal to the rate Rotor uolt*ge eqlratiolu: In this section the rotor vdltage equations of the 
of change of the modulus of the magnetizing flux-linkage space phasor and in induction machine are obtained in the rotor-flux-oriented reference frame if 
the quadrature-axis stator winding there will be no induced e.m.f. due to the the eRects of main-flux saturation are incorporated in the equations, ~t follows 
rate of change of the quadrature-axis magnetizing flux-linkage component from eqns (4.1-5), (4.1-22, and (4.1-23) that when the magnetizing inductance 
(the details of this will he discussed in Section 6.1.2). This is an advantage over is changing due to saturation, the space-phasor form of the rotor voltage 
the formulation of the voltage equations of a saturated machine in the stationary 
reference frame (fixed to the stator), where the magnetizing flux-linkage space 
phasor must contain both the direct-axis and also the quadrature-axis compon- O=R,L, m r - , ,  + d(L,li,,O . 
ent, and therefore their rate of change is not zero and in general there will exist Lr dl 

+ J(~mr-QJr)Lmlim,l, (6.1-15) 

cross-magnetization coupling due to saturation (cross-saturation) between the where Lr=Lri+Lrn is the self-inductance of the rotor and changes with the 
windings in space-quadrature. The phenomenon of cross-saturation due to saturation. In eqn (6.1-15) the derivative d(L,Iim,l)/dt is also present and this 
cross-magnetization in a smooth-air-gap machine is similar, to the pllenomenon of contains the non-linear element L,. This can be expressed as 
the demagnetizing effect of the cross-magnetizing armature reaction in a d.c. 
machine. Its physical existence can be proved experimentally and also a simple d(Lm/Tmr1) =-=--- dlprl dl~l/,~ dJi,,J dJi,,J 

explanation of its existence can be given by utilizing space-phasor theory. This dt dt dli,,l dt dl 
-L-, (6.1-16) 

will he described below. 
The relationship between the stationary-axis voltage components (rr,,, ~ r , ~ ) ,  the 

where lprl is the modulus of the rotor flux-linkage space phasor, and it be 

stator current components (is,, i,,) and the corresponding voltage (~l,,, rr,,,) and 
that of course the same result follows from the application of the chain 

differentiation rule 
current (i,,,i,,) components can be obtained by utilizing the transformations 
defined in eqns (4.1-3) and (4.1-4) respectively. It follows from eqns (6.1-11)- d(Lmlimrl) - dlimrl 
(6.1-14) that with respect to the stator currents is, and i,,, the induction machine 

dLm 
dr - Lm dt + li,,I 

behaves as a first-order time delay element, whose time constant is equal to the 
stator transient time constant of the machine and whose gain is equal to the = Lm - dlimrl + lim,l 2 dL - dlimrI 

inverse of the stator resistance. However, because of saturation, the stator dr d m  df 
transient time constant is not a real constant, since it depends on the magnetizing 
inductance, which changes with saturation. Furthermore, it can he seen that there ( - L,+- G J ~ ~ I  -- -L-. ~ I L J  
is an unwanted coupling between the stator circuits in the two axes. For the 

dt 

purposes of rotor-flux-oriented control, it is. the direct-axis stator current This result is in agreement with that stated in the previous section. substitution 
(rotor-flux-producing component) and the quadrature-axis stator current i,, of eqn 61-16) into eqn (6.1-15) yields 
(torque-producing component) which must be independently controlled. It will 
now be assumed that the induction machine is supplied by impressed stat 
voltages. Since the voltage equations are coupled and the coupling term in tr,, (6.1-17) 

depends on i,, and the coupling term in II also depends on is,, us, and rr, ca 
be considered as decoupled control var~ables for the rotor flux and electr here T ~ =  LrlRr=(L,~+Lm~/R, is the rotor time constant, which because of 

magnetic torque and the stator currents i,, and i,,, can only he independent aturation is not constant. In this expression L,, is the leakage inductance of the 
controlled (decoupled control) if the stator voltage equations are decoupled, an which has been assumed to be constant. Under linear mametic conditions 
the stator current components is, and is, are indirectly controlled by controllin Lm, and eqn (6.1-17) yields eqn (4.1-24) as expected. On the left-hand side 
the terminal voltages of the induction machine. The required decoupling circui eqn (6.1-17) the modified rotor time constant appears, and this can be put into 

can be obtained from the equations given above in the same way as describe 
in Chapter 4. 

If an induction machine with impressed stator currents is assumed, then t 
T;=T,(LIL,)=(L,,+ L,)(LIL~)IR,=T,, LIL,+L/R, 

stator voltage equations can be omitted from the dynamic model or the dr' where T?I is the rotor leakage time constant, T,,=L,,IR,. Thus the modified rotor 
and only the rotor equations have to he considered. These are obtained in the nex time constant is equal to the Sum of two rotor time constants. The first component 
section, where the effects or main-flux saturation are incorporated in the ro equal to the reduced value of the rotor leakage time constant and the reduction 
voltage equations. factor is equal to the ratio of the dynamic and static inductances, ratio is 
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equal to 1 under linear conditions. The second component is equal to the ratio of 
the dynamic inductance and the rotor resistance. 

It follows from eqn (6.1-17) that it can be expressed in terms of T; and T,  and 
therefore when eqn (6.1-17) is resolved into its real- (s-axis) and imaginary-axis 
(1,-axis) components, the direct-axis rotor voltage equation will contain the 
modified rotor time constant T; and the quadrature-axis rotor voltage equation 
will contain T,. When these equations are deliberately put into a similar form to 
eqns (4.1-25) and (4.1-26), the following equations are obtained: 

Under linear magnetic conditions these agree with eqns (4.1-24) and (4.1-25). 
However, it is important to note that owing to saturation both T, and T; are 
changing parameters and depend on the magnetizing inductance, which changes 
with lim,l. By utilizing eqn (6.1-5), it is possible to put T; into the form 

and the dependence on the magnetizing inductance is clearer. 
On the basis of eqns (6.1-18) and (6.1-19) it is possible to obtain the flux models 

of the saturated induction machine in the rotor-oriented reference frame, which 
will he similar to those shown in Fig. 4.6(a) and Fig. 4.6(b), but will now contain 
both T: and T,. 

6.1.1.2 Rotor-flux oriented control, expressing the magnetizing inductance 
as n function of the magnetizing-current space phasor 

In this section the voltage equations required for the implementation of the 
various forms of rotor-flux-oriented control of induction machines are derived, 
but it is assumed that the magnetizing inductance is a non-linear function of the 
modulus of the magnetizing-current space phasor. 

Rotor rnagrlrtizi17g c1,frrent: It follows from eqn (4.1-3, by considering that the 
rotor self-inductance is the sum of the leakage and the magnetizing inductances 
(L,=L,,+L,), that the modulus of the rotor magnetizing-current space phaso 
can be expressed as 

Lr - Lr, - 4 1  - [imrl=- z r ~ r  +- Zs$,r = - lr+r+ (irLbr+ &,) = - fr$jr+im#r, (6.1-20) 
Lm Lm Lm 

where 

is the rotor magnetizing-current space phasor in the rotor-flux-oriented reference 
frame. Furthermore, im is the space phasor of the magnetizing currents in the sta- 
tionary reference frame, li,l is its modulus, and p,,, is the space angle of i ,  with respect 
to the real axis of the stationary reference frame. However, the angle p=pm-p, 
is the angle of im with respect to the real axis of the rotor-flux-oriented reference 
frame. In Fig. 6.2 i, and i , ,  are shown, together with the angles p, and p. 

Since in general the leakage inductance is not zero, L,,#O, the magnetizing- 
current space phasor is not coaxial with the rotor flux-linkage space phasor and 
thus i ,  is not coaxial with i,,. 

An alternative method to that used previously is now presented, where instead 
of expressing the stator and rotor voltage equations in terms of li,,,l, they are 
expressed in terms of liml. Thus by considering eqns (6.1-20) and (6.1-21). the 
relationship of Ii,,l and ITm/ is 

limrl = (LrllLm)ir#r+ limlei". (6.1-22) 

When this is dilferentiated with respect to time, under saturated conditions 
cross-coupling terms must arise in the direct- and quadrature-axis stator and rotor 
equations expressed in the rotor-flux-oriented reference frame, and the resulting 
equations will be more complicated than eqns (6.1-I]), (6.1-12), (6.1-18) and 
(6.1-19). This will now be proved and the resulting equations will be derived. To  
obtain these equations, eqn (6.1-2) or (6.1-8) and eqn (6.1-15) or (6.1-17) can he 
used directly, together with eqn (6.1-22), but it is more convenient to use a 
dilferent approach, as shown in the following section. 

Stator uollage eqzralions: It follows from eqns (6.1-1) and (6.1-21) that since the 
stator self-inductance (L,) is equal to the sum of the stator leakage inductance 

Fig. 6.2. Space pllasor diagram or the rotor magnetiziog current and the magnetizing current. 
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(L,,) and the magnetizing inductance (L,), and it is assumed that L,,=constant In these equations the first time derivative of the .magnetizing inductance is 
and only the magnetizing inductance varies with saturation, present, which owing to saturation is not zero. By the application of the chain 

differentiation rule and also by considering that L,=l~jj,llli,,l, 

r7,~,=~,i,~,+~,,~+~(~~I~~'~~")+jw,,(~,,i~,,+~,,Ii,le"~). dt dt -- dl,, ---=- dL,, dl?,,, d - dlrml Ld-L, dlfml 
dt dli,l dt dli,l ( l $ , l l I i ~ l ) ~  =- - (6.1-31) 

I d t '  
In eqn (6.1-23) L, can be obtained - from the no-load curve of the inductio 

machine, since L,=I$,lIIi,~, where I@,I and li,l are the moduli of the space where ~~=dl$,,,lldli,l is a dynamic (tangent slope) inductance, which under 
phasors of the magnetizing flux-linkage space phasor an! magnetizing-current saturated conditions is not zero, hut under linear magnetic conditions is equal to 
space phasor respectively. It should be noted that L,=ltbrlllim,l also holds [S the (chord slope) magnetizing inductance L,. In eqn (6.1-31) the first time- 
eqn (6.1-7)], where IIFJ and Ii,J are the moduli of the space phasors o derivative of the modulus of the magnetizing-current space phasor is present, and 
flux linkage and rotor magnetizing current respectively. In eqn (6.1-23) since this depends on both the direct- and quadrature-axis magnetizing currents, 

which however contain the direct- and quadrature-axis stator and rotor currents 
- 

~,li,lej~=~&,,,=L,(i,+i~)e-j~'~=~&,,+j~k,,. respectively [see eqns (6.1-27) and (6.1-2811, it follows that dL,,ldt will contribute 
to the cross-saturation coupling terms. Mathematically, this can be proved by 

is the magnetizing flux-linkage space phasor expressed in the rotor-fl 
reference frame. Since in general this is not coaxial with the rotor 
is only coaxial when p=O, i.e. when p,=p,) in eqn (6.1-23), under s dliml d(iLX+i&)l" I , ,  ' dim, iml, dim]. - dim, dim,. =-- +---cosil-+sinp--, (6.1-32) 
conditions, the derivative d~i;,,,ldt will lead to cross-coupling between the dir li,l dt liml dt dt dt 
and quadrature-axis stator voltage equations. This will now be discussed in de 

Resolution of eqn (6.1-23) into its real and imaginary axes componen 
where p has been defined above (see Fig. 6.2, p=i~,-p,), i,, and i,,. have been 
defined in eqns (6.1-27) and (6.1-28) respectively and from eqns (6.1-24) and 

yields (6.1-27), (6.1-28) (or from Fig. 6.2) 

di,, d$,= 
I I ~ ~ = R ~ ~ ~ . ~ + L ~ ~ - + - - ~ , ~ ( L ~ I ~ ~ , . + ~ ~ , , . )  ;m.x= lin,l cos il dt dt 

i,, = /i,J sin )I. (6.1-33) 
di,,, d@,]. 

u,,=R,i,+ L,, - +- + m,,(L,li,,.+ I&,,). dt dt 
us by considering eqns (6.1-29), (6.1-30), (6.1-31), (6.1-32), and (6.1-33), finally 

dl//n3X dim, dim, 
where the direct- and quadrature-axis components of the magnetizing flu d t = L , x d , + L l s -  dt 

(6.1-34) 
space phasor in the rotor-flux-oriented reference frame are 

ddlml, -- dim, dim, @,"== L,(;sx+;rx) = L,imx dl -L~]~-'+Lz1,-, 
dt dt 

(6.1-35) 

$,,,= Lm(;al,+ir,) =L,i,,. re L,, and L,,, are the magnetizing inductances along the direct (s) and 

In eqns (6.1-27) and (6.1-28) i,, and i,, are respectively the dir uadrature ( JJ) axes respectively, 

imaginary-axis components of the magnetizing-current space phas L,,,= L, cos2p+ L, s in2i~= L, ~os'(~,--p,) + L, ~in'(~~,--p,) (6.1-36) 
rotor-flux-oriented reference frame and in eqns (6.1-25) and (6.1-26) their first ' 

derivatives (dik,,ldt and d~&,~,ldt) are present, which can be expanded as foll L , l ,=~ , s in 'p+~ ,cos2~ l=~ ,  sin'(p,-p,)+L,cos'(L~,-p,), (6.1-37) 

by utilizing the chain differentiation rule: ss-coupling inductance between the s and J) axes, 

d m *  - m m  d;,, -- dL, =L,-+i,,- L,=~[(L,-L,)sin(2~1)]=~(L,-L,)sin[2(~1,,-~,)]. (6.1-38) 
dt dt dt dt 

etic conditions L,= L, and L,,= L,,=L, and L,,,=O. How- 
d$mp - -- dim,, . dL, r, owing to saturation of the main flux paths, in general the magnetizing 

- L, - + I,], -. 
dt dt dt dl uctances in the two axes are not equal, L,,#Lm1, and the cross-coupling 
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inductance is not zero, L,=O. For the special selection of p=p,-p,=0, it the stationary reference frame are obtained. Thus it follows from eqns (6.1-39), 
follows that L,,=L,, L,,=O and L,,=O, which are expected results since in this (6.1-40) and (6.1-36), (6.1-371, (6.1-38) that 
case it follows from eqn (6.1-33) or Fig. 6.2 that i,,=li,l, i,,,=O and thus 
~,,=L,i,,=L,~T,~, and I ~ ~ , = R ~ ~ ~ , + L ~ ~ - + -  di5u dlh,~ 

dt dl 
(6.144) 

d m  d$,, dli,I dim, -- 
dl dli,l dl - L , z  d o  d*",~ I ~ ~ ~ = R ~ ~ ~ , + L ~ ~ - + -  dl dt ' (6.1-45) 

and 1),,,=0; thus d~/!,,ldt=O. The same result also follows from eqns (6.1-33)- 
(6.1-38). Substitution of eqns (6.1-34), (6.1-35), (6.1-27), and (6.1-28) into eqns where !/I,, and I/,, are respectively the direct- and quadrature-axis components 
(6.1-25) and (6.1-26) yields the following stator voltage equations: of the magnetizing flux-linkage space phasor in the stationary reference frame, 

d;,, din ("i; 2) $mu=Lmimu= Lm(isu+ (6.1-46) u,,=R,i,,+L,,-+L,,-+L,,. -+- 
dr dt ~k,,=L,i,,=L,(i,~+i,,) (6.1-47) 

-w,,[L,z~3,,+L,(i,,+i,y)l d l / l m ~  dim, dim, 
-= dl L m u d t + L u ~ d t  (6.1-48) 

diry din zr,,,=R,i,,+L,,-+L,,- di*, di,, 
dr dt + L ~ ~ ( ~ + T )  dim, dim, 

* = L , ~ ~ + L , , ~ ,  dt (6.1-49) 
+ ~ , , [ L ~ l ~ ~ r + L m ( ~ s x + i r ~ ) 1 ~  

where L ,,,, L,,, and L,,, have been defined in eqns (6.1-36), (6.1-37), and (6.1- where i,,, is,, i,; and i,,, is,, i,, are the direct- and quadrature-axis components 
respectively, and of the magnetizing current, stator-current, and rotor-current space phasors 

tively in the stationary reference frame. L,, and L,, are the magnetizing 
L,,=L,I + Lmx ances along the direct and quadrature axes of the stationary reference 

L,,=L,,+L,,, , and L,, is the cross-coupling inductance between the stator windings sD 
d sQ, which are in space quadrature, but the same cross-coupling exists 

are the self-inductances of the stator winding along the direct- and quadratur ween all the windings of the stationary-axis model which are in space 
axes of the rotor-flux-oriented reference frame and, as a result of satur adrature, e.g. between windings sD and rq, sQ and rd, etc.: 
anisotropy (asymmetry) exists, L,,# L,,,. Under linear magnetic conditions, 
ever, L,,= L,,= L,, + L,, as expected. It follows from eqns (6.1-39) and (6. L,, = L,cos2}l, + L,sin"!, (6.1-50) 

that even when the speed of the rotor-flux-oriented reference frame is L,, = L,sin2}l, + L,cos2}!, (6.1-51) 
(w,,=O), the two stator voltage equations are coupled as a result of saturati 

Under linear magnetic conditions, L,,=L,=L,,+L, and it follows from L,,=(L,- L,,)sin}!,cos}!,. (6.1-52) 
resolution of eqn (6.1-20) into its direct- and quadrature-axis components tha ns (6.1-44-(6.1-52) can he put into a more compact form: 

L, 
~,x=(limrl-~sx) - d i , ~  (". 5) 

L, z~,u=R,i,,+L,D-+L,,,-+L,Q dt dt =+- 
. Lm I = - I  - - ~ r [ L 5 ~ i s q + L m ( ~ 3 ~ + i r , ) l  (6.1-53) 

'1' =" Lr ' 
di,, "" (" 4) 

and when eqns (6.1-42) and (6.1-43) are substituted into eqns (6.1-39) and (6.1- 11,,= R,i,, + L,, -+ L,, - 
dt dt +LUQ =+- 

the stator equations derived in Section 4.1, eqns (4.1-7) and (4.1-81, are obtai 
Comparison of the equations which are valid under linear and saturated co +m,[L,,i,u+L,(i,~+~,,)l, (6.1-54) 
tions show that with saturation extra and modified terms are present. If p, e L,,=L,,+L,, and L,,=L,,+L,,, are the self-inductances of the stator 
the rotor-flux-oriented reference frame coincides with the stationary refer ing along the direct and quadrature axes of the stationary reference frame 
frame (see Fig. 6.2) and by considering w,,=dp,ldf =0, the voltage equation , in general, as a result of saturation L,,#L,,. 
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A very simple physical explanation can be given for the existence of the phen angular displacement and a change of the resultant mainetizing flux-linkage 
menon of cross-saturation (cross-magne space phasor does not lead to an induced e.m.f. in the direct-axis winding, 
the main flux paths). This is now de since the direct-axis component of the magnetizing flux-linkage space phasor is 

quadrature-phase machine is assumed a unchanged. However, under saturated magnetic conditions, the change in the 
quadrature-axis m.m.f. distributions around the periphery of the machine (spa magnitude of the resultant m.m.f. space phasor leads to a non-proportional 

distributions) are sinusoidal, in agreem change in the direct-axis magnetizing flux-linkage component and an induced 
introduction to Chapter 6). e.m.f. in the direct-axis winding. It should be emphasized that an angular 

In Fig. 6.3(a) f,=F, is the m.m.f. space phasor corresponding to the cas displacement of the magnetizing flux-linkage space phasor (relative to a stationary 

where there is only direct-axis excitati winding) is not in itself sufficient to induce voltage, nor is angular displacement 
the machine, which is assumed to be non-linear, the space phasor of the with change in magnitude. The change of the quadrature-axis magnetizing flux 
linkage space phasor I?,,, is obtained. However, when both the direct-axis linkage A I ~ ,  depends on the change oT the quadrature-axis magnetizing current 
quadrature-axis windings are excited, the quadrature-axis m.m.f. component (Aim,) and thus AI~,=L,,A~,,, where L,, is a cross-coupling inductance 
is also present and the resultant m.m.f. space phasor will take the form between the direct and quadrature axes which is zero under linear magnetic 

~ ,+ j~ ,= l f l e j "* ,  where p, is the space angle of the m.m.f. space phasor 
respect to the direct axis of the stationary reference frame as shown in Fi It follows from Fig. 6.3 that if p,=O, there cannot be any cross-saturation 

By using the same magnetization curve coupling (LDQ=O) between the windings in space quadrature, since this corres- 
of the magnetizing flux linkages IT, is ponds to the case when only the direct-axis winding is excited and therefore there 
shown in Fig. 6.3(a). It follows from Fig. 6.3(a) that the flux linkage along is no change in the resultant flux-density distribution. Furthermore, if p,=?r12, 
direct axis has changed from II?,I to ~~~ , l cos}~ ,  and the reduction of onds to the case when there is only quadrature-axis excitation, and 

magnetizing flux linkage is A$, = llLl- IlR,,/cos }I,. efore the resultant Rux-density distribution is equal to the quadrature-axis 
However, under linear magnetic conditions (by using tfie linear part -density distribution, and thus the cross-saturation coupling will be zero since 

the previously used magnetizing cur here is no direct-axis excitation and the quadrature-axis flux density distribution 
Fig. 6.3(b) is obtained. If the slope o f t  does not change. Thus when i~, = 0  or p, = ~ 1 2 ,  L,, =0, hut when }c, # O  it has to 
is tanu and only the direct axis is excited, the flux linkage along the direct be proportional to cos}~,sin }L,. However, it has to be zero under linear magnetic 
I!,,,,= I f lcos p, tan u. However, if the nd has to be non-zero under saturated conditions. Thus L,, has 

space pliasor of the resultant flux contain another term as well, and this is equal to L,-L,. In this term L, is a 

component is equal to ib,, = I/&,!cos p namic inductance and it is equal to the slope of the magnetizing curve 
II~;',I= ~fl tan u, and thus IF,,= I f lcos =dl&lldli,l), where II?,I and Ii,I are the moduli of the magnetizing flux- 
$,,, which is an expected result. Thus A$, = I/J~,- I//,, =O. It is impor ge and magnetizing-current space phasors respectively and L, is the magnet- 

inductance, L, = ~$~lIli,l. Thus L,, =(L, -L,)sin p, cos p, is obtained and 

nents correspond exactly (in per-u igorous mathematical analysis yields the same expression for Lnp [see 
derivation of eqn (6.1-5211. The change of the magnetizing flux l~nkage ,, yields the induced e.m.f. L,,di,,ldt, which is the transformer 

ed in the direct-axis winding as a result of cross-saturation. It follows 
saturated conditions, solely due to saturation, even sinusoidally 

uted windings in space quadrature can become coupled. If the windings are 
ally distributed, the cross-coupling described above also exists, but in 

n, there are some other extra voltage terms which have to he considered. 
existence of the phenomenon of cross-saturation can also he proved by 

P e experiments, or by the application of numerical analysis techniques, e.g. 
finite-element method. For this purpose it is very useful to employ the 

-called method of frozen permeabilities. When this method is used, it can he 
own that in a saturated induction machine, the obtained cross-saturation 

Fig. 6.3. Space-phasor diagram to prove the cxistcncc of cross-saturation. (a) Non-iincar ding inductance L,, agrees with the L,, obtained by the application of the 

(b) linear case. ple expression L,, = (L,- L,)sinp, cos p,. Furthermore, it can also he shown 



that in a saturated salient-pole machine, in addition to the effects of the physical] and 
existing saliency, the effects of cross-saturation are also present. This will he 
discussed in Section 6.2. I~,,=R,~,,+L,,-+L,~, dl5J, ( I-- k ) - disi 

The stator voltage equations, eqns (6.1-39) and (6.1-40) contain the quadratu dt dt 
axis rotor current component (i,,,) and its derivative (di,,ldt), but from eqn (6.1-4 
i ,  can be substituted by the torque-producing stator current component (is,,) an ( ) 4 )  

+ L ,  I-- -+- +o,,[L,l~s.T+L,(i,,+i,)l, (6.1-60) 
d i , ld t  can he expressed in terms of i,,,. The derivative di,,ldt can be obtain 
directly by differentiation of eqn (6.1-43). Under linear magnetic conditio where L: is the stator transient inductance, which in general varies with satura- 
this yields -(L,lL,)di,ldt, but under saturated conditions, owing to cros tion, L:=L,-LiIL,, and L,=L,,+ L,, L,.=L,,+L,,. Thus the stator voltage 
saturation, it must also depend on the direct-axis magnetizing current (i,,). equations are coupled, and extra coupling (cross-saturation coupling) exists as a 
required derivative can be most simply obtained by utilizing eqn (2.1-151) result of saturation. Under linear magnetic conditions (L,,=L,l,=L, and 
L,=L,,+L,, where L,, is the rotor leakage inductance, which is assumed to L , = O )  the stator voltage equations are coupled owing to the existence of the 
constant, and thus the rotor flux-linkage space phasor in the rotor-flux orien rotational voltages w,,L:i,,. and w,,[L,,i,,+L,(i,,+i,)1. 
reference frame is obtained as The stator equations can be decoupled in the same way as that used in Section 

- 4.1. Thus if an ideal drive is assumed, independent control of the stator currents 
1k~*~=Il?~1 =LrlTr*,+ I$,,,*,, i,, and i,, can he achieved by defining new voltages which directly control the 

where i,,, has been defined in eqn (6.1-71) and I$,*, has been defined stator current components. These new voltages can be defined as ir,,, and L?,~, and 
eqn (6.1-24). The quadrature-axis component of eqn (6.1-55) yields they are directly related to the stator currents is, and is,, respectively, 

where $,, has been defined by eqn (6.1-28). Equation (6.1-56) together wit L \ +p/ J 

eqn (6.1-35) can be used to obtain di , ldt  in terms of is,, i ,,,, and i,,. For thi 
purpose eqn (6.1-56) is differentiated, and thus (6.1-61) 

d i ,  d1bmy 
O=L,,-+- 

dt dt ' 

where d~k,,ldt has been given by eqn (6.1-35). Thus by substitution of eqn (6.1-3 
into eqn (6.1-57), p i - ( L i S + L )  (6.1-62) 

di,, here according to eqn (6.1-41) L,,=L,,+L,, and p=dldt. Thus the required 
dt dt 

(6.1-5 
dt ecoupling circuit will be relatively complicated. 

where L,>,= L,,+ L,, is the self-inductance OF the rotor along the quadrabre a for. voltage eq~mtiorzs: As for the stator voltage equations derived in the 
of the rotor-flux-oriented reference frame and L,, and L, have been defined ious section, the rotor voltage equations can also be expressed in terms of L,, 
eqns (6.1-36) and (6.1-38) respectively. It should be noted that because ch varies with the modulus of the magnetizing-current space phasor liml. For 
saturation, the self-inductance of the rotor winding along the direct axis (L purpose eqn (2.1-153) is used and it follows that in the rotor-flux-oriented 
differs from L,J,, and L,,=L,,+ L,,, where L,, has been defined in eqn (6.1- rence frame (o,=w,,), by also considering eqn (6.1-21) and L,=L,,+L,, 

When eqns (6.1-58) and (6.1-43) are substituted into eqns (6.1-39) and (6.1- here L,, is the rotor leakage inductance which is assumed to be constant and L, 
and eqn (6.1-41) is talcen into account, the magnetizing inductance which varies due to saturation, 

- 
17,,,=O=R,iry,+Lr,-+- dc*r + j ( ~ , , , - , ) ( L , ~ i ,  + )  (6.1-63) 

dt dl 

here $mu,, has been defined in eqn (6.1-24). Resolution of eqn (6.1-63) into its real- 
nd imaginary-axis components gives the following voltage equations, if it is 
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considered that in the rotor-flux-oriented reference frame the quadrature-axis rotor 
flux-linkage component is zero (and according to eqn (6.1-56) ~b,.=L,,i,~+ $,,=O), 

where d1/1,,1df and d~&,,ldt are given in eqns (6.1-29) and (6.1-30) respectively 
and I),, and $,, have been defined in eqns (6.1-27) and (6.1-28) respectively. In 
eqn (6.1-64) there is no term multiplied by (om,-or), since the quadrature-axis 
rotor flux-linkage component is zero. In eqn (6.1-65) the derivative term di,ldt, 
which has been given by eqn (6.1-50, is present. Thus by substitution of eqns 
(6.1-291, (6.1-30), (6.1-27), (6.1-28), and (6.1-43) into eqns (6.1-64) and (6.1-65): 

Lm . 
O =  -R,-I,, +(urn,-o,)(L,i,+L,i,,), (6.1-67) 

L, 

where L,=L,,+L,, L,=L,,+L,. In eqn (6.1-67) ~lr~~=(L,i,+L,i,,) and under 
linear magnetic cond~t~ons (L,,,=L,,=L,, L,?=O), eqns (6.1-66) and (6.1-67) 
yield eqns (4.1-25) and (4.1-26) respectively. Thls can be proved by substitution 
of $,,=l$r~=~mlim,l into eqn (6.1-67), where \im,l is the modulus of the rotor 
magnetizing-current space phasor, and by substitution of the expression for i, 
given by eqn (6.1-42) into eqn (6.1-66). Whilst the rotor voltage equations under 
linear magnetic conditions imply the decoupled control of the rotor flux and 
torque, by the independent control of i,, and i,, respectively, il follows from eqns 
(6.1-66) and (6.1-67) that under saturated conditions this is not the case. It follows 
from eqn (6.1-66) that if i,, is kept constant, as a result of the cross-saturation 
coupling a change in the torque-producing stator current (i,,,) will cause a change 
in the direct-axis rotor current i,, and thus the rotor flux level (which depends on 
the rotor currents also) will change. It should be noted that eqn (6.1-66) is much 
more complicated than eqn (6.1-18). However, whilst eqn (6.1-18) has been derived 
on the basis that the magnetizing inductance is a function of the modulus of the 
rotor magnetizing-current space phasor, which has only a direct-axis component 
in the rotor-flux-oriented reference frame, eqn (6.1-66) has been obtained on the 
basis that the magnetizing inductance is a function of the modulus of the 
magnetizing-current space phasor, which does have direct-axis and quadrature- 
axis components in the same reference frame. Furthermore, it should also he 
noted that eqn (6.1-66) cannot be obtained from eqn (4.1-25) by simply replacing 
the constant magnetizing inductance by the variable magnetizing inductance 
which is a function of the modulus of the magnetizing-current space phasor. 

Vector control of snloorh-air-gap rlmcl~ines 623 

For completeness, the rotor voltage equations are also given in the stationary 
reference frame. These can be most simply obtained by considering the real- and 
imaginary-axis components of eqn (6.1-63) and by utilizing the fact that wm,=O. 
Furthermore, in the stationary reference frame the rotor-current space phasor i; 
can be expressed in terms of its two-axis components as i;=i,,+ji,, and the 
two-axis components of the magnetizing flux-linkage space phasor are $,, and 
$,Qr which have been defined in eqns (6.1-46) and (6.1-47) respectively. Thus 

where d~h,,ldt and dlkmQldt are defined in eqns (6.1-48) and (6.1-49) respectively. 
Thus by the substitution of eqns (6.1-48) and (6.1-49) into eqns (5.1-68) and 
(6.1-691, the following rotor voltage equations are obtained for an induction 
machine when saturation of the main flux paths is present: 

where L,, =L,, +L,, and L, = L, + L  are the self-inductances of the rotor in 
mQ. the direct and quadrature axes of the statlonary reference frame and LC= L,,+Lm. 

As a result of saturation these are not equal, but under linear magnetic conditions 
L,,=L,,=L,. In eqns (6.1-70) and (6.1-71) the effects of cross-saturation are also 
present and under saturated conditions in, say, the direct-axis rotor winding, a 
change in the quadrature-axis stator current will induce a transformer e.m.f. 
(LDQdiSQldt) in the direct-axis rotor winding. 

If eqns (6.1-70) and (6.1-71) are combined with eqns (6.1-53) and (6.1-54), the 
stationary-axis model of a saturated smooth-air-gap machine is obtained as: 

%D 

l13Q 
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(6.1-72) 
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When eqn (6.1-72) is compared with eqn (2.1-123). which describes the linear 
model, it follows that as a result of saturation, all the inductance terms are 
modified and there will be 16 inductance terms in the impedance matrix of the 
saturated commutator model. Furthermore, in the saturated model tlie self- 
inductances of both the stator windings and the rotor windings are unequal, the 
magnetizing inductances along tlie two axes are unequal, and all the windings in 
space quadrature are coupled owing to cross-saturation. The cross-saturation 
coupling terms are present in tlie transformer e.m.f.s. It is important to note that 
in eqn (6.1-72) only w,L,i,,+w,L,i, and -(o,L,i,,+w,L,i,,) are rotational 
voltage components which correspond to w,~),, and -o>//,, respectively. Thus 
under saturated conditions there will be no cross-saturation or other extra terms 
present in tlie expression for the electromagnetic torque as compared witli the 
expression valid under linear magnetic conditions. 

6.1.2 MAGNETIZING FLUX-ORIENTED CONTROL 

I 

I 
magnetizing-flux-oriented reference frame [they have been defined in eqns (4.3-3) 
and (4.3-4)]. lr,,=17,e-'1r~~~ is the space phasor or tlie stator voltages in tlie same 
reference frame, where 17, is the space phasor of the stator voltages in the 
stationary reference frame. Resolution of eqn (6.1-73) into its direct- and quadra- / ture-axis components yields 

I 

! 
Under linear magnetic conditions, the magnetizing inductance is constant and 

eqns (6.1-75) and (6.1-76) yield eqns (4.3-10) and (4.3-11) respectively. However, 
under saturated conditions when L,, 1s a function of Ii,I, the derivative term, 
dldt(L,Ii,I) #L,,dli,lldt, which 1s the magnetizing voltage and 1s equal to the rate 

/ of change of the magnetizing flux-linkage space pliasor, can be expressed as 

In this section the effects of main-Hux saturation are discussed for the equa- 
tions of the saturated s~ngle-cage induction machme which have to be used if 
magnetizing-flux-oriented control is employed. For this purpose, the stator and 
rotor voltage equations are formulated in the magnetiz~ng-Aux-oriented reference 
frame. It wlll be shown that relatively simple equations anse, slnce in this 
reference frame, because the magnetizing flux-lmltage space pliasor has only one 
component, the eRects of cross-saturation will be absent. 

6.1.2.1 Stator voltage equations 

It follows from cqns (2.1-148) and (2.1-150) tliat in the magnetizing-flux-oriented 
reference frame, which rotates at tlie speed o,,=dp,,ldt, where p, is tlie angle of 
the magnetizing-current space phasor with respect to the real axis of the sta- 
tionary reference frame (see Fig. 6.2 or Section 4.3.1), by considering that the 
self-inductance of tlie stator (L,) is equal to the sum of tlie stator leakage induc- 
tance (L,,) and the magnetizing inductance (L,), which varies due to saturation, 
the space-pliasor voltage equation of the stator can be put into the form: 

wliere L,, is assumed to be constant and [&,,l is the magnetizing-current space 
phasor in the rotor-Hux-oriented reference frame, 

~i,,~=li,~=~,+i,,=i~~+jiss+~irs+~irJ.~, (6.1-74) 

where li,l is the modulus of the magnetizing-current space phasor in the 
stationary reference frame. In eqn (6.1-73) in general L, is a non-linear function 
of the modulus of the magnetizing-current space phasor and in eqn (6.1-74) is, 
and i,, are the space phasors of the stator and rotor current respectively in the 

where L, is a dynamic inducta~ice (also used in tlie previous section), ~,=dl$,ll 
dli,/, wliere IILI is tlie modulus of the magnetizing flux-linkage space phasor in 
the stationary reference frame (and is equal to Ii$,,,,,I, which is tlie modulus of the 
magnetizing flux-linkage space pliasor in the magnetizing-flux-oriented reference 
frame). Substitution of eqn (6.1-77) into eqn (6.1-75) and rearrangement of the 
resulting equation, together witli tlie rearranged form of eqn (6.1-76), yields 

di9.r lk, 
m rl $1, 

L* dli"J T - + j  =-+o T i 
'"It "' R ,  R, dl 

wliere T,,=L,,IR, is the stator leakage time constant. Under linear magnetic 
conditions L,=constant, L,=L, and eqns (6.1-78) and (6.1-79) agree with 
eqns (4.3-9) and (4.3-10) respectively. However, it follows rrom eqns (6.1-78) and 
(6.1-79) that when tlie effects of main-flux saturation are also considered, the 
stator voltage equations are very similar to those obtained under linear magnetic 
conditions, but in tlie direct-axis voltage equation the magnetizing inductance is 
replaced by the dynamic inductance and of course in the quadrature-axis voltage 
equation, instead of the constant magnetizing inductance, tlie variable mag- 
netizing inductance bas to be used. The simple forms of the equations are due to 
the fact tliat the magnetizing-current space phasor has only one component in the 
magnelizing-flux-oriented reference frame and therefore there cannot be any 
terms due to cross-saturation, However, tlie stator equations are still coupled and 
the required decoupling circuits can be obtained in a way similar to that described 
in Section 4.3.2. When the machine is supplied by impressed stator currents, only 



the rotor voltage equations have to be considered, and these are described in the 
next section. 

6.1.2.2 Rotor voltage equations 

From eqn (2.1-153), which is the rotor-voltage space phasor in the general 
reference frame, it follows that in the magnetizing-Am-oriented reFerence frame, 
which rotates at the speed w,, when the effects of main-flux saturation are 
considered with L,= L,, + L,, where L,, is the rotor leakage inductance and L, is 
the magnetizing inductance which changes with saturation, Lm=L,(IimI), the 
following rotor voltage equation for the induction machine is obtained: 

where iiml is defined in eqn (6.1-74). Owing to saturation of the main flux paths, 
in eqn (6.1-80) dldt(L,IimI)#L,dlimlldt but is given by eqn (6.1-77). Thus by the 
substitution of eqli (6.1-77) into eqn (6.1-80), 

However, the space phasor of the rotor currents can be written in terms of the 
space phasors of the stator currents and the magnetizing current and it follows 
from eqn (6.1-74) that irm=liml-is, and, when this expression is substituted into 
eqn (6.1-81), 

dli,l di,,, 0 R i m - i m + L +  L - L -  + w m - i m -  (6.1-82) 
dl dt 

This equation is very similar to eqn (4.3-17) (which holds under linear magnetic 
conditions and it should be noted that iiml=li,,l), but whilst in eqn (4.3-17) 
the derivative of the modulus of the magnetizing-current space phasor is multi- 
plied by the rotor self-inductance (L,=L,,+L,), in eqn (6.1-82) dJim(ldt is 
multiplied by the inductance (L,,+L,) and under saturated conditions this 
varies and is smaller than L,,+L,. Thus the resolution of eqn (6.1-82) into its 
direct- and quadrature-axis components in the magnetizing-Am-oriented refer- 
ence frame gives 
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Under linear magnetic conditions L,=L,=constant and eqns (6.1-83) and 
(6.1-84) yield eqns (4.3-18) and (4.3-19) respectively. It follows from eqns (6.1-83) 
and (6.1-84) that there is unwanted coupling between these equations and /i,l is 
also a function of is, (it depends on all the currents of the machine). The required 
decoupling circuit can be obtained by utilizing a method which is similar to the 
one described in Section 4.3.3. 

6.1.3 STATOR-FLUX-ORIENTED CONTROL 

In this section the stator and rotor voltage equations of the saturated single-cage 
induction machine are formulated in the stator-flux-oriented reference frame, 
which rotates at the speed w,,, and the effects of main-flux saturation are 
considered. 

6.1.3.1 Stator voltage equations 

It follows from eqns (2.1-148) and (2.1-150) that, by considering w,=wm, 

where and i,,, are the space phasors of the stator voltages and stator currents 
respectively and have been defined in eqns (4.1-180) and (4.1-175) respectively, and 

is the space phasor of the stator flux linkages in the stator-flux-oriented reference 
frame (1//,,=0). In eqn (6.1-86) IT,,, is the modulus of the stator magnetizing- 
current space phasor and it is related to the space phasor of the stator and rotor 
currents in the stator-flux-oriented reference frame as given by eqn (4.2-9). 
Substitution of eqn (6.1-86) into eqn (6.1-85) yields 

Under linear magnetic conditions L,=constant and eqn (6.1-87) agrees with 
eqn (4.2-10). However, under saturated conditions, when the magnet~zing induct- 
ance is changing and is a non-linear function of Jim,/, 

di,, . T = - + k - w  i 
d(L,limsl) - ---=L&L!!~, dl&/ dlimsl dli I 

I, 3y dt ' 
(6.1-88) 

" dt T,, dl dlim,l dt 

T di,, I,,, In eqn (6.1-88) Ld' is a dynamic inductance, L ~ ' = ~ J $ ~ J I ~ J ~ , , J ,  and substitution of 
ws(~im~<-isx)=T+&, eqn (6.1-88) into eqn (6.1-87) yields 

where the various rotor time constants are defmed as T=(L,,+L,)IR,, d(limSl) . &*,= R,i,,,+ Ld' - 
dt + ~ ~ . . L ~ l i ~ ~ l .  (6.1-89) 

(L,, + Lm)IR,, and T,,= L,,IR,, and w,, is the angular slip Frequency, w,, = wm - 



This equation is very similar to eqn (4.2-lo), which holds under linear magnetic where i,, and i,, are the magnetizing current components along the direct and 
conditions, but instead of the constant L, now Ld' is present in the stator voltage quadrature axes of the stator-flux-oriented reference frame, i,,=i,,+i,,, i,,,= 
equation. Thus the resolution of eqn (6.1-89) into its direct- and quadrature-axis ;,,,+i,,,, L,, is the magnetizing inductance in the direct-axis, 
cdmponents yields 

-3 . 
L,,,=Ldcos2(p,-p,)+L,sin'(p,-p,), (6.1-94) 

(6.1-90) and L , ,  is the cross-coupling inductance between the direct and quadrature axes 
of the stator-flux-oriented reference frame. 

which are similar to eqns (4.2-11) and (4.2-12), which hold under linear magnetic In eqns (6.1-94) and (6.1-95) Ld is a dynamic inductance, ~,=dlii;,l/dli,/, where 
conditions. Equations (6.1-90) and (6.1-91) contain unwanted coupling terms a lqm1 and li,] are the moduli of the magnetizing flux-linkage and magnetizing- 
these can be removed by the application of the suitable decoupling circuit. It shoul current space phasors respectively. Substitution of eqn (6.1-93) into eqn (6.1-92) 

be noted that cross-saturation coupling terms are not present in eqns (6.1-90) an gives tlie direct-axis voltage equation and it follows that under saturated condi- 
(6.1-91) since in the stator-flux-oriented reference frame tlie stator magnetizi 'ons this contains cross-saturation coupling terms. 
current space phasor contains only a direct-axis component (the quadrat A similar derivation could be performed for the quadrature-axis stator voltage 
component is zero) and tlie magnetizing inductance has been expressed in equation. However, it should be noted that both the direct- and quadrature-axis 
the stator magnetizing-current space phasor. However, it is also possible to stator equations contain derivatives of the rotor currents (di,ldr,di,,Jdt) and, 

late the equations in the stator-flux-oriented reference frame, by expressing t according to eqn (4.2-2), the rotor currents are related to the stator currents as 
magnetizing inductance in terms of the modulus of the magnetizing-current sp' L 
phasor. In this case, under saturated conditions, the resulting equations will conta i =IT ,J 1-i -2 (6.1-96) '" L, 
tlie cross-saturation coupling terms as well, similarly to the equations describe 
Section 6.1.1, since these will contain the rate of change of the magneti L i =-; 1. 
flux-linkage space phasor expressed in the spator-flux-oriented reference fr '1' YY 

(6.1-97) 
L, (q,,,,,), and $,,,*5 is not coaxial with the stator-flux-oriented reference frame. Full 

details of this will not be given here, since tlie approach is very similar to that use 
in Section 6.1.1, but a cursory derivation of the equations will be given. .3.2 Rotor voltage equations 

The magnetizing flux-linkage space phasor expressed in the stator-flux-oriente 
reference frame can be defined in a similar way to the flux-linkage space ph e rotor voltage equations of the saturated induction machine in the stalor-flux- 
given by eqn (6.1-24) and thus nented reference frame can be obtained by considering the general form of the 

~ , ~ ~ = ~ ~ i , ~ , ~ = L ~ ~ i , ~ e ~ ' ~ ~ ~ ~ ' ~ ~ = t / , ~ + j ~ ~ ~ , ,  tor voltage equation, eqn (2.1-186). Tliese equations can be used for the various 
ementations of stator-flux-oriented control of the saturated induction machine 

where 11, is the angle of the magnetizing flux-linkage space phasor with res impressed stator currents. The same method is followed as in Section 4.2.3, 
to the direct axis of the stationary reference frame and p5 is the angle of the st it is assumed that the magnetizing inductance varies with saturation. Thus by 
magnetizing-current space phasor with respect to the real-axis of the station g tbe same method as for the derivation of eqn (4.2-IS), the following rotor- 
reference frame (see, for example, Fig. 2.17). It follows from the resolu ' age space-phasor equation is obtained in the stator-flux-oriented reference frame: 
eqns (6.1-85) and (6.1-86) into their real- and imaginary-axis components 1 
utilizing I$,, = 0 and I/,, = L,,i,,+ I/,,, d(L,(i,,O d[(L:L,JL,)cb,I 

o=R,[I~msl-(Ls~Lm)~g,,I + dt - 
d11G"~ dr 

L ~ ~ ~ = R ~ ~ ~ ~ + L ~ ~ - + - ,  
dl dt +J%I[L~IG?~I - (L~Lr/L,")C~,s], (6.1-98) 

where, as in eqn (6.1-34), tlie rate of cliange of the direct-axis component o f t  
magnetizing flux-linkage space phasor in tlie stator-flux-oriented reference fr 
can be expressed as = u),, - 0, (6.1-99) 

d$m.r -- dimr dim,. e angular slip frequency. In eqn (6.1-98) there are two derivative terms which 
dt -L~s-+Lx,-, dt dt ain the variable magnetizing inductance (which is a function of the modulus 



of the stator maenetizine-current s ~ a c e  phasor, li,.l) and these can be expanded and - - 
by the application of the chain differentiation rul 
expanded as 

where ~ ~ ' = d l $ ~ ; , l l d l i ~ , ~  is a dynamic inductance, (&J and /i,,l are the moduli o f t  Lr  
stator flux-linkage space phasor and stator magnetizing-current space phasor 
respectively and under linear magnetic conditions L"=Lm. Also L,, is the leakage B=- LSIL,I (6.1-108) 
inductance of the rotor. The second term of eqn (6.1-98) can be expanded L,L:L, 
follows, if it is considered that the stator transient inductance can be expressed and L:=L,-LiIL,, L,=L,,+L, depend on the magnetizing inductance, which 
L:= L,- LiIL,: varies with saturation. Under linear magnetic conditions. eons (5.1-106) and - . .  . 

d[(L:LrlL,)i5,.1 di,,, d(L,L,/L,-L,) 
(6.1-107) yield eqns (4.2-17) and (4.2-18) respectively, since L"=L,=constant. 

+ is,s dt L, dt 
For stator-flux-oriented control of the saturated induction machine with im- 
pressed stator currents eqns (6.1-106) and (6.1-107) have to be considered. 

The chain differentiation rule can be applied to the second term on t owever, there is unwanted coupling between the torque-producing stator current 
right-hand side of eqn (6.1-101), since it is a function of L, which varies w omponent (i,,,) and the stator magnetizing-current component (i,,). This coupling 
saturation, and finally eqn (6.1-101) will take the following form: can he removed by the application of a suitable decoupling circuit. This can be 

erived in a similar way to the decoupling circuit described in Section 4.2.3. 
d[(L:Lr/L,)~5,,l - L:Lr dc,, - LSiLri In the equations derived above the magnetizing inductance has been assumed to 

dt L, dt ' s @ s X  dt 3 e a non-linear function of the modulus of the stator magnetizing-current space 
phasor and the rotor voltage equations liave been obtained in the stator-flux- 

where L,, is the leakage inductance of the stator. In eqn (6.1.102) the derivati oriented reference frame. Since the stator magnetizing space phasor has only a 
dLmldt is present; under linear magnetic conditions this is zero, hut when t direct-axis component in this reference frame, no cross-saturation terms appear in 
magnetizing inductance changes with saturation, then as in eqn (6.1-5) the equations. However, if the magnetizing inductance is expressed in terms of the - - 

dL, L"- L, d(i,,,/ odulus of the magnetizing-current space phasor and the rotor voltage equations 
-=-- 
dt i s  dl ' re expressed in the stator-flux-oriented rererence frame, under saturated conditions 

s-saturation terms will be present in the equations, since tlie magnetizing- 
Thus by substitution of eqn (6.1-103) into eqn (6.1-1021, ent space phasor is not coaxial with the direct axis of the reference frame, and 

s there is magnetization of both axes which will result in cross-saturation 
d[(L:L,IL,)is,,I -L:L, dG,, <,, (L ,, -L,) L 2 L - dlim,l former e.m.f.s under saturated conditions. The derivation of the resulting rotor 

dt Lm dt lirn51 L:, dt ge equations is similar to the derivation of eqns (6.1-66) and (6.1-67) and thus 

is obtained, and substitution of eqns (6.1-104) and (6.1-100) into eqn (6.1-98) I l not he discussed in detail. However, like eqn (6.1-63), the space-phasor 

the final form of the space-phasor form of the rotor voltage equation: ltage equation in the stator-flux-oriented reference frame can be expressed as 

and resolution into real- and imaginary-axis components yields 

- 
dl,,, I~,,,=O=R,I,~,,+L,,-+- dt d l m * s + j , - r l , s + m ,  dt (6.1-109) 

re the magnetizing flux-linkage space phasor in the stator-flux-oriented 
rence frame has been defined in the previous section as 

- 
~/~,~,=L~~,,,=L,li.,le"~'~~-~'~'=~&,,+ji~,,. 

olution of eqn (6.1-109) into its real- and imaginary-axis components 
s the following equations, if it is considered that in the stator-flux-oriented 
rence frame the quadrature-axis stator flux-linkage component is zero 
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schemes which give maximum torquelampere in the whole speed range. For this 
purpose, it is possible to implement various control strategies. 

din dlbmx In a vector-controlled induction motor drive with rotor-flux-oriented control, 
O=R,i,x+L,,-+--(wm,-~r)(L,lirl.-L,li,J.) (6.1-110) dt dt above base speed in the field-weakening range, the conventional techniaue is to - - 

vary the modulus of the reference va1u;of the rotor flux-linkage space vector in 
di,. ~ I / J , ~  inverse proportion to the rotor speed. However, in this case maximum torque is 

0=R,i,,+Lr,-+-+(w,,-w,)(L,,i,+~/J,,), 
dt dt not achieved in the field-weakening range. The conventional scheme is the first 

one to be described below. This is followed by discussing an improved technique. 
ivhere, by considering eqn (6.1-93), which is repeated here for convenience, However this does not provide maximum torque in the field-weakening region, 

since it assumes that the rotor flux linkage is $,,=L,i,, and thus it follows by 
d$mx dim, dim,, dr =L,,-+L,,.-, using eqn (2.1-191) that the electromagnetic torque is t,=(3/2)P(L~l~,)i,j,,,, and 

dt dt by ignoring the effects of magnetic saturation, maximum torque is obtained bv 
maximizing the product i,,i,,,. 

and, as for eqn (6.1-35), the rate of change of the quadrature-axis magnetiz' A third technique is also described below, where the effects of magnetic 
flux linkage component can be expressed as saturation are ignored but it is considered that the direct-axis rotor flux linkaee - -~~ w ~ 

dC'/,,, - dim,, 
uring field weakening obeys eqn (4.1-25), thus by also considering eqn (4.1-22), 

dim, --L,,,-+Ls,,-. (6.1-1 
d 1 df dt 

,,= L,i,,l(l +pT,) is used in the field-weakening technique. This yieIds greatly 
proved torque capability. This follows from the Fact that in this way an 

In these equations L,, and L,,, are the magnetizing inductances along t increased direct-axis rotor flux linkage is obtained, I/I~~= L,iS,+Ai/~, and thus 

direct (s) and auadrature (I)) axes respectively in the stator-flux-oriented referen the torque is increased to 
. . . . 

frame. The inductance L,,, has been defined by eqn (5.1-94) and L,, can b 
defined in a similar way to eqn (5.1-37) and therefore 

~,,=L,sin'(~,-p,)+L,cos'(}c,-p,). In the last part of the present section, the effects of magnetic saturation on the 

In eqns (6.1-112) and (6.1-113) L , ,  is the cross-coupling inductance between t f a n  induction motor in the field-weakening range are consider- 

s and J, axes, and it bas been given in eqn (6.1-95). Substitution of eqns (6.1-1 alysis is presented on the basis of combining the voltage and 

and (6.1-113) into eqns (6.1-110) and (6.1-111) yields the rotor voltage equations t limit curves and a modified rotor-flux-oriented control scheme is discussed 

the stator-flux-oriented reference frame, and the effects of main-flux can be used in a wide speed range. 

also incorporated in these. They will contain the cross-saturation te 
agreement with the discussion presented above. The rotor voltage equations 4.1 Conventional field-weakening technique 
obtained can be used for the implementation of stator-flux-oriented control o 
induction machine supplied by impressed stator currents, in a similar w inverter imposes limits on the maximum stator voltage and stator current. 
described in Section 4.2.3. It follows from eqns (6.1-941, (6.1-1141, maximum stator voltage U,,,, is determined by the available d.c. link voltage 
that under linear magnetic conditions when L,=L,, L,,=L,,,=L, and L,, the PWM strategy, and. the following expression must hold: 
and thus by also considering eqns (6.1-96) and (6.1-97), it can be shown that 
rotor voltage equations yield eqns (4.2-17) and (4.2-18). U& + U:,, < U&,, . (6.1-115) 

n (6.1-115) the direct- and quadrature-axis stator voltages U,,, U,, can be 

6.1.4 M A X I M U M  TORQUE CONTROL I N  TI-IE FIELD-WEAKENIN essed in terms of the stator currents by considering eqns (4.1-7). (4.1-8), and 

RANGE the fact that in the steady-state all the derivatives are zero: 

In a torque-controlled induction motor drive, the maximum output torque U~=Rs13x-w,,L~15,. (6.1-116) 
output power also depend on the inverter current rating and the 
voltage which the inverter can supply to the machine. Thus con (6.1-117) 
limited voltage and current capabilities, it is useful to consider tho 



F~~ high speeds, the ohmic voltage drops can be neglected in eqns (6.1-116) a SQ 

(6.1-1171, thus 
,.Valtsge-limited ellipse. o, 

Us,= -O,,L:I,~, 
e-limited ellipse, m1 > 0, 

" -  I usy= Om,[f ll/lA +Lklsx Current-limited circle 

with the conventional approach, \$J=L,I,, and eqn (6.1-119) is simpfified t 
u,,.=~,J,L~,. T ~ U S  it follows by substitution of the expressions for Us, and U 
into eqn (6.1-115) that the limit for the steady-state stator currents is obtained a sD 

~ ~ , " , L ~ I ~ ~ ~ ~ + ( O , , L ~ I ~ ~ ~ ~ G ~ ~ ~ ~ ~ .  

~t follows from eqn (6.1-120) that the locus of the stator-current space vector 
ellipse, which can also he expressed as follows: 

(15x/~r)z+ (Is,./b)zG U:mAx, 

a and b are the minor and major axes of the ellipse respecti 
rig. 6.4. Voltage and current limits in the i i e ~ d - w ~ ~ l i e n i ~ g  region, 

n= u ,,,,,, b = U  ,,,, I(w,,L:) and om, is the stator angular frecluenc 
follows that for different speeds, different ellipses are obtained and for 

(for a given stator voltage), smaller ellipses are obtained (since 0 

hecome smaller). However, the maximum stator current, I,,,,, is also limite anti-clockwise direction (e.g. from point B to point A in Fig. 6.4). ~f the stator- 

the inverter current rating and the thermal rating of the induction motor. TI1 current space vector for a given frequency (speed) is inside the ellipse corresponding 

the modulus of the stator-current space Vector must also Satisfy 0 that frequency ( e . ~ .  inside the ellipse corresponding to w, at point B), field. 
eakening operation can be maintained. However, as discussed above, at larger 

I:r+ I:l. < equencies tile ellipses become smaller (e.g. this is shown in Fig. 6.4 as the ellipse 

which is the expression of a circle, and it follows that the stator-current angular frequency wz), and a point is reached (point A in Fig. 6.4) where the 
tO~-CUrrent space vector is at a position where the corresponding ellipse and circle vector must stay inside the circle nrhose radius is I,,,,. Figure 6.4 shows the 
ersect. At point A the inverter is saturated completely (maximum inverter voltage (current-limited circle) and also various ellipses (voltage-limited ellipses), c 
reactled) and there is no voltage margin to regulate the stator current. Operation sponding to dilTerent stator frequencies (rotor speeds). 

When the conventional tecllnique of field weakening is used, it is assume higher speeds requires that the stator-current space vector remains 0" the ellipse, 

the direct-axis rotor flux linkage in the rotor-flux-oriented reference 
(1,)$,1=$,,) is expressed as I/I,,=L,~,, and i,,,,, is reduced in inverse proport1 .4.2 Field-weakening techniques yielding improved and maximal torque 
the rotor speed; thus 

I,,,,,, echniques are described below, but the effects of magnetic saturation are 
I,,,,,= - *, ted. Technique A gives improved torque capability, in contrast to the con- 

rial field-weakening approach, discussed in the previous section, but the 
(where I ~ ~ ~ , ~ ~  is the direct-axis flux producing stator current, which produce ication of technique B gives higher torque in the field-weakening range, 
rotor flm and U, is the p.u. rotor speed, which at the transition from the 
torque region to the constant power region is unity and above base speed Illli~lle A: Field rl~enlcer~ir~gj~ielrlb~g i~llprnved torque cnpnbi/itJ, 
than 1). In this case the reference value of the quadrature-axis Stator curren 

1 s,.re, =(1:mdx-I:xre~)1'2. the maximum vahe.5 of the Stator voltage and current are specified, the 
ency at which field weakening is started is not an independent variable, ~t 

11 follows that when the rotor 5m is reduced in inverse proportion to the he obtained by considering eqns (6.1-121), (6.1-123), and (6.1-124). ~t follows 
speed, the reference stator-current space vector rotates along a circle in t it is a function of the maximum stator voltage, maximum stator current, 



direct-axis rated current, and the inductances L, and L:: X and I, is the initial time. Thus the electromagnet~c torque is increased to 

cob= Urmrll[(L:I.rmtc11)2 + L:'(I~,, ,-I~,, , ,~)I~~~. (6.1-125) 

In the constant output-power region part of the field weakening, the maximum 
torque is obtained [Kim et al. 19931 if the stator currents are chosen by combining 
the equations describing the voltage and current limits, eqn (6.1-120) and 
(6.1-122), and using the equality s~gn: 

I ,,,,, = (I:",,,-I: r,,, )'I2. 

It should be noted that the physical reasons for using both voltage- and current- 
limiting conditions are also discussed in Section 6.1.4.3. 

The upper part of the field-weakening r~mge (constant speed x power range 
starts at w, ,  

L$+ L:' 112 us,,, 
mi=-[- I,,,, 7Lk7L: ] 

and optimum torque is obtained by considering the voltage limit only (see 
physical reasons for this in Section 6.1.4.3). Thus the optimal stator currents are 
selected by considering eqn (6.1-121) and f,=(3/2)P(L~lL,)i3j,,,. Thus 

where w,,= L,i,,. 
The stator currents required to produce maximum torque in the first part of the 

field-weakening range (constant output-power range) are obtained similarly to the 
method described above with technique A. Thus first eqns (6.1-116), and (6.1-117) 
are used, hut eqn (6.1-132) is substituted into eqn (6.1-117) and then the resulting 
equations are used together with the equations describing the voltage and current 
limits, eqns (6.1-115) and (6.1-122). It follows that the resulting expression for I,,,,, 
is also a function of (L,IL,)A$,, during a sampling interval. This can be 
approximated by c=(LmIL,)[~//,,(t,)-L,i,,(t,)], where r, is the time at the 
beginning of each sampling period. Thus finally 

are obtained. It can be seen that if the extra rotor flux linkage component (At//,) 
is neglected, then eqn (6.1-135) simplifies to eqn (6.1-126). 

Similarly to that described above for technique A, in the second part (high- 
speed part) of the flux-weakening region, where the speed x power is constant, the 
stator currents which are required to produce maxlmal torque are obtained by 
considering the voltage-limit condition only, eqn (6.1-113, but not the current- 
limit condition. By using eqns (6.1-115) and (6.1-133), the electromagnetic torque 
can be expressed as 

Techrlique B: hIflxinlrrm rorqtre cupflbiiit), 3 Lm 
re=-P-[(U ,,,, lo,,)'-(L,I, ,,, ,+c)'(L,i ,,,,, +AI// , , )~~~' ,  (6.1-137) 

2 LLL, 
It has been discussed in the introduction to the present section that it is possib 
to obtain higher torque in the field-weakening range if it is considered that t d the stator currents required to produce maximum torque can be obtained by 
direct-axis rotor flux linkage during field weakening obeys eqn (4.1-25); thus, rforming the differentiation of dt,ldi,,,,,=O. 
also considering eqn (4.1-221, 

L,i,, .1.4.3 Control of a saturated motor over a wide range of field weakening 
l//rx =- 

~ + T , P  ontrast to the previous two sections, in the present section the effects of 

is used in the field-weakening technique, where p=dldt and T ,  is the rotor t tic saturation are also considered in a drive employing rotor-flux-oriented 

constant. This yields greatly improved torque capability. This follows from th I. It has been shown (Grotstollen and Wiesing 1995) that when maximum 

that by solving eqn (6.1-131), an increased direct-axis rotor flux linkage is ohta ue and power are required over a wide range of field weakening, satisfactory 
ts can only be achieved by considering magnetic saturation. For this purpose 

l//rx=Lmisx+A~//rx3 aturated magnetizing inductance has to he utilized [Grotstollen and Wiesing 
where 
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where the various constants are obtained by curve fitting using the measured 
magnetizing curve of the machine. It is interesting to note that this contains a 
second exponential term to model the increasing slope of the magnetizing curve 
at low currents, which causes the first, almost h e a r ,  part of the magnetizing CUNe 
to be olfset from the origin. It has been found [Grotstollen and Wiesing 19951 that 
this is important for modelling saturation at very high speed (where the rotor flux 
becomes small). 

By considering eqn (2.1-191) the electromagnetic torque can be expressed a 

Voltage-limit curve at speed wa 

Voltage-limit curve at speed Ws (ws > w,,) 

7 
\,,~urrent-limit curve (lor any spccd) 

3 L m - .  
te= 7 p - llbrIlsp. - =, 

- 
. Voltage-limit curve at speed wc (wc > wn) 

where l$pl=L,i,, and Lm=Lm(Iim,I). The modulus of the magnetizing-curre Valtsgc-limit curve at speed wn (wo > we) 

space vector can be expressed as Fig. 6.5. Current and voltage limit curves. 

[inJ [i~,Lrll(Lrl+L,)12}t12. 

This last expression follows from the fact that in the rotor-flux-oriented refere curve' shown in Fig. 6.5. The error which would result by neglecting magnetic 
frame the magnetizing-current space vector can be expressed as i ,=i;+t,  
. .. saturation also depends on the current limit. The area under the current limit 
I,,+JI,, where i;=i,,+ji,,, and irr=i,+ji , ,  thus curve in Fig. 6.5 (in which the permitted current is not exceeded) is called the 

~ i m ~ 2 = i ~ x + i ~ J , = i ~ x + ( i s J , + i , J , ) 2 ,  permitted operating area. 
As a second step, the torque-rotor flux curve is obtained if only the voltage 

if i,,=i,, is assumed. However, since tb,,,=O=Lj , , ,  thus i,,= -Lmi,,IL, a 't is considered, e.g. when ~i,~+ri~,=ti,,,,,=const. By considering the direct- 
therefore quadrature-axis stator voltage equations in the steadv-state. eons (6.1-116) . .  . 

and (6.1-1171, the rotor flux-linkage space-vector modulu; and electromagnetic 
torque can he computed when the maximum stator voltaee is a~olied. Thus it is - L L  

which gives eqn (6.1-140). ssible to plot the torque-rotor flux characteristics for dilferent (constant) values 
The erects of combining the voltage- and current-limiting constraints the rotor speed. These curves are also shown in Fig. 6.5, and they are called 

be discussed, and the variation of the electromagnetic torque as a function of voltage-limit curves. It can be seen that in Fig. 6.5 four voltage-limit curves 
modulus of the rotor flux-linkaee mace vector will be obtained. The variation shown, corresponding to four dilferent speed values, where the sueed values 

~ ~ - .  
electromagnetic torque with the rotor flux-linkage modulus is considered since ge from the small speed value (a,) to the very high speed value (a,). The peak 
the drive scheme employing rotor-flux-oriented control, the rotor flu each voltage limit curve gives the maximum torque Tor the given speed without 
modulus is a reference value used, and accurate setting of this is re nsidering the current limitation. As expected, this torque is almost identical to 

achieve optimum torque. conventional maximum torque of a line-fed induction motor (computed for 

First only the current limit is considered, i~x+i;',,=i,,,=const. (second stant stator frequency). The voltage-limit curves mark the upper border of 

the flux-weakening region discussed in the previous section), and if 11Ll= possible operating region, which the drive cannot exceed due to limitation of 
used (the magnetizing inductance varies), then the electromagnetic tor inverter voltage. The possible operating region is further decreased when the 

rotor flux-linkage vector-modulus curve (current limit curve) can be de 
by using eqn (6.1-139) together with eqns (6.1-138) and (6.1-140). This e capability of the induction motor can be determined by 
also shown in Fig. 6.5, and this curve does not depend on the speed. It age and current limits simultaneously. For this purpose the 
important to note that this curve is totally dilferent from the one which ge and current-limit curves are combined (and these curves have been 
obtained by neglecting magnetic saturation. The area under the cor ring a saturated machine model). This is why the voltage and 
curve which could be obtained by using an unsaturated machine nt curves have been plotted in the same diagram in Fig. 6.5. For each speed 
much larger than the area under the curve shown in Fig. 6.5, which u e, the area in which operation is permitted and also the point in this area 

saturated machine model. Furthermore, the maximum torque obtain re the torque is maximum can be identified. Thus the maximum torque (T,,,,) 
'unsaturated curve' is also much larger than that obtained from the ' the corresponding rotor flux-linkage modulus (I/,,,,) can be determined. 



It follows from Fig. 6.5 tliat at low speeds, e.g. at speed o, (up to base speed 
the current-limit curve (or at least its peak value) is located below the 
curve. Since the permitted operating area cannot be exceeded, the 
current-limit curve determines the maximum torque. It follows tha 
torque does not depend on the actual rotor speed and is achiev 
machine is operated with constant rotor Rux ($,,,,=const.), wlii 
flux. At speed o,, the corresponding voltage-limit curve intersects t 
current-limit curve at point A, this is the border of the basic (low 
and until this point the rotor flux is constant. This is where the lower fl 
wealtening region starts (medium-speed region), and lasts until o,, and above 
is the high-speed region. 

At medium speeds, e.g. at o,, the intersection of the voltage-li 
the current-limit curve is at point B. However, now the peak of th 
curve is  located outside the possible operating region, and cannot be 
Thus the maximum torque which is pemiitted and is possible at spe Fig, 6.6, schematic ,,f drive scheme with modified rotor-flux-oriented control. 

achieved when the drive is operated at the intersection or both liniitin 
where the voltage and also the current are maximal and where as a conseque ~h~ speed controller is adapted to the variations of the rotor flux. The input to 
maximal apparent power is applied to the motor. When the speed varies, the po flux controller is l/l,,mr - I/,, and Q,,.,is obtained on the output of a voltage con- 
of maximum electromagnetic torque shifts on the current-limit curve and A [Grotstollen and Wiesing 19951. The input to the voltage controller is 
weakening has to be applied when the speed is increased (I/~,,,,<I/I,~,~~). A simp 
control technique to reach maximum torque regardless of rotor speed i 
maximum stator currents to the motor, with as much flux-generating direct 
component as allowed by the limited voltage. It is an important advantage of 
control technique that it does not depend on any machine parameter or 
value of the maximum inverter voltage or the rotor flux. 

The upper border of the lower (Erst) flux-weakening region is reached at varying the flux in the Bux-weakening region. 
w,, where the peak of the voltage-limit curve reaches the current-limit c 
(point C in Fig. 6.5). At higher speeds (w,>w,), the peak of th ,2 vector control of salient-pole machines by considering the 
curve (or even the entire voltage-limit curve) is located belo 
limit curve. Thus maximum electromagnetic torque is determined by t ffects of main-flux saturation 
limit only and it appears at the peak of the voltage-limit curve. It should 
that this physical property has also been used in Section 6.1.4.2 Tor the d 
of eqns (6.1-129) and (6.1-130). It follows that the control strate 
changed, otherwise torque break-oKwill appear at high speed, due to the fa 
the intersection of tlie current and voltage-limit curves, being the set-point 

be developed in ways similar to those described in Sections 3.1 and 3.2. 
lower flux-weakening region, is shifted to very low torque values an 
with increasing sneed. As a likely method, the flux reference can be ob 
using a flu-speed characteristic which, however, should not be a hyper 
flux is decreased in inverse proportion to the speed). follows from eqns (3.2-14) and (3.2-15) that in the reference frame fixed to the 

A modified rotor-flux-oriented control strategy can then be im tor the stator equations take the form: 
achieve full utilization or tlie torque capability over the entire speed r 
For this purpose tlie reference value of the flux-producing stator current 
is obtained on the output of a flux controller and the torque-pro 
current is obtained (is,,,,,) on the output of the speed controller ddJsq u,,=R,i,,+ -+orlb,d. (6.2-2) 

dt Fig. 6.6. 
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the two-axis components of the stator flux linkages are The magnetizing inductances L,, and L,, are chord-slope, static inductances 
can be measured or computed by considering the direct- and quadrature-axis ~b~d=L~lf~d+lbrnd 
magnetizing curves respectively, with excitation in the corresponding axis only 

and (wllen i,,,=li,l and i,,=li,l respectively). If the flux linkages are the state 
variables of the model, then it is only the chord-slope inductances which are 

$ s q = L s ~ ~ s q + ~ m q .  present in the equations (together with other parameters), but if such a model is 
$,, and II,,, are the direct- and quadrature-axis components of the magnetizing used, where the currents are the state variables, the 'tangent-slope' dynamic 

flux linkages in the reference frame fixed to the rotor, and from eqns (3.2-1) and inductances in the two axes are also present. The direct-axis dynamic inductance 

(3.2-2) they can be defined as can be defined as L"d$,,ldi,,, hut again there is only excitation along the 
direct axis and thus li,,l= IT,[. Similarly, the quadrature-axis dynamic inductance 

$ , d = L m s i , d = L , d ( f r d + i n + i r ~ )  can be defined as Lq=d$,,ldi,,,, and there is only excitation along the quadra- 
ture axis, thus li,,l=li,l. The inductances. L,,, L,,, L, and L, will now be 

$,,=L,,i , ,=L,~(~,,+i,p).  utilized in the expanded forms of the voltage equations. 

i,, and j,, are the magnetizing current components along the real an Equations (6.2-1)-(6.2-6) describe the stator voltage equations in the presence 

nary axes of the reference frame fixed to the rotor and L,, and Lm of saturation of the main flux paths and can be used for various implementations 

magnetizing inductances in the direct and quadrature axes respectively. As of vector control. It is also possible to expand these equations, and by the 

result of physical saliency these are different even under linear condition ubstitution of eqns (6.2-3) and (6.2-4) into eqns (6.2-1) and (6.2-21, 

H ~ ~ ~ ~ ~ ~ ,  under saturated conditions they vary with the currents. This di,, dlbd "r*=Rris,+LsI-+-- be discussed. dr dt ur(Ls~;5q + $,,) (6.2-9) 
the salient-pole machine, because of the physical Saliency, in &en 

flux-linkage space phasor is not coaxial with the magnetizing-curre 
~ ~ s q = ~ , i , q + L , I - + ~ + o , ( L , l i , , + ~ ~ m d ) .  4, space phasor (the resultant flux wave is not collinear with the resultant m. dt dt (6.2-10) 

wave). In special cases, when the m.m.f. lies completely in one axis 
magnetizing, current space phasor has only a direct-axis or a quadrature-a resistance and leakage inductance of a stator winding respec- 

componen~) then the magnetizing flux-linkage space phasor is coaxial with t umed to he constant. Equations (6.2-9) and (6.2-10) contain 

magnetizing-current space phasor. Thus it is more problematic to char ta&es along the direct and quadrature axes respectively and, 

saturation level in the saturated salient-pole machine than in the Y the application of the chain differentiation rule, they can be expanded in a 

smooth-air-gap machine, where the magnetizing flux-linkage space  haso or mibar way to that shown in eqns (6.1-34) and (6.1-35). so that 

coaxial with the magnetizing-current phasor and where the amplitude of -- d$,d d(Lmd dim,) - - dim, dim, magnetizing flux-linkage space phasor is a non-linear function of the magnetiz dt dt -L,,--+L,,- dt dt (6.2-11) 
current, as discussed in Section 6.1. In the salient-pole machine, be 
symmetry, the magnetizing flux linkage along the direct axis (I&,,) dlbmq - d(L,ddi,,) = 

-+ -, -- dim, dim, 
dt dt mQ dt '"1 

(6.2-12) zero if the direct-axis magnetizing current is zero; thus under saturated 
,~,,=~,,(;,,,;,,)i~,, where L,, is a non-linear function of the magne L,, = Ld cos2p' + L,, sin2$ 
current components, and similarly $,,=L,,(i,,, i,,)i,,, where L ~ Q  is an (6.2-13) 

nonelinear function of the magnetizing currents. However, it is assumed LmQ=Lq sin2p'+ L,, C O S ~ ~ L ' .  (6.2-14) 
the pole tips andlor the teeth are the most saturated parts of the magn 

n eqns (6.2-13) and (6.2-14) the angle p'=~i,-O, is the angle of the space and therefore, as for the smooth-air-gap machine, it is assumed that in 
axis the saturation level is determined by the amplitude of the m a p e  tizing currents with respect to the direct axis of the reference 

me fixed to the rotor, b1, is the angle of the same space phasor with respect to current space phasor li,l=(i~,+i~,)'". Thus $,,li,, and l//,qlirnq d 
stationary reference frame, and 0 ,  is the rotor angle, eqns 

on Ii,l and 

$ m d = L , d ( ~ ~ m ~ ) i m ~  L,, = (LLL,,) sin p'cos ~ 1 '  (6.2-15) 

$,q=Lmq(~im~)~mq. L,,=(Lq- L,,) sin p'cos ~ 1 '  (6.2-16) 
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and L,, and L,, are the cross-coupling (mutual) inductances between the d and 
q, and the q and d axes respectively. In the smooth-air-gap machine L,,= L,, due 
to symmetry, but in the salient-pole machine this reciprocity only holds if certain 
criteria are satisfied. Namely, it can he shown that as for the reciprocity condi- 
tions of two stationary, non-linear inductors (denoted by a, b respectively), where 
the reciprocity condition for the mutual inductances (il.I,,=M,,) holds only if the 
inductances are assumed to be lossless or if the losses are modelled separately, in 
the salient-pole machine the reciprocity condition L,,= L,, is only satisfied if the 
inductances of the machine are considered to he lossless (or if the losses are 
modelled separately). 

Substitution of eqns (6.2-11) and (6.2-12) into eqns (6.2-9) and (6.2-10) respect- 
ively yield the following stator voltage equations, if eqns (6.2-5) and (6.2-6) 
are also substituted into eqns (6.2-9) and (6.2-10): 

frame fixed to the rotor: 

di,, d@,d "rp=R,,i,,+L,,--+--, 
dl dt (6.2-19) 

where R,, is the resistance of the field winding and L,, is the leakage inductance 
of the field winding. Similarly, it follows from eqns (3.2-20) and (3.2-21) that the 
voltage equations of the direct- and quadrature-axis damper windings are 

di,, d@,* o=R,mirm+L,ml-+- 
dt dt (6.2-20) 

di,P d@,,, O=Rflirp+Lfli-+--, 
dl dt 

(6.2-21) 

did d(iSd +i,=+ ir,) d(i,, + i,,,) where R,, and RrP are the resistances of the damper windings along the direct and 
u,,=R,i,,+L,,-+L,, 

dl dl +Ld, dl quadrature axes respectively and i, and i,, are the currents in the two damper 
windings. Equations (6.2-19)-(6.2-21) contain the derivatives of the direct- and 
quadrature-axis magnetizing flux-linkage components, and they have been given -~,[~,,i,,+L,,(i,,+~~101 
by eqns (6.2-11) and (6.2-12) respectively. Thus when eqns (6.2-11) and (6.2-12) 

d(fsq+i,u) d(isd+ are substituted into eqns (6.2-191, (6.2-201, and (6.2-21), the following rotor 
di5, rt,,=R,i,,+L,, - + L,Q dt + L,, dl voltage equations are obtained, if eqns (6.2-5) and (6.2-6) are also considered: 
dl 

It follows that in general, due to saturation, in the stator voltage equations f0 di,, d(is, + iro + irF) inductances, L,,, L,,, Ld, and L9 have to be considered together with the angl O=R,,i,,+L,,l--+L,, d(isq +ir,,) 
dl dt + h a  dl (6.2-23) 

of the magnetizing-current space phasor p'. The equations also contain the eflec 
of cross-saturation and thus there exists cross-saturation coupling between all tl dir,~ O=R,,;,+ L ,,,, - + ~ , , ~ ( ~ 5 q + ~ c f l )  + L,, d(id + i,, + irF) windings which are in space quadrature, resulting in cross-saturation transfor dt dt dl 

(6.2-24) 
e.m.f.s. Under linear magnetic conditions L,, = L" L,, and L , ~ =  Lq = L  
L,,= Lqd=O and the well-known equations are obtained. In these equations the inductances L,,, LmQ and L,,, L,, are present, and 

If i,,=O and a smooth air-gap is considered, the static inductances are equa e have heen defined in eqns (6.2-13)-(6.2-16) respect~vely. Because of satura- 
the two axes and L,,= L,,=L,. Furthermore, the dynamic inductances are of the main flux paths, these equations contain the effects of cross-saturation 
equal and L"Lq=L It follows from eqns (6.2-13), (6.2-14), and (6.2-15) *.. well. Under linear magnetic conditions, the well-known forms of these 
under these conditions, m the stationary reference frame the expressions for nations are obtained. In general, the cross-saturation coupling terms (L,,, L,,) 
Lmo, and L,, agree with eqns (6.1-50), (6.1-51), and (6.1-52) respectively and e disappear under linear magnetic conditions or if the magnetizing.current 
(6.2-17) and (6.2-18) yield the stator voltage equations given by eqns (6.1-53) e  haso or lies along the direct axis or the quadrature axis (when p , = ~  or 
(6.1-54) respectively. 62) .  

6.2.2 ROTOR VOLTAGE EQUATIONS 

The rotor voltage equations of the saturated five-winding models of the salie 
pole machine can he obtained in a similar way to the equations derived in t i, H. A. and Faucher, J. (1988). Simulation considering the cross-magnetization 
previous section. It follows from eqns(3.2-18) and (3.2-19) that the volts ct. In Collferellce Proccedblgs of Ir~terr~olior~a/ Confer~~lcr 011 ~ / ~ ~ r ~ i ~ ~ [  i l . ~ ~ ~ / ~ i ~ ~ ~ ,  
equation for the field winding can be put into the following form in the referen 
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formance, instantaneous torque-controlled drives. 
n general, when space-vector theory is used for the simulation of a variable- 
ed drive system, the stator and rotor voltage space-vector equations (in the 
ropriate reference frame) of the machine considered are solved together with 
equation of motion and the equations governing the controllers and converter. 
s results in a system of first-order non-linear differential equations, plus several 
ehraic equations. In general, the solutions are obtained by using a numerical 

ue (e.g. Runge-Kutta technique). This way it is possible to compute 
machine quantities, e.g. flux linkages, rotor speed, electromagnetic torque, 
implementation purposes (e.g. to implement speed, torque, flux-linkage, 

imators), conventionally again the mathematical-model-based techniques 
d, e.g. space-vector theory. 

owever, it is possible to perform the simulations and also implementations 
stimators, controllers, etc. (in real time) by using artificial-intelligence (AI) 
ed techniques (e.g. artificial neural networks (ANN), fuzzy-logic systems, 
y-neural networks, etc.), which do  not require a mathematical model of the 
hine and drive system. Such a system is not restricted by the many assump- 

used in conventional electrical machine and linear control theories. I t  can 
yield the results more quicldy than by using the conventional approach. 

en an AI-based system is implemented, in general, some of the main advant- 

design does not require a mathematical model of the plant (e.g, the design 
he hased exclusively on using target system data; see also below). 

n a fuzzy-logic system, which is an expert system, the design can be hased 
xclusively on linguistic information available from experts, or by using 
lustering (of data) or  other techniques (e.g. when expert information is not 

n a fuzzy-neural system, which is an 'expert-guided' neural network, the 
design can he performed by using linguistic rules available from the experts or 
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clustering or other techniques (e.g. when expert information is not available). (e.g. for induction motors see Sections 4.4, 4.5.3.6, 4.6.2.4.2, etc.). However, it is 

Thus a model (network) can also be constructed by using target system data believed, that this is the first time when an attempt is made to perform, in general, 

only and there is no need to have prior knowledge of the fuzzy rules and the steady-state and transient analysis of various electrical machines by using 

membership functions (at the beginning of training). However, expert know- artificial intelligence. It should bemnoted that this has very important practical 
ledge of the target system helps to initialize the network structure, and in this consequences and the results can be directly used for implementation purposes 
way the training of the network starts with reduced errors and the training (e.g. to implement instantaneous speed, torque, position, flux-linkage estimators 

time is also reduced. in various drives), as discussed below. 

In a system using a conventional (non-fuzzy) neural network, if the ANN uses The similarity of the control schemes of d.c. and a s .  motors has been discussed 

a supervised training technique, then the design is based on informati in Section 1.2.1. Thus a d.c. drive can also be considered as a development plat- 

available for the training and this information can originate from vario form for high-performance drives, and therefore the simulation of d.c. machines 

sources, including measurements (response data). However, when the A 
using AI-based techniques will also be presented. This approach also gives the 

does not use supervised training, e.g. it is a self-organizing neural network, 
possibility of comparing the complexity of an AI-based d.c. motor simulation to 

ANN uses available data (e.g. measured data, or data from other sources), a 
that of an AI-based a.c. motor. Furthermore, the AI-based simulation of induc- 
tion machines will also be discussed. 

the ANN classifies the data according to its features. . The tuning effort of an AI-based system can be less than that of a conventio 
system. 7.2 Neural-network-based steady-state and transient 
The system may generalize extremely well (it can give good estimates analysis of d.c. machines, estimators 
some new unknown input data are used) and thus be independent of particu 
characteristics of the drive. 7.2.1 CONVENTIONAL ANALYSIS . A solution may be obtained to problems which are intractable by conventio 
methods. For the purposes of analysis a separately excited d.c. motor is considered. For 

nventional transient analysis, in general, the voltage equations for the field . Such a system exhibits good noise rejection ~roperties. 
. . .  nding and armature winding are reauired toeether with the eauation of motion. - - - ~ ~ ~. 

Such a system can he fault tolerant (e.g. if a neuron is destroyed or delete hus in general, this represents a system of three first-order, simultaneous 
an ANN or a rule is eliminated in a filzzy-neural network, then the AI-b ential equations. Assuming that the machine parameters, field and armature 
system will continue to operate due to its architecture, but ge, and load torque are known, it is then possible to solve the three dif- 
performance will deteriorate). rential equations for the three unltnowns, which are the field current (i,). . . 
Such a svstem can be easily extended and modified. mature current (i,), and rotor speed (o,), and by knowing the machine currents. . Such a system can be robust to parameter variations. ie electromagnetic torque (tJ can als; be d e t k n e d .  in a drive system, e.g: 

here the speed is varied by varying the armature voltage using a convertor, it is . such a system can be computationally less intensive (when a mi sible to perform the simulations by also considering the equations of the 
configuration system is used [Vas 19961). rollers and converter. . such a system leads to reduced development times, etc. [Vas 1996; B or illustration purposes Fig. 7.1 shows the speed versus time characteristic of 
19951. eparately excited d.c. maclune, with a constant field and armature voltage and 

There are many excellent publications which use artificial-intelligellce- o load torque, after switching the machine on the supply. This curve has been 
techniques for various purposes in electrical machines and drives. These i tained by numerical solution of the three differential equations discussed above, 

parameter and state estimators (e.g. in many publications different this will be referred to as the conventional simulation technique. 
electrical machine parameters are estimated by using ANNs), condition owever, it is also possible to perform the transient analysis of the d.c. machine 
ing (e.g. various faults are detected in electrical machines by using ANNs or  dng an artificial neural network (ANN), since it is known that, in general, 
logics), controller applications (e.g. in most of the cases a conventional spee ppropriate ANN is a general non-linear function estimator. There are many 
troller is replaced by a Fuzzy-logic speed controller), etc. Many publicatio s of ANNs, but it is beyond the scope of the present book to discuss these 
referenced in a recent review paper [Vas 19961. Furthermore, various applicat in the next section only a multi-layer feedforward ANN with supervised 
of artificial intelligence have also been presented in this book in dilleren ing [Kosko 19921 will be discussed briefly. 
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Fig. 7.1. Run-up speed of a separately excited d.c. machine (anature voltage 240V) 
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layer lnycr 

It is the goal to obtain an ANN, on the inputs of which there are some kno 
signals (e.g. these could be measured in the d.c. drive system) and on the outp 
of which there are the signals which have to be estimated (e.g. rotor speed, electr 

o3 = +,++ 0 5  =fuss)  

magnetic torque, etc.). For simplicity, in Fig. 7.2(a) there is shown the schema 11'13 

of a d.c. machine with four input signals and one output signal and in Fig. 7.2 ,I34 

there is shown the equivalent neural network. Since the machine is non-linear, 
goal is to obtain the ANN which is a non-linear function estimator. 

In general, in a multi-layer feedforward artificial neural network there is 
input layer, an output layer, and between the input and output layers there 
so-called hidden layers. Such an ANN is shown in Fig. 7.2(c), but for simpli [dl 

only two hidden layers are shown. .7.2. Multi-layer feedfonvard artificial neural network with two hidden layers. (a) D.C. machine; 
In all the layers there are nodes, e.g. in the input layer shown in Fig. equivalent neural network; (c) multi-layer reedfonvard neural network structure; (d) computational 

there are four nodes due to the fact that four input signals have been assum de, activation function. 
For simplicity, in the first hidden layer there are two nodes and in the sec 
hidden layer there is one hidden node; however, in general, there could be 
number of hidden nodes. Finally in the output layer there is only one output no , etc. The input nodes transmit the input signals directly to the nodes in the 
since it has been assumed that there is only a single output signal. The in t hidden layer as shown in Fig. 7.2(c) and the input nodes do not perform any 
signals are direct inputs to the input nodes. All the nodes of a specific layer cessing. In Fig. 7.2(c), the direction of signal transmission is also indicated, 
connected by weights to all the nodes in the next layer, these weights are deno is feed-forward (hence the name, multi-layer, feedforward ANN). However, 
by it,, and denote the strength of the connection (e.g. zero weight would mean he other nodes (hidden nodes and output nodes) are computational (process- 
there is no connection). Thus for example, input node 1 is connected to node units, which process the signal entering the particular node. In general, a 
the first hidden layer via weight tv,,, node 5 is connected to node 7 via we cessing node outputs a signal, which is a non-linear function of the weighted 
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sum of the signals entering the node. Thus for example, node 5 receives fo 'usting all resistors to their right values. But the problem is how to adjust these 
signals, which are transmitted from input node 1, input node 2, input node 3, a istors to a value which will give the coxect output signal for all possible input 
input node 4 respectively. Hence the signal received by node 5 (input signal 
node 5 ) is In general, if the weight and bias adjustment is not performed systematically, it 

4 impossible to get the correct outputs. However, there exists a technique, the 
I , = ~ , I I ~ ~ , + S ~ ~ I J ~ ~ + S ~ I I ~ ~ ~ + S ~ I I J ~ ~ + ~ ~ =  C ~ ~ ' ~ ~ s ~ ( t ) + b ~ .  -called back-propagation technique, which is one of the most widely used neural 

; = I  twork training techniques, which can give a solution to this problem. This is 
where b, is a constant (whicli is often called a bias or threshold of the activati scribed below, but it should be noted that when a supervised ANN is used then 
function of node 5), i.e. I, is equal to the sum of the weighted inputs to node e ANN is first trained by using known inputs and corresponding (known) 
nlus the bias b,. but the output simal is a non-linear function of this, utputs, and after this training stage there is an application stage, when the ANN 

'resented with inputs it has not seen before and then it ou&uts the required 
(7. tput signal. 

- 

This non-linear function f is the activation function. An ANN with bias he most frequently used training technique in a multi-layer feedforward ANN 

represent input-to-output mappings (required non-linear functions) more he error hack-propagation technique [Kosko 19921. The multi-layer ANN can 

than one without biases. Since some training techniques (e.g. the hack-pro ly implement the required mapping if the network contains a sufficient number 

tion technique described below) requires the first derivative of the activ hidden layers and hidden nodes and adequate activation functions. There is no 

function, the activation function must be differentiable. Thus the non-I aightforward technique to select the optimal hidden layer and node numbers 

activation function can also be a sigmoid, a hyperbolic tangent function, e d the optimal activation functions to be used, and the solution is usually 

should be noted that the activation function of an output node is usually li tained by trial and error. The back-propagation training algorithm is basically 

The non-linearity for the hidden nodes is required since it is our goal to repres teepest descent method that searches for the minimum in the multi-dimensional 

the d.c. machine by an equivalent non-linear system. In Fig. 7.2(d) there is a or space; the errors of the output nodes are fed back in the network, and these 

shown the structure of computational node 5 and the non-linear activat then used for weight and bias adjustments. The iterative weight adjustments 

function. The structure of all the other nodes is similar. Thus it can be seen th the output nodes are different to those for the hidden nodes. By using the 

in general, if a kth neuron in layer L outputs the signal x i ,  and the w ' k-propagation technique, the required non-linear function approximation can 

connecting this neuron to an it11 neuron in the previous (L-I) layer is I I J ~ ,  obtained. The algorithm contains the learning rate parameter, and this has 

the input to that ith neuron is A+-', then ificant influence on the behavior of the network. To obtain increased learning 
to avoid instability, a momentum term can also be used in the weight 

$= f f ( x l l ~ - ' + b : ) ,  
aptation process. Sometimes the convergence of the network can he slow. I t  is 
ssible to improve the convergence during the trainine of a neural network. bv . . - - - . ~, 

where f k  is the activation function of node lc in layer L. For example whe 
g genetic algorithms [Goldberg 19891. Genetic algorithms are stochastic 
h and optimization algorithms based on the mechanics of evolution and 

sigmoid function is chosen, then the output of the lcth neuron is a1 genetics. They simulate the survival of the fittest among individuals over 

)I1 ecutive generations for solving a problem. Each generation consists of a 
s ~ = l / ~ + e x p [ - g ( L l t ~ ~ A ~ - ' + b ~  i , ulation of individuals represented by chromosomes (a set of character strings 

are analogous to the chromosomes in a DNA). Each individual represents a 
where g is the gain of the activation function and usually g=1 is cl in a search space and a possible solution. The individuals in the population 
Considering the neural network shown in Fig. 7.2(c), it can be visualized th hen made to go through a process of evolution. 
there are known input signals and the goal is to obtain the correct output si n the training stage, input values are applied to the neural network and there 
then if the nodes are connected by weights which have random values, then known outputs applied (which correspond to the input values). If the inputs 
if a correct activation function is used in every node, it is almost certain time-varying signals, then sampled values of these at the first sampling 
output signal of the ANN will be incorrect (unless accidentally the correct nt are applied to the ANN and the weights and biases are randomly 
and biases are chosen). However, if the correct weights could be obtalne ized. The output signal of the ANN is then computed by using the tech- 
would be possible to obtain the correct output. From this point of view, described above (thus the input signals are propagated through the 
visualization purposes only, it could be assumed that if the biases are zero ork to obtain the output signal). This output is then compared to the 
the weights are varying resistors, the correct outputs could only be obtaine wn output and the error is determined. If the error is zero, then obviously 
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the correct weights and biases have been chosen (but this is most unlikely at t layer) for input pattern p,  and K is the number or output nodes (in the output 
stage, as discussed above). The error is then back-propagated from the ou layer). The goal of the training is to reduce the total error (E) to a minimum e.g. 
layer to the input layer and the weights and biases are modified in such a by using the gradient descent technique. For this purpose, during training, the 
that the sum of the squares of the errors (global error) is minimized. It sh weights of the neural network are changed iteratively for all the P training 
be noted that the back-propagation is required, since otherwise the errors at patterns. A new value of a weight lvj,(k+ I) is obtained by adding a Awji value to 
hidden layer nodes would not be known (since only the errors at the outpu the old weight a~~,(li), where this added value is -rldE,lJn~j,(li), where 11 is the 
the ANN are known), and thus it would not be possible to adjust the we' learning factor (learning rate), which is a positive number. The training is 
and biases in the hidden nodes which would give minimal errors at the hi considered to be satisfactory when the total error (summed over the P patterns) 
nodes. The details of the back-propagation technique are described in t becomes smaller than a preset tlireshold value. The iterative process propagates 
section, but the reader can skip that section and can still solve prob the error backwards in the ANN. To ensure that the error converges to a global 
the back-propagation algorithm, since there are many softwares (e.g. inimum, and does not stay in a local minimum (of the error surface), a 
neural toolbox) in which this algorithm is incorporated into the software omentum term ri~[n~~,(k)-n;.,(li-.l)] is also added to the weight adjustment 
age and is easy to use. echanism, where 111 is the momentum. 

With a successful learning process for the ANN, after a large number of 
xposures to tlie input and output data (epochs), the ANN can find tlie required 

7.2.3 BACK-PROPAGATION A L G O R I T H M  ationship (which is usually non-linear) between tlie input and output data sets 
When the error back-propagation technique is used, the main task is to con d configures the weights (and biases). This training process is then followed by 
the weights and biases is such a way that the squared output error (bet upplying the trained ANN with the new input data, and the ANN then outputs 
desired and actual output) of the ANN should be minimum. It should he required output data. Thus there is a separate training and a recall mode of 

that, in general, if there are 11 external inputs (s1,sL, ..., s,,) to a jth neur peration of the ANN, and the two modes sliould be distinguished. 
there is also a bias input (internal input) to this neuron, then there are ' To help the reader, the steps of the back-propagation algoritlim are now given. 

I I + ~  inputs to the neuron. The bias can also be incorporated by empl liis is mainly for better understanding, since many excellent softwares exist 

additional input .yo= 1 to the jth neuron, and using a corresponding w hicli contain this algorithm (e.g. MATLAB artificial-neural-network toolbox) 

and in this case the training means tlie adjustment of all the weights nd which are very convenient to use. 

includes Oj). 
Initially the weights in the neural network are randomly selected, and ther ck-propagation algorithm 

the output signals of the neural network will not be equal to the desired ou 
However, during training, the actual output signals are compared to the ep 1 Initialization 
output signals (output pattern), and the weights are adjusted (iteratively t learning rate (this is a positive numbers r1>0), choose maximum global 
back-propagation training algorithm), until the output error becomes E,,,,, initialize weights and biases at small random values. 
than a preset thresliold value. During training, when the input patte 
applied, tlie total output square error (E) is the sum of the squared outpu p 2 Training starts 
for all output layer neurons (E,), thus 

Presentation phase: present random input (pattern) vector (x) to input layer, 
P desired output vector (d) [each input-output pair can be presented for one 

E= C E,, e cycles of the back-propagation training procedure, for multiple training 
p = 1  p es of the input-output pairs can be presented cyclically until the weights 

wliere El,=(l12)(d,-g,)'; thus me stabilized (will not change)]. 
Compute layer outputs (jr) by using appropriate weighted sums and activa- 

P 1 P  K 

E =  C E,=- C C (do,-,;,,'. 
p = 1  2,=1 ,=1  3 Training continues: check phase 

In eqn (7.2-5) rl,, is the desired output vector of the lit11 output neuron ( ck if each output vector is equal to desired vector (associated with each input 
output layer) for the input pattern p,  ( p  = l,2,. . . , P, where P is the 1; stop when all input vectors generate correct output vectors (for specific set 
training patterns); J,,, is the actual output of the lith output neuron (in ights and biases) or after maximum epochs. 
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Check phase 1: Total (cumulative) output error (E)  determination It has been mentioned above that to avoid local minima, a momentum term is 
also added to the weight adjustments; thus the total weight adjustment is 

Compute total error (sum of all output errors in the entire training set): 
K Aivji(k) +r~~[n~,( lc)  -wji(k- I)], 

E = ;  C C (dpt-!',k), 
- , ,=I  I=1 

where In is smaller than 1. It can be seen that the current weight adjustment is 
supplemented by a fraction of the most recent weight adjustments. 

where d,, is desired output of let11 neuron, j',, is actual output of Icth neuron 
pattern p, P is number of input patterns, and K is number of outputs in t 
network. 7.2.4 ANN-BASED ANALYSIS .  ESTIMATION 

Check phase 2: Equivalent output error (delta) determination the following subsections, various multi-layer ANN configurations for a 

S~rbstep I: Determine equivalent output error in the output layer (for simp arately excited d.c. motor are described, which are suitable for the 

sigmoid activation function with unity gain (g=l )  is assumed, see eqn (7.7- estimation of the rotor speed; 
above): estimation of the electromagnetic torque; 

S j ( l j -  j j ) y j ( - j  j=1, ..., K (R outputs). simultaneous estimation of the rotor speed and torque; 

Strbstep 2: Determine the equivalent output error in hidden layer utilizing S. . simultaneous estimation of the rotor speed, field current, and armature 

simplicity sigmoid witb unily gain is assumed): 
L To show the elfects of the ANN structure on the estimation, different ANN 

S,=J~,(~-B,)  C (Sjn,,) j = I ,  ..., L (L bidden layers). ructures (with dilferent numbers of bidden layers and hidden nodes) will also be 
j=1 idered. However, it will be shown that for the d.c. motor under consideration, 

Step 4 Training last phase--learning phase: weight adjustment at sampling t~ possible to use extremely simple ANNs. For example, for the estimation of 
(k+l) le speed it was possible to obtain accurate results even during the transients by 
Use a recursive algorithm starting from the output layer and then move ba sing a multi-layer feedforward ANN containing a single hidden layer with a 

wards to weights in the first hidden layer. ngle hidden node. Such an ANN is easy to implement in a DSP-controlled d.c. 
otor drive and the extra memory requirements are minimal. 

Substcp I: Output layer weight adjustment 

Adjust output layer weights to .4.1 Speed estimation: 3 4 2 - 1  ANN, 4-4-2-1 ANN, 4-1-1 ANN, 4-2-1 ANN, 

ivj,(/c+l)=it~ji(lc)+Aa~j,=~vj,+r~Sjj~i ( j = l , , , . ,  K, i= l ,  ..., L) . drive with closed-loop speed control 

where ivj,(k) is the output weight at time lc'and Sj is the equivalent error obtain mentioned above, various ANN structures have been examined for a separ- 

in Step 3, Substep 1. ely excited d.c. motor to be able to compare their accuracy. Thus, first, ANNs 
h more complex structures are deliberately introduced, but these are followed 

Strhstep 2: Hidden layer weight adjustment the simpler ANN-based virtual-speed estimators. It is shown below that the 
Adjust hidden weights to s with simpler structures can also provide satisfactory responses. Results for 

ve witb closed-loop speed control are also given. 
\t,,,,(Ic+I)= i ~ ~ , , ( l c ) + A ~ ~ , ~ , = i ~ ~ ~ , , + r ~ S , j ~ ~  i=l. .... L, h =  1, ..., &f(M inpu 

where n,,,(k) is the hidden weight at time lc and Sj is the equivalent error obt 
in Step 3, Substep 2. n ANN similar to that shown in Fig. 7.2(c) is first used to estimate the speed of 

Step 5 Furtl~er pattern application separately excited d.c. motor during the starting transients; thus the A N N  
ntains four layers, an input layer, two hidden layers, and an output layer. 

Present further pattern in training set and goto Step 2. ever, now the input layer contains three nodes (which directly transmit the 
Step 6 Termination of training cycle signals to the nodes in the next layer); the first bidden layer contains 4 

If E<E,,,,, terminate training cycle, else start new training cycle and go to St es, the second bidden layer contains 2 nodes, and the output layer contains a 
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single node. Hence this neural network will be referred to as the 3-4-2-1 arti 4 - 
neural network. Readers using other d.c. motors may find other ANN struc 
for their motors, hut it should be noted that in general two hidden layers shou 
always provide satisfactory results and an increase of the number of hidd 
and hidden nodes increases substantially the training effort. However, there 
no general rules for the selection of the number of bidden neurons-these h 
been obtained by trial and error. This is an obvious disadvantage of usin 
conventional, supervised, multi-layer hack-propagation neural network, hut 
problem can he eliminated e.g. by using a fuzzy-neural netw 
structure of the network is exactly determined (see also Section 4.4.2). 

At every step of the training (training phase), three inputs are presented to 
3-4-2-1 ANN; these are the sampled values of the armature voltage, ir,(k), and 
armature current at two instants, i,(I) and i,(k-I). A1 I I I I I , ~ , , ,  

voltage in this example is deliberately assumed to be constant 5 10 

speed-control purposes) the armature voltage varies, and this 
considered in the ANNs discussed later in the present section 
ANN, there is only one output signal; this is the speed o f t  
sampled value of this has been used to train the ANN, this is 10 r(s) 

By assuming a constant armature voltage, the training data set 
currents has been obtained by using the conventional simulation t 
described above in Section 7.2.1 (for simplicity, a const 
for all the cases to he discussed). However, it should 
could also he obtained by measurements. Furthermor 
all the data have been used, but only 40% of the entire data set (since 
remaining data have been left for the checking (application) phase. The activ 
functions of the hidden layers were logsigmoid functions and the output activ 
function is purelin (linear activation function). o 

The training technique used is the back-propagation technique descri (bl 

previous section. Both gradient descent and Levenherg-Marquardt o 
techniques have been used. the latter has converged much faster, hut this tec 
requires more memory than the gradient-descent technique. It should he note 
when the Levenherg-Marquardt technique is used, the weight adjushn 
performed by AW = (JTJ + PI)- 'JTE, where J is the Jacobian matrix of the 
atives of each error to each weight, I is an identity matrix, /i is 
an error vector. If the scalar p is large, this weight adjustment is s 
when the gradient descent method is used, but for small values 
the Gauss-Newton method. Since the Gauss-Newton 
accurate near an error minimum, thus the goal is to transfer to the Gauss-N 
method as quickly as possible and therefore is decreased after each step ( 
decreases the error) and increased only when a step increases the error. t t 1 0 / ) , , ~  

For checking purposes (application phase), the trained 3-4- (c) 0 1 2 3 4 5 6 7 8 9 1 0  
subjected to the entire data set, and the results are shown in Fig. 7.3(a) and 7. r ( 5 )  

It can be seen from Fig. 7.3(a) that the speed estimate is quite satisfactory in 7.3. Speed or d.c. mechine. (a) Speed obtained by 342-1  ANN (armature volt;age 240V); 
the transient and steady states, and there is a very small spike a peed error; (c) actual speed and npccd obtained by ANN (training with sinusoidal armature 
speed error, which is the difference between the actual speed shown in Fig. 7. EC, checking with constant armature voltage, 1 2 0 ~ ) .  
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that shown in Fig. 7.3(a), is also plotted in Fig. 7.3(b) and it can be seen that t Instead of using a triangular armature voltage waveform, the learning stage has 
error is quite small; there is a very small transient error and the error in also been performed by using a sinusoidal armature voltage (with an amplitude of 
steady-state is almost zero. However, it is important to note that, as expect 240V) and the trained network has again given satisfactory results. For example, 
when the trained ANN is subjected to new inputs corresponding to armat Fig. 7.4(b) sliows the results obtained when the trained 4-4-2-1 ANN was used, 
voltages different to the constant value used for the training above, signific but the amplitude of the applied armature voltage sine wave was 180V. The 
errors will arise, even if the new armature voltage differs from the one used trained ANN was also tested for the run-up of the d.c. machine with different (but 
training only by a small amount (say 1%). constant) armature voltages, and the correct results have been obtained apart 

To enable the ANN to estimate the speed correctly for different armat from a short part of the initial transients (see discussion above). 
voltages, i.e. to be able to use it for simulation purposes instead of the conve It can be concluded that a well-trained ANN is suitable for the speed estimation 
tional mathematical model, or to be able to use it as a virtual-speed sensor i of the d.c. machine. Suitable speed estimates can be obtained when the armature 
speed-sensorless d.c. motor drive, it was also trained with a varying armat voltage is changing and also when there are different loads on the machine. Hence 
voltage. Thus for training purposes different armature voltage waveforms w it can also be used as a virtual speed sensor in a variable-speed d.c. motor drive 
used, e.g. a triangular or a sinusoidal armature voltage. This also allows sp (instead of a conventional speed sensor). However, it should be noted that it is 
reversals. also possible to use ANNs with less complexity, e.g. ANNs which contain only a 

For illustration purposes Fig. 7.3(c) shows the actual speed and also the spee single hidden layer, as shown below (4-1-1 ANN, 4-2-1 ANN). 
obtained by the trained ANN, where the training has been performed by usin 
sinusoidal armature voltage of 240V amplitude. However, in the checking ph 
the trained ANN was used to estimate the speed if the armature voltage I 

constant 120V. It can be seen that in the initial part of the transient there i 
large difference between the two curves. However, this can also be reduced For illustration purposes of the application of an ANN with a simple structure, 
using a different network configuration, different initialization, etc. The trai Fig. 7.4(c) shows the results obtained by using a 4-1-1 ANN speed estimator and 
ANN was also used to estimate the speed during the run-up of the machine a conventional estimator, thus the ANN contains only one hidden layer with a 
different cases corresponding to different armature voltages, and satisfactor single hidden neuron. The activation function used Tor the single hidden layer 
results have been obtained. Tlie trained ANN was also checked for different cas neuron is a logsigmoid function. For training purposes a sinusoidal armature 
involving different loads, and again satisfactory responses have been obtained. voltage was used with an amplitude of 240V. The training required only 50 

epochs, and the sum of the error squares was 2.97 x lo-". In the application 

4-4-2-1 ANN phase, the trained 4-1-1 ANN was subjected to a sinusoidal armature voltage with 
an amplitude of 180V. It can be seen that the results are even better than tlie 

To enable to use the ANN in a speed-sensorless drive, it was trained by usin corresponding ones sliown in Fig. 7.4(b) (which used a 4-4-2-1 ANN). 
variable armature voltage. The results obtained by using the conventio The trained 4-1-1 ANN was also tested for the run-up of the d.c. machine with 
mathematical model and that by using a 4-4-2-1 ANN are shown in Fig. 7.4( different (but constant) armature voltages and the correct results were obtained, 
The 4 inputs to the 4-4-2-1 ANN correspond to ii,(lc), ir,(k-l), i,(k), i,(/c-1) but as before, there was an error in the initial part of the transients. 
ANN was trained by using a triangular armature voltage waveform wi 
amplitude of 240V. However, in the application phase, the trained 4-4-2-1 
was subjected to a triangular armature voltage whose maximum value was 300 
It can be seen from Fig. 7.4(a) that there was only a small speed error. 

Similarly to that discussed in connection with the 3-4-2-1 ANN, in anot o illustrate the application of another simple ANN with a single hidden layer, 
application phase, the trained ANN (using triangular armature voltage 'g. 7.4(d) shows results which are similar to those shown in Fig. 7.40~1, but these 
training) was also tested for the run-up of the d.c. machine with diRerent (but c rrespond to a 4-2-1 ANN speed estimator (one hidden layer with two hidden 
stant) armature voltages, and apart from the very initial parts of the transie eurons) and a conventional speed estimator. 
correct speed estimates were obtained. Although there was an initid transi though in general multi-layer ANNs with one or two hidden layers can be 
error, the sign of the initial speed was always correct, and when the ANN-ba for the estimation of the speed of a d.c. motor, it is also possible to use 
virtual-speed estimator was employed in a 'speed-sensorless' drive, satisfact rent types of ANNs, whicli lead to a further reduction of the computational 
responses were obtained 



.4. Speed of d.c. machine. (a) Speed obtaincd by 442-1  ANN (training with triangular armature 
, amplitudc=240V, checking with triangular armature voltage, amplitude=300V). (b) Speed 

cd by 4 4 2 - 1  ANN (training with sinusoidal armature voltage, amplitudc=240V, checking with 
soidal armature voltage, amplitude=l80V). (c) Speed obtained by 4-1-1 ANN (training with 
soidal armature voltaee. amolitudc=l4OV. checking with sinusoidal armature voltage, ampli- - .  . 
=180V). (d) Speed obtained by 42-1 ANN. 
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D.c.-flriue i12irl1 closed-loop speed corrtrol 150p&m-I 100 r(s) 

Various types of ANNs (multi-layer feedforward, multi-layer recursive, rad 
, ANN-based j basis function ANN etc.) were considered as speed estimators in a spe - 50 I speed sensor ... . . 

controlled d.c. drive. In all these cases it was possible to obtain well-trained rn , , 0 
(where the estimated and target data were almost totally identical). How - . , , : 
investigate the generalization properties of an ANN, in the so-called c -50 , , 

I conventional 
stage (which follows the training stage), it was also subjected to input data whi 

-100 I speed sensor 
was not present during the training stage. This checking phase was also perform . .-. . 
in the closed-loop speed-controlled drive, where a trained ANN provided t -1500 

0.5 1.0 1.5 2.0 2.5 
speed feedback signal. Dilferent step reference speed signals were applied, a 
satisfactory results were obtained even when the drive operated outside 
training region. However, to further investigate the generalisation capahilitie 150- 

the trained ANN, in addition to the step response tests, random speed refer 
I00 - inputs signals were also applied in the speed-controlled d.c. drive, and satisfact 

responses were obtained. Furthermore, speed reversals were also investigated, a 
Fig. 7.5 shows the corresponding results for three dilTerent cases. For this pu 
a multi-layer feedforward ANN was used. It can be seen that in all the . 
excellent responses were obtained, and in particular it follows from th r (S) 

diagram, that the drive with the ANN speed estimator works satisfactorily e 
in the very low speed range. 

Fi~rally it should he noted that various ANN-based DSP-controlled spe 
sensorless d.c. drives have also been successfully implemented: the details will -1500 I , I I I 

0.5 1.0 1.5 2.0 2.5 
published elsewhere [Stronach and Vas 19971. 

7.2.4.2 Electromngoetic torque estimation: 3-4-2-1 ANN, 4-4-2-1 ANN, 
4-5-1 ANN 

The ANN-based estimation of the instantaneous electromagnetic torque is 
cussed in the present section. For this purpose simple, multi-layer feedfo 
ANNs are investigated, where in the output layer there is only one node 
outputs the electromagnetic torque. The trained ANNs described in the pr 
section cannot provide the electromagnetic torque on their output, since th 
only been trained to provide the speed output (at every step of tlie train' 
the speed and not the electromagnetic torque which was used on the out 
neural network). 

First a 3-4-2-1 ANN was trained to estimate the electromagnetic torque du 
the run-up transient of an unloaded d.c. machine. The armature voltage 
constant and the electromagnetic torque was determined by using the c 
tional mathematical model and also by using the 3-4-2-1 ANN. A part 
conventional simulation results provided tlie training data. The results are 
in Fig. 7.6, and it can be seen in Fig. 7.6(a) that the ANN predicts accurate Reversals 

electromagnetic torque and there is only a small error in the region of 3 

-150b I I I I I 
0.5 1.0 1.5 2.0 2.5 

in o speed-conlrollcd d.c. drive using a multi-layer leedfonvard speed 

It should be noted that logsigmoid activation functions have been used ' 
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in Fig. 7.7. The results are shown in Fig. 7.8 for two cases where the arm 

hidden layer nodes. However, when tansigmoid (hyperbolic tangent) activati A 

functions were used, the error completely disappeared, as shown in Fig. 7.6( 
Furthermore, it was also possible to reduce the complexity of the ANN and 

- 

obtain satisfactory results. It was found that an ANN with a single hidden la 300 - 
with the 4-5-1 structure, also gives the correct results, when the t a n s i p  
activation function is used in the hidden layer. However, it was also conf 
that the correct value of the electromagnetic torque can be obtained by 
appropriately trained ANN (e.g. a 4 4 2 - 1  or 4-5-1 ANN) when the armat 
voltage is changed. This has also proved that this type of estimator can also 

- - 
E 

used in a variable-speed d.c. drive. 6 
P 

7.2.4.3 Simultaneous speed and torque estimation: 4-6-5-2 ANN, 
4-5-3-2 ANN, 4-3-2 ANN 

A more general ANN has also been investigated for the purposes of tran 
analysis. This contained two outputs, since it was a goal to estimate both the 
speed and electromagnetic torque simultaneously by using a single ANN. 
ever, since there are two outputs, the structure of the ANN has become m 0 , I * 

(a) 0 5 lo  
complicated; a satisfactory solution was obtained by using a 4-6-5-2 ANN. f (s) 

The results are shown in Fig. 7.7 for the unloaded d.c. machine. In Fig. 7. 
the speed of the machine is shown if the armature voltage is a triangular wa 4 

form. The ANN was trained by using a triangular armature voltage wave 
with a peak of 240V; however, to check the generalization capabilities o 

- 

ANN, in Fig. 7.7(a) the results are shown when the peak of the triangu 300 - 
armature voltage is 120V. Both the 'actual' speed and the one obtained by t 
ANN are shown, and it can be seen that there is a small error. In Fig. 7 - 
the variation of electromagnetic torque is shown, and again it can be seen 
the 'actual' torque and the one estimated by the ANN are in good agreement ,-. 3-10s, but around 1-3s there is some error. In Fig. 7.7(c) the speed var 

- 
E 

during run-up is shown, but the peak of the armature voltage is 300V. It c 3 m Conventional + ANN - 
seen that there is very good agreement between the actual speed and th 
estimated by the ANN. It is not surprising that the ANN-generated results 
in Fig. 7.7(c) are better than those in Fig. 7.7(a), since the training was per 
with a triangular armature voltage wave with a peak of 240V, and the am 
of 300V used to obtain the results of Fig. 7.7(c) is closer to this than 12 
was used to obtain the results in Fig. 7.7(a)). In Fig.7.7(d) the torque 
are shown, corresponding to the triangular armature voltage with a pea 
It can be seen that, For the same reasons as before, there is a better agr 0 , I > 

0 5 10 
between the actual and ANN-generated torque than in Fig. 7.7(b). It (b) r (s) 
concluded that an appropriately trained ANN can provide an accurate 
taneous estimation of both the electromagnetic torque and rotor speed. 7.6. Estimated clcctromagnetic torque or a d.c. motor during run-up using conventional 

Another ANN was also trained with a configuration of 4-5-3-2, but inste thematical model and 34-2-1 ANN. pa) Electromagnetic torque obtained by convention;il math- 
ulical model and ANN (using logsigmoid activation functions); (b) electromagnetic torque obtained 

using a triangular armature voltage training waveform, a sinusoidal wa conventional mathematical model and ANN (using tansigmaid activation functions). 
was used. The activation functions used were the same as those used forth 
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ig. 7.8. Elcclromagnetic torque and speed of d.c. motor. (a) Speed waveforms using conventional 
athematical model and 4-5-3-2 ANN (sinusoidal wavc pcak 120V); (b) torque wavefoms using 
nventianal mathematical model and 4-5-3-2 ANN (sinusoidal wavc peak 120V); (c) speed 

wnvcforms using convcntional mathematical model and 4-5-3-2 ANN (triangular wave peak 300V); 
) Electromagnetic torque and spccd of d.c. motor. Torque waveforms using convcntional mathemat. 
al modcl and 4-5-3-2 ANN (sinusoidal wave pcak 300V). 
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voltage peak was 120V and 300V respectively. I t  should be noted that the train- 
ing waveform had a peak of 240V, and it can be seen that the ANN has learnt 
to generalize, and can obtain accurate estimates of both the speed and electromag- 
netic torque. 

A s im~ler  ANN (minimal confiauration ANN) with the structure 4-3-2 was also 200 - 
successfilly trained, which can be used for the simultaneous estimation of the ,- 
speed and the torque. In 98 epochs the sum of the squared errors was 0.15 x - 

'ir_ 

It should be noted that in contrast to the ANNs discussed above, it is also -a 2 
possible to obtain simultaneous estimates of the speed and torque by a modified - 

3% 
ANN in which not all the nodes in the second hidden layer are connected to both 
output nodes. In this case some of the hidden-layer nodes are connected only to 
the first output node (say, speed node) and others only to the second output nod 
(electromagnetic torque node). In this case changing the weights to reduce th 
electromagnetic torque error will not affect the speed error so much, but the 
number of second-layer hidden nodes will be increased. 

. 
7.2.4.4 Sintr~llrnrefl~~s speed, field, aitrl flrnlafure rro?.~~?t estintotion: 

5 10 
I (S) 

6-4-4-3 ANN, 10-4-5-3 ANN 

Instead of using the conventional mathematical model (differential equations) o 
the separately excited d.c. machine to obtain a simultaneous estimate of the rot0 
speed, armature current, and field current, it is also possible to use an ANN for 
this purpose. Thus various ANNs have been tested and e.g. a recursive ANN with 
6-4-4-3 structure has been found to provide results which are acceptable, apa 
from the initial part of the starting transients. 

The three outputs of the 6-4-4-3 ANN are w,(li), in(/<), and i,(k). The 
tromagnetic torque is not estimated by the ANN since it can be obtained by usi 
the armature current and field current. Since the field voltage is constant, 
u,(k) is an input (and other values of u, at previous instants are not required) a 
further inputs to the ANN are the present and past value of the armature volt 
[tr,(lc) and tr,,(k-I)], the past value of the armature current, i,(k-l), the 
value of the field current, i,(k-I), and the past value of the rotor speed, o,(k 
Obviously with a conventional mathematical-model-based simulation, the 
merical solution of the system of differential equations also requires the 
values ;,(I<-1), i,(k-I), w,(k-I) at every time step. The first bidden layer co 
tains 4 neurons and the second hidden layer also contains 4 neurons. An adequat 
number of hidden neurons has been obtained by trial and error followin 
extensive simulations. The armature voltage waveform used for training was 
sinusoidal wave, with an amplitude of 240V (see also Section 4.2.2.1). The resul 
are shown in Fig. 7.9. The activation functions are tansigmoids in the hidde 
layers. The training lasted for 240 epochs. During training the sum or  the squar 
errors was 8.9 x lo-'. 

As expected, it follows from Fig. 7.9ia) that the speed waveform obtained 
the 6-4-4-3 ANN is not as good as that obtained earlier by the 4-4-2-1 AN Fig. 7.9. 
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r (5) 

Fig. 7.10. Speed during run-up or d.c. machine (10-4-5-3 ANN and conventional mathematical 
model). 

u i v  7~9. snrcrl :,mature current. and field current 0fd.c. machine. (a) Speed waveforms using 6 . .-. .... .r..., ~ 

ANN and conventional mathematical model; (b) armature currcnt waverorms using 6-4-4-3 ANN an 
Conventional mathematical model; (c) field current waveform using 644-3 ANN and convention 7.3 Neural-network-based steady-state and transient analysis 
mathematical model. of induction machines, estimators 

7.3.1 C O N V E N T I O N A L  S T E A D Y - S T A T E  A N D  T R A N S I E N T  ANALYSIS  

wllich had to estimate only a single quantity, which was the rotor speed, and It has been stated above that by using a well-trained multi-layer ANN, it is 
three quantities. ~t can be seen that during the initial transient up to 1 s, ther possible to estimate correctly the rotor speed and the electromagnetic torque of a 
a speed error, but beyond this and in the steady state the speed obtained b .c. machine. In the present section the estimation of the rotor speed and electro- 
ANN is quite accurate. It can be seen from Fig. 7.9(b) that, apart from the i netic torque and other quantities (e.g. flux linkages) of induction machines 
transient, the armature current estimated by the ANN is satisfactory. R e  -ring and squirrel-cage) is described by using various ANNs. 
holds for the field current. onventionally the transient analysis of a symmetrical three-phase induction 

~ ~ ~ t h ~ ~  ANN with 10-4-5-3 configuration has also been tested successfully. ne is performed by using the real and imaginary parts of the stator and rotor 
this ANN the number of inputs has been deliberately increased to check t -vector voltage differential equations, together with the equation of motion. 
effects of the extra inputs. Thus u,(k-21, iJk-21, i,(lc-2), m,(lc-2) were a 1s results in a system of first-order non-linear differential equations, with five 
inputs to the ANN in addition to those used previously in the 6-4-4-3 ANN. T quations. In a variable-speed drive system these have to be complemented by the 
10.4-5-3 ANN has given a better speed estimate than the 6-4-4-3 ANN, i.e. qudtions for the controllers and converter. Normally, the machine equations 
steady-state error has been reduced to zero and the initial negative speed sh Ontain six machine Parameters (R,, R;, L,,, L;,, L,, J ) ,  but it is also possible to have 
in Fig. 7.9(a) has disappeared. The results are shown in Fig. 7.10. ch a transient model where only 5 parameters are used (stator resistance, stator 

~t should be noted that an ANN with 10-4-4-3 codguration did not provi ansient inductance, referred magnetizing inductance, referred rotor resistance, 
satisfactory results, and this is why the number of hidden neurons in the seen ertia; see also Section 4.5.3.5.2 where the second machine model used for the EKF 
hidden layer had to be increased from 3 to 4. ontains fewer parameters). However, it is also possible to estimate the various 
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machine quantities in both the steady-state and transient state by using an ANN, urposes) there is a rotor position sensor, so the rotor currents can be transformed 
and in this case these parameters are not required and the ANN can accurate to their values in the stationary reference frame. 
describe the non-linear behaviour of the machine (no assumptions have to be made A multi-layer feedforward ANN with the structure 8-9-12-1 (8 input nodes, 

&out any type of non-linearity). Tbis is described in the next section. Such an nine hidden nodes in the first hidden layer, 12 hidden nodes in the second hidden 
estimator can also be used in 'sensorless' induction motor drives. layer, and one output node) has been used, since this has given correct results. As 

mentioned in the previous sections, the structure of this type of ANN can only be 

7.3.2 ANN-BASED STEADY-STATE A N D  T R A N S I E N T  ANALYSIS. 
determined by trial and error. It can be seen that this ANN is much more complex 
than those used for the d.c. machine, since the induction motor is a much more 

ESTIMATORS complicated non-linear plant than the d.c. machine. The inputs to the ANN are 
For the ANN-based transient analysis of an induction machine, a multi-layer the sampled values of the stator and rotor currents, all expressed in the stationary 
ANN has been considered with back-propagation training (see also Sections 7.2.2 reference frame, thus the 8 inputs are: i,,(k), i,,(k-I), iip(li), iSQ(/c-1), ird(k), 
7.2.3). The run-up speed of an unloaded induction machine using a convention ,(li-l), i,,(lc), and i,,(/c-1). For training purposes only 60% of the training da t e  
mathematical model is shown in Fig. 7.11. For the purposes of obtaining the spee set was used, but when the trained ANN was applied in the checking phase (when 
and other signals by using an ANN, several approaches have been considered. the data not seen previously by the network was also presented to the network), it 

gave correct results for those data as well. The activation functions of the hidden 

7.3.2.1 ANNs for a slip-ring induction machine 
layers are tansigmoid functions. 

Figure 7.12(a) shows the speed of the unloaded induction machine during the - 
It isissumed that the machine is a slip-ring induction machine and thus the ro starting process (run-up), as obtained by the 8-9-12-1 ANN, and Fig. 7.12(b) 
currents can be measured, and for training purposes (and only for train shows the speed error (speed determined by computation minus speed determined 

by ANN). It can be seen that there is good agreement, and the error is small, 
tv~icallv less than 

The ANN was then also tested by using input data when tlie machine was 
A started with a load torque of 25Nm. The results are shown in Fig. 7.13 and it can 

be seen that in general there is good agreement between the conventional and 
- 

ANN based results. The error is typically less than 2 x 
It is interesting to note that the same 8 input data have also been used with 

300 - er ANN, which, however, contains only two layers: the input layer with 8 
and tlie output layer with 2 nodes, and there were no hidden layers (8-2 

1. Physically this corresponds to tlie fact that under linear magnetic con- - ditions the flux linkages are determined by the currents and there is a linear - - lationship between the flux linltages and currents, and thus a linear ANN can 
L, 
'0 - used. This type of ANN is called an Adaline. The two output nodes correspond 
e - e direct- and quadrature-axis stator flux linkages (I//,,, I/I,~). The trained 
j al network was then able to estimate correctly the instantaneous values of the 

- or flux linkages during run-up (without explicit knowledge of the machine 
uctances). The training was achieved very quickly, only after four epochs. The 
al weights were then checked, and as expected, they agreed with the corres- 
nding inductances (L,, L,, L,) of the induction machine. The stator flux- 

nkage error was typically less than lo-' when the Adeline was used. 
Another ANN was also trained to estimate tlie electromagnetic torque transients. 
raditionally the electromagnetic torque can be computed by using the vectorial 

0 I I I ross product of the stator flux-linkage space vector and stator-current space vector 
4 ~ ) P ( I L  x i,), which, however, yields (3/2)PL,i; x i, (where i; is the rotor-current 

ce vector in the stationary reference frame), or in two-axis form (3/2)PL, 

pig. 7.11. R ~ ~ . ~ ~  of an induction motor using a conventional mathematical madel i,p-i,,is,). Since tlie currents are inputs to tlie ANN, the ANN has to only 
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perform a simple operation (;.,is,-!,,is,). Tlierefore, an ANN with a relativ 

there were 10 hidden nodes). The activation functions of the hidden layer w 
tansigmoid functions. Figure 7.14 shows the variation of the electromagnetic tor 
of the unloaded induction macline during run-up. Figure 7.14(a) shows the res 
obtained by using the conventional mathematical model, but Fig. 7.14(b) shows 

shown (error=electromagnetic torque obtained by using conventional tecl 
minus torque obtained by ANN). It follows that the ANN is capable of pro 
correct estimates. The error is typically less than 

An ANN with increased complexity was also trained which contained 
outputs, since it was required to have a simultaneous estimate of both 
electromagnetic torque and speed. The ANN was then applied to a previou 
unseen data set, and the correct results were obtained. 

Therefore another scheme was also investigated which uses the stator voltages 
stator currents as inputs, and such an estimator is suitable for a squirrel- 
induction machine. Fig. 7.14. 
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t 
8 

(c) 

Fig. 7.14. Electromagnetic torque or induction machine during run-up. (a) Application of th  
conventional technique; (b) application of the 8-10-1 ANN: (c) clcctromagxctic torque error. 

7.3.2.2 ANNs for a squirrel-cage induction machine 

7.3.2.2.1 Speed cstiii~r~tar: 8-9-7-1 ANN, 8-8-6-1 ANN 

An ANN-based speed estimator was also considered for a squirrel-cage induct 
machine. The multi-layer feedforward ANN had an 8-9-7-1 structure. The inp 

after switch-on to the supply are shown in Fig. 7.15(a), and Fig. 7.15(h) 

only half of the data were used. The sum of the squared errors during ir 
was 5.8 x 

Another ANN was also considered with a structure of 8-8-6-1 (thus the num 
of hidden neurons was reduced by one in the first and second hidden layers loaded squirrel-cage machine during run-up. (a) speed cstimatior, by 8.9.7-1 

pectively). In this case the corresponding results are shown in Figs 7.16(a) and ( 



discussed above) 

7.3.2.2.3 Speed estimator b~ a uertor;conrrolled drive: 8-15-13-1 ANN, 
other ANNs 

and it can be seen that there are some differences between the curves shown in 
Figs 7.16 and 7.15. 

7.32.2.2 Speed, torque, aitdflris estin~atort. 8-12-10-4 ANN 

A much more complex ANN has also been applied to the same machine as above. 
It was the aim to obtain on its outputs four quantities: the rotor speed, the 
electromagnetic torque, and the direct- and quadrature-axis stator flux linkages in 
the stationary reference frame ($,,,I//.~). The ANN structure was again found by 
trial and error and finally the 8-12-10-4 ANN gave correct results. Thus the inputs 
to the AhW are risD(k), risD(lc-l), risQ(lc), risQ(k-I), i3D(lc), isD(lc-l), isQ(k), 
is+-I); the outputs are o,(lc), tklc), $,,(lc) and, $,Q(k), and there were two 
hrdden layers with 12 and 10 nodes respectively. Figure 7.17(a) shows the 'actual' 
speed, Fig. 7.17(h) shows the speed estimated by the ANN, and Fig. 7.17(c) shows 
the speed error (actual speed minus speed estimated by ANN) during the run-up 
of the unloaded machine. Figure 7.16(d) shows the 'actual' electromagnetic 
torque, Fig. 7.17(e) shows the electromagnetic torque estimated by the ANN, and 
Fig. 7.17(f) shows the torque error. The activation functions used were tansig- 
moid, and only half of the data was used for training purposes. The sum of the 
squared errors during training was 0.06 (much higher than in the previous cases 

An ANN-based virtual-speed estimator in a vector-controlled voltage-source 
ction motor drive employing rotor-flux-oriented control was also investigated. 
goal was to achieve speed-sensorless operation of the drive. Various ANN 

tructures were considered. 
The first multi-layer ANN to he used has a structure of 8-15-13-1. The eight 
puts are the measured values of the stator voltages and stator currents, ri,,(k), 

I), ri3Q(/c), ~ ~ ~ ( k - l ) ,  is,&), isD(lc-1), isQ(1c), i5Q(/c-l) during run-up and 
reversal. For illustration purposes the measured stator voltage ri,, and 
current is, are shown in Figs 7.18(a) and (b) respectively. 

uring training the sum of the squared errors was 0.07, which is quite high. 
e speed obtained by a speed sensor is shown in Fig. 7.18(c), and the speed 
imated by the 8-15-13-1 ANN is shown in Fig. 7.18(d). The activation functions 
d in the hidden layers are tausigmoids. It can be seen that the speed estimated 
he ANN contains many oscillations, but it is possible to obtain better results 
g other neural networks. For example, in one version, the sum of the squared 

ors of the trained ANN is very small, 7.3 x lo-'. Figure 7.19 shows the 

Fig. 7.16. Speed of unloaded squirrel-cage machine during mn-up. (a) Speec 
mathematical model and by 8-8-64 ANN; (b) 51 

. 
- 1 obtained by conven 

3eea error. 

stimated rotor speed obtained by the ANN. 
It is important to note that there are great improvements in the speed estima- 

on. The number of epochs used during the training is 1300. 
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A of an inverter-fed induction machine. The weights are organized so that topolo- 
250 - gically close nodes are sensitive to inputs that are similar. Thus the output nodes 

are ordered in a natural manner (where tlie topology is preserved). In the com- 
petitive layer of the Kohonen feature map, several output nodes in the neighbour- 
hood of the winner node can be activated at the same time, and all weights of 
neurons which belong to this neighbourhood are adapted so that their weights 
become closer to that of the winning neuron. 

It should be noted tliat tlie feature array could have other forms as well, e.g. 
triangular, etc. It is interesting to note that there are no physical lateral inter- 
connections between the output nodes, even though lateral interconnections play 
an important role in a biological neural network. The lateral interconnections in 

a' the Kohonen self-organizing map are modelled implicitly by the appropriate 
-50 - learning algorithm. 

In the literature of electrical machines, harmonic analysis is almost exclusively 
-100 - performed on the temporal variation of the quantities (e.g. stator currents) con- 

sidered. However, it has been shown in [Vas 19931 that there are advantages in 
-150 - performing harmonic analysis not on tlie temporal variations of the waveforms 

under consideration, hut on their respective space-vector loci. The harmonic 
-2W - analysis described in [Vas 19931 is not based on artificial intelligence. However, 

-250 I I I I I space-vector loci contain specific features which can be easily recognized by 
0 0.5 1 1.5 2 2.5 human experts, e.g. when there are different time harmonics in the stator currents 

f (s) of an inverter-fed induction motor. This has resulted in the development of the 
Kolionen-neural-network-based harmonic analyser. Furthermore, since the space- 

Fig. 7.20. Rotor spccd eslimated by ANN with reduced number of inputs in vector-controlled 
induction motor drive. vector current loci have different and well-distinguishable shapes in various 

reference frames, the harmonic analysis can he performed on the measured values 
of the currents expressed in different reference frames. For this purpose the :il 
currents have been considered in two reference frames: the stationary reference 11 purpose the self-organizing Kohonen feature map can be used, which is an frame and also in a reference frame which rotates synchronously with the speed 

supewised ANN [Kohonen 19901. of the fundamental harmonic. , >  

In its most basic form the Kohonen network, which is a competitive ne 
1 

By considering data which are sampled values of the stator-current components 
network (often referred to as the Kohonen feature map), consists of a t 

i ,!// of an induction motor in the stationary reference frame, Fig. 7.21 shows results 
dimensional (rectangular) array of artificial neuron nodes, which form a to obtained by using the Kohonen feature map. It can he seen from the space-vector 21 
gically ordered map of data to which it is exposed. It has three main featur locus obtained, tliat the stator current fifth-harmonic has been successfully , I / ,  . it meeds un convergence when the number of input data is high; entified. The three subplots correspond to the dilferent epochs, and it call be - 

it is suitable for clustering data with noise; 
seen that at epoch 300 the feature map has already started to unfold, and at epoch 

0 it has almost learnt the topology of tlie input space. In epoch 6000 it has . it is topologically preserving (i.e. it provides both qualitative and quantita 
. . .  rnt the main features of the input space well and the fifth harmonic has been 

information on the data). entified, as seen From the six protrusions of the feature map. A large number of 

It is one of the main advantages of this technique that unlabelled input data ca ults have been obtained which have identified other harmonic components as 
he quickly organized into a map which can show characteristic features in tl establishing the validity of the proposed new approach. 

data structure, which otherwise are 'hidden'. hen sampled data values of the currents expressed in the synclironously 
In the Kolionen feature map, the inputs are transmitted to the competitive lay tating reference frame described above have been used, the Kohonen fealure- 

(feature layer), which in the present application is a two-dimensional rectangul ~p has successfully identified the same harmonics as becore, but of course now 
layer containing the output nodes. The input signals can be the sampled va e locus has become an ellipse. The new technique can be used for rapid deter- 
of any kind of signal, e.g. they can be the sampled values of the stator cum ination of stator-current harmonics. This can be used for condition monitoring 
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and diagnostic purposes and also for the development of new types of adaptive 
0.8 ; + PWM modulators. 

............... ............... .............. ........... 0.6 i : +... ! 

0.4 i ............... ; .............. i ............... : 7.4 Fuzzy-neural-network-based steady-state and transient 
0.2 i ......................... + .............. ; analysis of d.c. and induction machines, estimators 
0 . ............. : . ... - 4 . 2  ............... i ................ .............. + .............. + Recently, fuzzy-logic control has emerged as an attractive area for research in the 

-0 4 ............... : .............. .: ............... 2 ........... ~..: control application of fuzzy set theory. The main feature is the construction of 

-0.6 ............... i ............. ; ............... ! ................ ! fuzzy-logic controllers (FLCs) which utilize the linguistic, imprecise knowledge of 
i human experts. However, the implementation of conventional fuzzy-logic control- 4.8 ............... 1 .............................. 2 .............. : lers suffers from the disadvantage that no formal procedures exist for the direct 

-1.0 incorporation of the expert knowledge during the development of the controller. 
(a) 

-1.0 -0.5 0 0.5 1.0 The structure of the fuzzy controller (number of rules, the rules themselves, 
w(i.1) number and shape of membership functions, etc.) is achieved through a time- 

consuming tuning process which is essentially manual in nature. The ability to 
'learn' automatically the characteristics and structure which may be obscure to 
the human observer is, however, inherent in neural networks. A fuzzy-logic-type 
controller having a neural network structure offers the advantages of both-the 
ability of fuzzy logic to use expert human knowledge and the learning ability of 
the neural network-and overcomes their disadvantages-the lack of a formal 
learning procedure for the fuzzy controller and the lack of a clear correlation with 
the physical problem when using neural networks. 

In a connectionist fuzzy-neural controller, the input and output nodes of the 
ANN represent the input and output signals and in the hidden layer, the nodes 
take the roles of membership functions and rules. The learning algorithm for this 

-1.0 -0.5 0 0.5 1.0 
network can he hybrid, combining unsupervised and supervised methods. The 

(b) unsupervised learning produces the number of fuzzy sets for each input and 
w(i.1) output variable, the number of fuzzy rules, the rules themselves, and the centres 

and widths of the membership sets. This information is used to establish a fuzzy- 
neural controller which is then trained using a hack-propagation algorithm to 
tune the centres and widths of the membership functions further. The structure of 
the controller is fixed. Hybrid learning outperforms purely supervised learning by 
reducing training times. 

There are many architectures which can be used for fuzzy-neural controllers. 
For example, a Mamdani-type of fuzzy-neural controller may contains five layers: 
an input layer, a layer for the fuzzy membership sets, a fuzzy AND layer, a fuzzy 

R layer, and an output layer. The input layer contains the input nodes, which 
esent linguistic variables. These distribute each input variable to its member- 
functions. The second layer generates the appropriate membership values. 

-1.0 -0.5 0 0.5 1.0 e third layer defines the preconditions of the rule nodes. The nodes in the 

(c) w(i,l) fourth layer connect the output of the fuzzy AND nodes to the consequences in 
the rules. The last layer (output layer) performs defuzzification. The details of 

-,?ig. 7.11. ~ ~ ~ l i ~ t i ~ ~  self-organizing ANN for the identikcation of the 5th ha rn~nic  by such a network have been described in Section 4.4.2 and will not be repeated here. 
sampled or the currents in the stationary rcfercnce frame. (o) 300 epochs; (b) 2400 ePo 

However, it is also possible to use a Sugeno-type of fuzzy-neural controller 
(c )  6000 epochs. 
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[Sugeno 1985; Jang 19931, where the fact is utilized that the output of each rule 
is a linear combination of the input variables plus a constant term. In such a 
fuzzy-neural controller, the first layer is the input layer and the nodes in the 
second layer perform tlie membership functions (via the membership nodes). The 
nodes in the third layer perform the funy  AND operation (e.g. minimum 
operation); thus the outputs of the nodes give the firing strength of the corres- 
ponding rule. The nodes in the fourth layer compute tlie normalized firing 
strength of each rule. The outputs of the nodes of the fifth layer give the weighted 
consequent part of the rules, and finally in the last layer there is a single node 
which sums all the signals entering the node. 

By using a fuzzy-neural network, it is possible to obtain various quantities of 
d.c, or an induction machine. Thus it can be used to yield the instantaiieo 
variations of the rotor speed, electromagnetic torque, etc. This is discuss 
below. 

7.4.1 FUZZY-NEURAL SPEED ESTIMATOR FOR A D.C. MOTOR 

In Section 7.2.4 speed estimation using ANNs for a d.c. machine has 
discussed. The same d.c. machine is considered now, but the speed is estimat 
by using a fuzzy-neural network. In contrast to a speed estimator using a c 
ventioual multi-layer ANN, where the number of hidden layers and hidden no 
had lo be obtained by trial and error, when a fuzzy-neural network is used t 
network structure can be obtained automatically. 

First a Sugeno-type of fuzzy-neural network is considered (see the introdu 
to Section 7.4.) with four inputs (as in Section 7.2.4.1). Thus the inputs are 1 1 ,  

ir,,(lc-I), i,(li), and i,(k-I), and it is the goal Lo estimate w,(k). To have a 
network, only three fuzzy sets are considered for both the armature volta 
amature current. Thus altogether six membership functions have been u 
initial values of which are shown in Figs 7.22(a) and (b). In total there were 
rules. 

The fuzzy-neural network was trained with a sinusoidally varying anna 
voltage (see also Section 7.2.4.1). The training lasted for four epochs only. Fig 
7.21(c) shows tlie results obtained when a constant arniature voltage U,=24 
was applied to the trained fuzzy-neural network. It can be seen that, des ' 

very limited training, the fuzzy-neural speed estimator gives correct resul 
steady state. However, it was also possible to obtain improved estimat' 
the transient state after only 10 epochs of training by increasing the num 
inputs from four to five, where the fifth input is the past value of the rotor s 
In this case, again three membership functions have been used for the a 
voltage, another three membersbip functions for the annature curren 
finally three membersl~ip functions for the rotor speed. As a consequence, 
number of rules bas increased from the previous 81 to 243, but this is 
than the number of rules wliicli would be obtained by using the origina 
inputs and increasing the number of membership runctious from three to fo Fig. 7.22. 

- 

even a higher number) for boll1 the armature voltage and armature curre 
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follows that this approach results in a simpler network structure. The three 
membership functions obtained after the training (for 10 epochs) are shown in 
Fig. 7.21(d) (the curves contain scaled values of the speed). These trained 
membership functions are slightly different from their initial values. Figure 4.21(e) 
shows the speed obtained by the trained fuzzy-neural estimator if the input is a 
constant armature voltage, U,=240V. As expected, in comparison with the speed 
response obtained by the fuzzy-neural estimator shown in Fig. 4.21(c), an 
improved speed response is obtained. Finally Fig. 4.21(f) shows the speed 
estimated by the fuzzy-neural estimator when a sinusoidal armature voltage with 
an amplitude of 180V was applied to the d.c. machine (the training was achieved 
by using a sinusoidal armature voltage with an amplitude of 240 V). It can be seen 
that satisfactory speed estimates are obtained. 

Other fuzzy-neural networks have also been successfully trained to yield 
estimates of other machine quantities (e.g. electromagnetic torque) as well. 

7.4.2 F U Z Z Y - N E U R A L  S P E E D  E S T I M A T O R S  F O R  A N  
I N D U C T I O N  M O T O R  

By using a fuzzy-neural network, it is possible to estimate various quantities of 
an induction machine. Thus it can be used to yield the instantaneous variations of 
the rotor speed, electromagnetic torque, stator flux linkages, etc. For example, by 
using a Mamdani-type and also a Sugeno-type of fuzzy-neural controller, the 
instantaneous rotor speed in a vector-controlled and also in a direct-torque- 
controlled induction motor drive has been obtained. For this purpose, similarly to 
the case discussed in Section 7.3.2.2, in one configuration the inputs to the 
fuzzy-neural network were the monitored values of the present and past values of 
the direct- and quadrature-axis stator voltages and stator currents. However, in 
contrast to the discussion for the d.c. motor in the previous section in which only 
three membership functions were used for both the armature voltage and 
armature current, the results were not acceptable for the induction motor when 
the same number of membership functions was used for the stator voltages and 
stator currents. 

When the number of fuzzy sets for the stator voltages and stator currents was 
increased, improved results were obtained, but the complexity of the network has 
considerably increased, resulting in a higher training time. Finally it has been 
possible to find a compromise which resulted in an optimum solution yielding 
adequate responses and acceptable network structure. This has been possible by 
using in addition some expert knowledge of the speed estimation process. 

It is believed that speed, torque, flux, etc. estimation using artificial-intelligence- 
based adaptive networks will have an increased role in the future. However, for 
this purpose, all expert information should be utilized, since this can also help to 
establish the initial network structure and can speed up the convergence of the 
estimation. There are many types of adaptive hrtificial-intelligence-based net- 

Fig. 7.22. Fuzzy-neural speed estimation. (a) Initial annature-voltage membership functi 
(b) initial armature-current membership functions; (c) cstimntcd speed obtained by using conventio 

works, but the key to successful industrial applications are minimum config- 

and fuzzy-neural technisue (network has 4 inouts and U.=24OV: (dl trained speed members uration networks. 
runctions; (el estimated speed obtiined by using conventional and fuzzy-neural technique (nelwo 
has 5 inputs and Ua=?40V); (f) estimated spced oblaincd by using conventional nnd fuay-neur 
technique (network has 5 inputs and armature voltage is sinusoidal). 
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All the instantaneous torque-controlled drives (vector drives, direct-torque- 
controlled drives) described in previous chapters use various machine parameters. 
On-line estimation of some of the machine parameters has been described in 
various sections, but in the present chapter different techniques are briefly 
described, which are suitable for the estimation of machine parameters by using 
simple tests prior to starting the drive system. It should be noted that a recent 
book (Vas 1993) discusses many types of parameter estimation and identification 
schemes. Furthermore, it is important to note that various modem industrial 
drives now incorporate self-commissioning techniques. In general, two main 
methods exist for self-commissioning: 

1. SelT-commissioning without identification. In this case, no signals are meas- 
ured and there are two main approaches. It is a great advantage that the 
computational effort is minimal, but it is a disadvantage that the parameters 
cannot be absolutely correct. 

Approrrclr I: utilization of stored parameters. When this first approach is used, 
the motor is selected from a menu and a look-up table contains required 
precomputed parameters. This is a very simple system, which allows fast 
self-commissioning, but results in detuning effects if real parameters are 
different from the values stored in the look-up table. Such a system can be 
effective in the most recent types of integral motor drives, where the inverter 
and motor are integrated into a single unit. 

Approaclr 2: utilization of calculated parameters. When this second ap- 
proach is used, the motor can be unknown and the parameters are obtained 
on the basis of the name-plate and other data. However, for many applica- 
tions this can only provide a crude estimation of the parameters. This method 
is also problematic since the name-plate data do not give any account of any 
machine imperfectness. In some advanced industrial drives, this technique can 
also be selected from a menu (e.g. ABB DTC drive), but these drives also 
contain other self-commissioning techniques, where there is identification (see 
also below). 

2. Self-commissioning with identification. In this case, various test signals (step 
signals, ramp signals, etc.) are applied to the machine and the responses are 
measured. It is also possible to use some name-plate and other data to ensure that 
the machine will not be destroyed during the tests (e.g. maximum current). It is 
also a goal to use the minimum number of sensors. For example, currents are 
always measured in every drive (e.g. to ensure safe operation of semiconductor 
switches). However, ir it is possible to avoid the use of voltage and speed sensors, 
then they should not be used. 



There are basically two types of approaches. 1 
Approach 1: off-line identification. In this case suitable test signals are applied 
to the motor and the response data is measured. This is used to identify the 
parameters. However, it is a disadvantage that parameter variations are not 
considered, since these can only appear during the normal operation of the 
drive. When this approach is used it is also a goal not to produce torque (e.g. 
for an induction motor this can be ensured by applying single-phase stator 
voltage). 
Approach 2: on-line identification. When this approach is used, initial, 
precomputed controller parameter values are required. Measurements are made 
during the operation of the drive and motor and controller parameters are 
continuously estimated, and controllers are continuously adapted. This ap- 
proach imposes high computation burdens. 

It is a common feature that those industrial drives which use self-commissioning 
with identification rely on mathematical-model-based techniques, hut it is ex- 
pected that in the future artificial-intelligence (A1)-based techniques will also he 
used (see also Chapter 7). 

In many industrial applications, the a.c. machine and converter are sold by 
separate manufacturers and the parameters of the a.c. machine are not known. 
However, prior to starting the variahle-speed drive system, some machine par- 
ameters have to be known. Although the name-plate data can also be used for 
this purpose, in many applications this does not yield accurate information on the 
parameters required. Thus in general extensive testing of the machine and tuning 
of the controllers is required, but this can be expensive and time-consuming 
and requires specially trained staff (which also increases the costs). The self- 
commissioning of high-performance a s .  drives is more important than that of d. 
drives, since a.c. drives are more complicated and the control of a.c. machines 
more diBcult. Thus the tuning of an ax.  drive is more time-consuming an 
requires hetter-qualified staff. However, it is possible to obtain various machin 
parameters and to tune the controllers by an automated process during 
self-commissioning stage. For example, for a squirrel-cage induction machine, t 
required electrical parameters (stator and rotor resistances, rotor time const 
stator transient inductance, etc.) can be obtained from on-line measurements 
stator currents andlor stator voltages, when the machine is at standstill and wh 
the inverter in the drive is utilized to generate the signals required for 
parameter estimation. However, identification techniques are preferred in w 
the machine does not produce a torque at standstill, since locking of the roto 
undesirable (e.g. for a three-phase induction motor this can he achieved by nsi 
a single-phase supply). Some of these techniques will be discussed below. W 
the machine parameters are known, then during the running of the drive, on 
few parameter-related identification schemes have to be employed, e.g. th 
utilizing thermal models (which are used to update the initial resistance val 
obtained during the self-commissioning stage, etc.). 
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The three main techniques of on-line and off-line parameter estimation are: 

1. Estimation in the time domain. For this purpose various techniques can be 
used, e.g. MRAS (described in earlier sections), Recursive Least Squares 
(RLS), Maximum Likelihood, etc. 

2. Estimation in the frequency domain. In this case the test signals applied 
depend on the system and evaluation technique (sinusoidal signals with 
cross-correlation technique for a non-linear system). This can be a computa- 
tionally intensive technique. Parameters are obtained from frequency charac- 
teristics. It is an advantage that this technique is also suitable for non-linear 
systems, but the input signal in this case must be perfectly sinusoidal. For a 
linear system, the test signal can be any other, periodic signal. 

3. Estimation using artificial intelligence (AI). In this case artificial neural 
networks (e.g. multi-layer hack-propagation ANN, self-organizing feature 
maps), fuzzy-neural networks, etc. can be used. Since neural networks and 
fuzzy-neural netwoks are general function estimators, they are very suitable in 
the case of non-linearities. By the application of minimum configuration 
networks, it is possible to obtain cost-effective, simple solutions. 

8.1 Determination of the rotor time constant of an 
induction machine with impressed stator currents and 
subjected to indirect rotor-flux-oriented control 

It follows from Section 4.1.1 that when ind~rect rotor-flux-oriented control of an 
induction machine is used, it is very important to have an accurate representa- 
tion of the rotor time constant of the machine. This is a function of the rotor 
resistance and the rotor self-inductance. The former can increase by up to 100% 
of its nominal value for an increase of 170-180" in temperature. In systems 
which employ indirect rotor-flux-oriented control of an induction machine, 
where an encoder or a resolver is used, the positlon of the rotor flux-linkage 
space phasor with respect to the direct axls of the stationary reference frame (p,, 
wh~ch is shown in Fig. 4.15), is obtained by the addition of the slip angle (O,,) 
and the monitored rotor angle (0,). The s l ~ p  angle is obtained with a slip angle 
estimator which contains the effect of the open-circuit rotor time constant T ,  (see 
eqn (4.1-26)). When an incorrect value of the rotor time constant is used for 
setting the gain of the slip controller, the performance of the machine will 
degrade under both steady-state and transient conditions. It is therefore import- 
ant to utilize accurate values of the rotor time constant in the slip-angle 
estimator. 

In Section 4.5.3.4 Model Reference Adaptive Control was used to obtain 
everal circuits which continuously monitor the rotor speed. A similar technique 
ould be used for the estimation of the rotor resistance. However, in this section, 
n alternative technique is described for the determination of the rotor time 



8.1.1 OBTAINING THE ROTOR TIME CONSTANT PRIOR TO 
STARTING THE MACHINE 

Various methods are discussed for obtaining the rotor time constant of the 
induction machine; these utilize measurements made prior to starting the ma- 
chine. Traditionally, the rotor time constant can he obtained by performing the 
locked-rotor and no-load tests. However, this also requires mechanical blocking of 
the rotor and therefore it is more difficult to automatize these tests than tests 
which avoid mechanical blocking of the rotor. In the next section, such a rotor 
time-constant measurement system is described, which can he used for the auto- 
matic determination of the rotor time constant prior to starting the induction 
machine. The blocking of the rotor is avoided by applying single-phase excitation 
to the stator. However, the no-load test is still used. 

Measurement which utilizes single-phase excitation of the stator I 
It is possible to obtain the rotor time constant from measurements made on the 
induction machine prior to start-up and by utilizing single-phase excitation of the 
stator windings, by measuring one of the line-to-line stator voltages of the machine. 
This voltage is then processed to yield the rotor time constant of the machine. The 
test utilizes the inverter which supplies the induction machine. 

It is assumed that the induction machine is supplied by a current-controlled 
PWM inverter (described in Section 3.1.1) and at instant to, single-phase 
sinusoidal current i,(t)=l,,,,cos(w,t) is supplied to two of the stator phases 
of the induction machine with the third stator current controlled to zero. The 
time variation of the applied stator current of the induction machine is shown 
in Fig. 8.1. 

As a result of the single-phase excitation, the rotor will remain at standstill and 
therefore it does not have to he locked during the tests. After switching on the 

Fig. 8.1. Switching of the applied stator current. 
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a.c. current, there is a transient state followed by the steady state. In the steady 
state, at an appropriate instant I,, where t, is much greater than the rotor time 
constant, the stator current is switched to a d.c. current, is(t>t,)=13_,. This 
is also shown in Fig. 8.1. The instant t ,  is selected so that at this instant 
the instantaneous value of the stator current is equal to the reference value of the 
rotor flux-producing current component, which is a magnetizing current. The 
value of the magnetizing current can be obtained from a no-load test and it is 
dependent on the flux level in the machine. 

Since the rotor speed is zero, the applied inverter angular frequency (w,) is 
equal to the angular slip frequency (w,,=w,). As a result of switching from ax .  
current to d.c. current, a transient stator voltage will arise when the reference 
value of the angular slip frequency is not equal to the correct value. A physical 
analysis will he presented below. This transient voltage can he processed to yield 
the correct value of the rotor time constant. The inverter frequency is adjusted 
until this voltage transient is a minimum and when this is accomplished, from 
eqn (4.1-76). and w,,=w,, the rotor time constant can be obtained as 

1 Is,.,,, 1 ( 1  -1' )'I' T=--=- aref sxrcf 
0 1  Is,,,, Ul I ,,,,, 

I,,,,, is the reference value of the torque-producing stator current, and the 
amplitude of the a.c. stator current can he expressed as I,,,, =(I&,,f+I,',,,f)l~'. 

It should be noted that, at standstill, the equivalent circuit shown in Fig. 4.10(c) 
is also valid under transient conditions. since for zero rotor speed all the speed 
voltages are zero and the induction machine can be described in a similar way to 
a transformer. This equivalent circuit can be used to give some physical consider- 
ations of the stator terminal voltages for two cases, when the reference value of 
the angular slip frequency is larger or smaller than the correct value of the angular 
slip frequency. 

If the reference value of the angular slip frequency is larger than the correct 
value, both the actual magnetizing current and the rotor flux will be smaller than 
their reference values. Therefore the magnetizing current and the rotor flux are 
too small before the switching of the stator current. After the switching of the 
stator current to the d.c. value, the instantaneous value of the flux-producing 
stator current (is,) will he smaller than the instantaneous value of the stator 
current is. Since a current which flows across an inductor cannot he changed 
instantaneously, some trapped rotor current must flow across the rotor hranch 
which contains the rotor resistance and its direction will he from point B to D in 
Fig. 4.10(c). The stator terminal voltage is the sum of three component voltages, 
the stator ohmic drop, the voltage across the transient inductance of the stator, 
and the voltage across the magnetizing branch, which contains the inductance 
(LiIL,). The second component can be neglected, since it corresponds to a 
leakage drop, which is small compared with the other two components. It follows 
from Fig. 4.10(c) that the voltage across the magnetizing branch is determined by 
the current across the rotor resistance R,L;IL:. Eventually, the trapped rotor 



current will flow across the magnetizing branch since it represents a short circuit 
at zero frequency, and in the steady state, the rotor flux will be equal to the 
reference value. Initially, the stator terminal voltage will he higher than its 
steady-state value and this will decay. 

If the reference value of the angular slip frequency is smaller than the correct 
value, then both the actual magnetizing current and the rotor flux are larger than 
their reference values before the switching of the stator current. After the 
switching of the stator current to the d.c. valne, the instantaneous value of the 
rotor flux-producing stator current will be higher than the instantaneous value of 
the stator current and thus the trapped rotor current will be reversed compared 
with the previous case, and eventually this current will again decay to zero as the 
rotor flux decays to the reference value. Initially, the stator terminal voltage will 
be smaller than its steady-state value, since the transient voltage across the 
inductance LAIL, shown in Fig. 4.10(c) has a different polarity to the polarity of 
the ohmic stator drop. 

It follows that the trapped rotor current will only be zero when the reference 
value of the angular slip frequency is equal to its correct value. Under this 
condition, both before and after the switching of the stator current, the current 
which flows across the magnetizing branch is equal to the reference value of the 
rotor flux-producing stator current. Thus no voltage will arise across the indnc- 
tance L ~ I L ,  and the stator terminal voltage will he equal to the sum of the voltage 
across the stator resistance and the voltage across the stator transient inductance; 
the latter component can be neglected. 

It follows from eqn (8.1-1) that for the determination of the rotor time constant 
it is necessary to utilize the two reference currents I,,,,, and I,,,,,,. However, to 
obtain high torque response, it is necessary to keep the flux-producing component 
constant. Thus the flux-producing current component must he held constant to 
yield the required flux in the machine when the reference value of the angular slip 
frequency is correct. It is preferable to perform the test at a constant value of 
I,,,,,, which will produce the required flux in the machine. It follows from 
eqn (8.1-1) that the rotor time constant can be obtained with greater accuracy if 
the ratio I,,,.,lI,,,., is large. However, with a large ratio there will be large ohmic 
losses in the machine. If I ,,,,, or I,,,,,lI ,,,., are chosen to result in a small 
rotor-flux error, then by calculating the rotor flux error which is due to the 
presence of the incorrect value of the rotor time constant, it follows from the rotor 
voltage equations presented in Section 4.1.1 that an acceptable level of the roto 
flux error can he obtained even if the current ratio (1,,,,,113,,,,,) is not too large. 

To  summarize the measurement procedure, it follows that by the application o 
a current-controlled PWM inverter, a single-phase a.c. current is supplied to the 
stator windings and this is switched to an appropriate d.c. value in the steady 
state. This d.c. value is equal to the reference value of the rotor flux-producing 
component of the stator current. Its value is obtained from a no-load test and is 
dependent on the required flux level. One of the line-to-line voltages is monitored 
and the frequency of the inverter is varied until a minimum of this voltage is 
reached and, under this condition, eqn (8.1-1) is used to obtain the rotor time 
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constant. It follows that when this technique is used together with the indirect 
rotor-flux-oriented control system described in Section 4.1.2, the only extra signal 
to be monitored is a line-to-line stator voltage. The experiment is performed with 
a rated valne of the flux reference, but the actual flux is equal to its rated value 
only when the correct value of the angular slip-frequency reference is used. 

In the case of an induction machine supplied by a current-controlled PWM 
inverter, the measured terminal voltage transients must be low-pass filtered. When 
the induction machine is supplied by a hysteresis current-controlled PWM 
inverter, the undesirable time-l~armonic components will be spread over the entire 
frequency domain and this property complicates the design of the filter. However, 
when a current-controlled PWM with sine-triangle modulation is used, the 
harmonic frequencies are fixed at the harmonic frequencies of the triangular wave 
and thus it is easier to design the required filter than in the previous case. The 
filter can be a moving-average filter; such a filter can easily he implemented in a 
microprocessor or by utilizing a shift register and Sample-and-Hold (SIH) circuits. 

If the input signal to the moving-average filter is s(t), the output signal is 

where T is the sampling rate. Thus this filter yields the mean value of the input 
signal in the time interval t-T, t. The integral given by eqn (8.1-2) can be 
replaced by a summation and, if the input signal is sampled k times in the period 
T, then the output signal at instant ti is 

By utilizing eqn (8.1-31, Fig. 8.2 shows an implementation of the moving 
average filter. The input to the circuit shown in Fig. 8.2 is the signal s(t), which 
is a line-to-line voltage in the experiment described above. The sample instants 
are determined by a rotating pulse in a Shift Register (SR). The sampling pulses 
are s, ,s2, s, ,..., s,. The frequency of the input pulse train of the shift register is 
f=lclT. Each SIH circuit holds one sample during the period T. The k samples 
of the line-to-line voltage are added, and are then divided by k to yield the 
moving-average valne. 

The accuracy of the test described above can he checked by either comparing 
the obtained value of the rotor time constant with the value obtained with other 
tests, or, and this is simpler, by utilizing the measured drive to check the accuracy. 
For this purpose it is possible to use the relationship between the output torque 
and the reference torque in the steady state. This will only be linear if the correct 
value of the rotor time constant is used in the calculation block of the angular 
rotor slip frequency. Since the rotor resistance can change significantly with 
temperature during the operation of the drive, the initial valne has to be corrected. 
For this purpose it is also possible to use a simplified thermal model of the 
machine. 



Fig. 8.2. An implementation of the moving average filter. 

8.2 Determination of electrical and mechanical parameters 
of an induction machine with impressed stator voltages 
and subjected to rotor-flux-oriented control 

I t  is assumed that the induction machine is supplied by a voltage source inverter, 
as discussed in Section 4.1.1, and rotor-flu-oriented control is employed. It is 
assumed that all control tasks (inverter control, rotor-flux-oriented control) can 
be performed by a computer. The stator current in stator phase sA is measured 
and its instantaneous value is i,,. The electrical parameters of the machine are 
obtained when the machine is at standstill by utilizing measured values of 
appropriately formed stator currents and measured terminal voltages. For this 
purpose the voltage equations of the machine expressed in the stationary reference 
frame are utilized, but with the two-axis components of the stator currents 
(i,,,iSQ) and the two axis rotor magnetizing-current components (i,,,,i,,Q) 
chosen as state-variables. 

It follows fron eqns (4.1-34) and (4.1-29) that the space-phasor form of the 
stator and rotor voltage equations in the stationary reference frame are as follows 
if the machine is at standstill (w,=O) and if the effects of magnetic saturation ar 
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neglected: 

In eqn (8.2-1) the derivative or the rotor magnetizing-current space phasor is 
present. When its expression [eqn (8.2-2)J is substituted into eqn (8.2-I), the 
stator voltage equation can be expressed as 

By introducing the referred value of the rotor flux-linkage space phasor, 

where & is the space phasor of the rotor flux linkages and LmIL, is a referring 
factor (whose role has been described in Section 4.1.1), eqns (8.2-3) and (8.2-2) can 
be put into the form, 

where R,,,, is the referred value of the rotor resistance, 

\ L r /  

and has been shown in the equivalent circuit given in Figs. 4.10(a) and (c). 
Equations (8.2-5)-(8.2-7) are used to obtain several parameters (stator transient 

time constant, stator resistance, rotor resistance, rotor time constant, etc.) of the 
induction machine supplied by the voltage-source PWM inverter by employing 
tests performed at standstill. 

8.2.1 DETERMINATION O F  T H E  STATOR TRANSIENT I N D U C T A N C E  

First the stator transient inductance (L:) is determined. For this purpose appro- 
priate short voltage impulses are generated by the inverter which supplies the 
induction machine itself. It follows from eqns (8.2-5)-(8.2-7) that if the direct-axis 
stator current expressed in the stationary reference frame is zero, is,=& and the 
direct-axis component of the referred value of the rotor Rux-linkage space phasor 



expressed in the stationary reference frame is zero, (I,,,,, = 0 ,  then the direct-axis 
component of the equations yields 

LL = ~ t ~ ~ / ( d i ~ , I d t ) ,  (8.2-8) 

where rt,, is the direct-axis component of the stator-voltage space phasor in the 
stationary reference frame. Equation (8.2-8) is used to obtain the stator transient 
inductance. For this purpose first two appropriate stator terminals ( S R ,  TR)  
are supplied by the d.c. voltage U,, using the inverter itself, where U ,  is the d.c. 
link voltage. From the definition of the space phasor of the stator voltages, 
eqn (2.1-126), rt,, = f U ,  is obtained and this is the value of which has to be used 
in eqn (8.2-8). Figure 8.3 shows the terminal voltage zr,,  and the current response 
in phase sA. 

The duration of the pulses in the terminal voltage is selected to be much shorter 
than the open-circuit rotor time constant (T,) and it follows from the voltage 
equations that, with respect to i,,=iSD, the induction machine behaves like a 
first-order delay element and the initial rise of the stator current is ,  is determined 
by the stator transient inductance. In Fig. 8.3 at instant 1 ,  the vo!tage U ,  appears 
at the two stator terminals indicated above. Thus the stator current starts to rise 
and at instant t ,  i t  reaches its peak value (peak of rated stator current 1,). At this 
instant the stator terminals are short-circuited with the aid of the inverter valves 
and thus the stator current starts to decrease. At instant t , ,  where the phase 
current is approximately equal to half the peak value of the rated current, a 
negative value of the d.c. link voltage is applied and thus the stator current will 
further decrease and will become negative, as shown in Fig. 8.3. At instant I ,  the 
stator current reaches its negative peak value and at this instant the stator 
terminals are again short-circuited. Thus the stator current will start to rise. 

In eqn (8.2-8) the derivative di,,ldt is present. This can be computed by 
considering the monitored values of the stator current shown in Fig. 8.3 in either 
the interval ( , - I ,  or the interval 1,-I,. However, since I,-f3>I,-t, and 

Fig. 8.3. Variation of n,, and i,, 

i rD(13)- i r~( lJ  <i.D(12)-irD(f1). more accurate results are obtained if the values of 
the current at the instants I ,  and 1, are used for the calculation of the derivative 
of the stator current. Furthermore, the average value of the stator current in the 
second interval is closer to zero than in the first interval and this also leads to a 
more accurate value of L:. It follows that L: is computed by considering the 
following expression, 

Equation (8.2-9) has been derived by considering the voltage equations, eqns 
(4.1-33) and (4.1-29), which have been obtained by assuming ideal conditions, e.g. 
by neglecting the effects of magnetic saturation, eddy currents, and current 
displacement. Thus when the stator transient inductance is determined by 
utilizing eqn (8.2-9), the value obtained will be smaller than the actual value. 
However, an improvement can be obtained if instead of the measured value of the 
stator current at instant l,, is,(/,), a computed value i,,,(t,) is used, which is 
obtained by fitting an exponential current in the interval 1,-t, shown in Fig. 8.3 
and by using this to compute the value of the stator current at instant I,. This 
value, i,,,(t,), is smaller than the measured value is,@,), and thus i,,(t3)- 
i,,(ta) >i,o(t3)-i,D.(1+). The stator transient inductance can be computed from 

When the stator transient inductance is determined by using eqn (8.2-10) it will 
be larger than the value obtained by using eqn (8.2-9). It is possible to use a 
similar techn~que to obtain the variation of the other two stator currents and to 
determine the resulting transient stator inductance. The average value of the 
results will give a more accurate representation of the actual value of the stator 
transient inductance. 

8 . 2 . 2  DETERMINATION O F  THE STATOR RESlSTANCE 

The stator resistance, the referred value of the rotor resistance, and the rotor time 
constant can be obtained by impressing different values of direct current on the 
machine. This could be performed by a current controller and a PWM modulator. 
The current controller can be implemented by software. Figure 8.4 shows the 
employed stator current and also the output of the current controller, (u, ) ,  the 
average value of which is proportional to the terminal voltage. 

It should be noted that the interval 1,-r, in Fig. 8.3 is in the millisecond region, 
and the interval t,-I,, shown in Fig. 8.4 can be a continuation of the interval 
t,-1, shown in Fig. 8.3. However, interval 1,-I,, is much longer than I,-t,, and 
can be a few seconds long. At instant t ,  a d.c. current is applied to the stator 
w~nding sA, which is approximately one third of the peak value of the rated 
current (I,). This value is chosen so that it should be less than the magnetizing 



where rr,,(At,) and u,,(At,) are the average values of the terminal voltage in 
intervals (/,-t,,) and (1,-1,) respectively, and i,,(Ar,), i,,(At,) are the direct-axis 
stator current components in the same two intervals. 

The stator transient inductance obtained in the previous section, together with 
the stator resistance, can be used for the estimation of the stator transient time 
constant, T:=L:IR,. 

A 11 At, . .AI,' 

Fig. 8.4. The impressed stator current and the output voltage of the CI 

current of the machine to ensure that the effects of magnetic saturation do not 
affect the measured parameters. Since the value of the magnetizing current is 
unknown prior to the measurements, this current can be reduced to a lower level 
if it is established that saturated conditions are obtained when the d.c. current is 
equal to approximately one third of the peak value of the rated current. As a 
result of the applied d.c. current, a voltage (11,) will appear on the output of the 
current controller and will start to decrease until it reaches the steady state, as 
shown in Fig. 8.4. In the steady state, at instant t,, a negative value of the 
previously impressed d.c. current is applied and thus the voltage on the output of 
the current controller will be negative and will start to increase until the steady 
state is reached. Thus at instant t, the applied d.c. current is equal to the peak OF 
the rated current and a large voltage will arise on the output of the current - - 
controller; this will start to decrease and at instant t,, the steady state is reaclie 

It follows from eqns (8.2-5)-(8.2-7) that, in the steady state, the direct-axis 
stator voltage in the stationary reference frame is 

8.2.3 DETERMINATION O F  T H E  ROTOR TIME CONSTANT AND 
THE R E F E R R E D  VALUE O F  T H E  ROTOR RESISTANCE 

It follows from eqns (8.2-5)-(8.2-7) that in interval /,-I, of Fig. 8.4, the 
direct-axis component of the referred rotor flux i!~,,.,. (and of course the unreferred 
rotor flux as well) changes exponentially from ~,r~,(Atl)=TrR,,,,i,D(At,) to 
$,,.,.(Atz)= T,R,,,,i,,(At2). and the time constant of the exponential change is 
equal to the rotor time constant. Since, according to eqn (8.2-5), the stator voltage 
also contains the change of the rotor flux, the rotor time constant can be obtained 
from the output voltage of the controller in the interval At,. In practice, when the 
controller is realized digitally, the output voltage of the controller is not smooth 
because of the sampling and thus an exponential function is fitted to it in the 
interval At2, and the rotor time constant is obtained from this fitted curve. It 
should be noted that the third interval At, shown in Fig. 8.4 cannot be used for 
the estimation of the rotor time constant, since in this region the stator current is 
high (it is equal to the peak rated value) and thus the rotor flux very quickly 
reaches its saturated value and this would result in too small a value of the rotor 
time constant. 

From eqns (8.2-5)-(8.2-7), in the third interval shown in Fig. 8.4, the initial 
value of the terminal voltage can be expressed as 

Thus it follows that the referred value of the rotor resistance can be obtained as 

I I  ..=R.i.,. 8 2 l l  4 Equation (8.2-14) can be used to obtain R...,, and the stator resistance can be 
--5u - 2" 

obtained from eqn (8.2-12). Similarly to ahoie>nstead of the terminal voltage the 
As mentioned above, the average value of the terminal voltage is proportional output of the controller is used, and thus u,,(At,) is used instead of tr,,,(A/,), 

to the voltage on the output of the current controller and can be determined if where zr,,(A/,) is the value of the output voltage of the controller at the beginning 
the d.c. voltage is known. However, the voltage drops due to the semiconducto of the third interval shown in Fig: 8.4. Furthermore, to avoid the effects of current 
valves cause a small deviation. To  obtain a correct value of the stator resistance, displacement, a similar technique can be used to that presented above in con- 
the following expression can be used: I nection with the determination of the stator transient inductance (where com- 
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8.2.4 DETERMINATION O F  THE STATOR SELF-INDUCTANCE AND in terms of the torque-producing stator current (is,! and the modulus of the rotor 
magnetizing current space phasor Ii,,l and, by cons~dering eqn (2.1-197). it follows 

T H E  RESULTANT LEAKAGE FACTOR that 

Since T, and R,,,, are known and according to eqn (8.2-7) the referred rotor 
resistance can he expressed as R,,,=(L,IL,)2R,, it follows that R,,,,=LiI(L,T,) 
and thus 

where a is the resultant leakage factor, o=I -L$I(L,L,), and aLs=L: is the stator 
transient inductance. It should be noted that the factor Li IL ,  is also present in 
the expression for the electromagnetic torque, eqn (2.1-197). 

Since Lk can be determined from eqn (8.2-lo), it follows from eqn (8.2-15) that 
the stator self-inductance L, can be estimated by using 

L,=L:+ T,Rrrc, (8.2-16) 

and, since L, and L: are now known quantities, the leakage factor can be 
determined by considering 

It is possible to determine the inertia by considering the response of the drive 
to changes in the reference speed and to obtain an expression for the inertia which 
does not contain the load torque. This allows the technique to be used for a large 
range of drive applications. If the machine runs at a given rotor speed w,(At,), 
approximately 30% of the base speed, during interval At, of the test run, then the 
speed reference is changed (interval At2) and in interval At, the rotor speed is 
o,(At,), and, say, the speed can rise to approximately, 60% of the base speed in 
this region, then it follows from eqns (8.2-18)-(8.2-19) that if the mean values of 
the load torque in intervals At, and At, are the same, I, ,  =t,,(At,)=t,,(At,), then 

I t  should be noted that, in practice, some of the machine parameters can change 
during the operation of the drive. For example, the rotor resistance can change 
considerably with temperature. Thus during the operation of the drive some of 
the machine parameters derived on the basis of the method described above must 
be corrected. A background computer program can take care of this updating. 
When the drive is closed down, the required parameters can be saved in RAM 
for reuse. 

8.2.5 DETERMINATION O F  T H E  INERTIA O F  T H E  DRIVE 

I t  is also possible to obtain the inertia of the drive by using on-line measure- 
ments, but standstill tests cannot be used. The inertia can also be computed 
from suitable measurements of the currents and speed of the induction machine 
during a test run. 

For the purpose of obtaining the expression for the inertia as a function of 
machine currents and rotor speed, the equation of motion is considered. FO 
simulicitv a two-pole induction machine is considered. It follows from eqn (2.1-109 . - 
that if D=0, the-equation of motion can be expressed as 

where t ,  is the developed electromagnetic torque of the machine, t ,  is the lo 
torque, J is the inertia, and w, is the rotor speed. Since it is assumed that rot0 
flux-oriented control is employed, it is useful to express the electromagnetic torqu 

where t,,(At,) and t,,(At,) are the mean values of the electromagnetic torque in 
intervals At, and At, respectively and Ao,(At,) and Aw,(At3) represent the 
changes in rotor speed in the intervals At, and At, respectively. Furthermore, 
T=At,  =At, is the duration of the intervals where the measurement of the speed 
is performed, together with the measurement of the torque-producing stator 
current in the same two intervals, as will be d~scussed below. It follows hom 
eqn (8.2-19) that for a fixed value of the rotor flux, the electromagnetic torque is 
the product of a constant c =  ;(LiIL,)Ji,,J and the quadrature-axis stator current, 
which is expressed in the rotor-flux-oriented reference frame but is accessible in 
the drive system. In the two intervals At, and At, the mean values of the 
electromagnetic torque can thus be expressed as ci,,,(At,) and ~i,~,(At,) respec- 
tively, where i,,,(At,) and i,,,(At,) are the mean values of the torque-producing 
stator current component in the same two intervals. Thus 

and 

are obtained and, when eqn (8.2-23) is subtracted from eqn (8.2-22), finally the 
following expression is obtained for the inertia of the drive, 



It should he noted that it has been assumed that the mean values of the load 
torque in the intervals At, and At, are equal, and thus eqn (8.2-24) gives an 
accurate value of the inertia only if this condition is fulfilled. In practice, the load 
torque can he constant and this condition is automatically satisfied, or it can 
change with the speed or time. However, even in these two cases, the error in the 
determination of the inertia will be small if T is chosen to be small. 

It should be noted that if prior to starting tlie drive the parameters of the speed 
controller are not known, initially these parameters can he set to small values 
which yield safe operation and during the interval Al,+At,+At, these par- 
ameters can be held at their initial values. In the next interval the speed-controller 
parameters can be adjusted by using the known value of the inertia. During the 
commissioning of the drive the output of the speed controller is monitored in 
order to identify closed-loop oscillations. In tlie case of oscillations the parameters 
of the speed controller are reduced. 

It also follows from eqn (8.2-24) that when i,,,(At,)-i,,.,(At,) is small, i.e. 
when the acceleration torque is small, an incorrect value of the inertia will be 
obtained. This can he the case if the change of the reference speed is too small, 
or if the torque limit is very near to the load torque or if the speed ramp is too 
slow. If torsionally flexible coupling exists between the machine and the load, then 
eqn (8.2-24) cannot be used. 

8.2.6 IDENDIFICATION O F  VARIOUS INDUCTION MACHINE 

PARAMETERS BY T H E  RLS TECHNIQUE,  IDENTIFICATION 

O F  T H E  SATURATED L ,  

ln tlie present section various induction machine parameters (R,, R,, L,, L,) are 
identified by using the recursive least squares (RLS)  algorithm. For this purpose 
tlie measured stator-current response of the induction machine at standstill is 
utilized, which is obtained to a single-phase step voltage. First, the erects of 
magnetic saturation are neglected, and it should be noted that in the previous 
sections, saturation of the magnetizing inductance was not considered. Howev 
as shown below, it is also possible to identify the non-linear magnetiz' 
inductance of the induction machine at standstill without loclcing the rotor 
using the recursive least squares (RLS) algorithm. The identification techni 
described below is suitable for self-commissioning purposes. 

At standstill the induction machine is described, eqns (8.2-1) and (8.2-2) or 
eqns (8.2-5) and (8.2-61, where $ r r . r = ( ~ , l ~ , ) ~ r .  It is assumed that tlier 
magnetizing current only in tlie direct-axis (of the stator reference frame), 
II,Q=O, iso=O and also there is no rotor current in the quadrature-axis (i,,= 
First the erects of magnetic saturation are neglected and it then rollows Crom t 
machine equations at standstill that 

Electrical arzd 111ec11a11ical par.allle1er.s of an i~mdz~ction n~aclri?~e 721 

It is also assumed that the stator and rotor leakage inductances are identical. 
Thus from eqns (8.2-25) and (8.2-26) the discrete transfer function ~ s ~ ( z ) l u , ~ ( z )  is 
obtained as 

where the parameters d l ,  d,. il, i2 are defined as 

and are estimated by using the RLS algorithm [Bunte and Grotstollen 19931. In 
eqns (8.2-28)-(8.2-31) T is the sampling time, i., , A2, are eigenvalues of the system 
and r,, r2 are residuals: 

r2=(1+J.2Tr)l[RrO12-A1)l, (8.2-34) 

where T, is the rotor time constant, T,=L,/R,. 
For better understanding, the identification steps of the machine parameters are 

now summarized: 

Step 1 The machine is supplied by a single-phase voltage which is a step voltage, 

Step 2 The current response, i,,(t), is measured and the data are stored. 
" A 

Step 3 The parameter vector 0 (which contains the four elements d l ,  d,, b,, b,) 
is estimated by the RLS algorithm. 

Step 4 The machine parameters (R,, l?,,e,,L,) are obtained by solving eqns 
(8.2-28)-(8.2-34). It should be noted that L,=L, has been assumed and magnetic 
saturation has been neglected. 

The parameters obtained by the technique described above cannot be used in 
the drive scheme if the drive operates in the field-weakening region, since in this 
case, the saturated magnetizing inductance must be used. However, Tor this 
purpose a simple correction to the magnetizing inductance can be made [Bunte 
and Grotstollen 19931. This uses the measured steady-state value of the stator 
current response, I,=i,,(t+rn), due to the applied single-phase step voltage (U,,). 
Thus the following correction factor is defined: 
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indirect control 7, 9, 310, 323 
inductance variations 209; see also 

geometrical effects; saturation 
induction machine 4, 267, 294, 304, 

334, 353, 380, 401, 505, 559, 
677, 701 

inertia 718 
inference engine 383 
INFORM method 26, 212, 220 
integrated drive 27 
instantaneous power 50 
intelligent control 27, 29 
interior magnet 105, 168; see also 

interior permanent magnet 
machine 

interior permanent magnet machiie 89, 
105, 110, 116, 168, 172, 175 

inverse complex inductance 215 

Kalman filter 26,27, 154,163,219,227, 
470,480, 529, 588 

knowledge base 382 
Kohonen feature map 694 

lag compensation 104 
Lawrenson 15, 576 
Leonhard 2, 3 
Levenberg-Marquardt algolithm 660 
line-cornmutated bridge inverter 252 
load angle 188 
load-cornmutated inverter 178,252 
low-pass filter 18, 131, 139, 526 
Luenberger observer 26, 27, 227,470, 

491,492,495, 589 
Lyapunov's stability theorem 

(Lyapunov function) 469, 475, 
476 

magnet torque 11 
magnetic energy 51, 60 
magnetizing-flux-oriented control 2, 5, 

178, 265, 353, 364, 373, 624 
main flux see magnetizing flux 
Mamdani controller 177, 381, 385, 522, 

523 
maximum power factor control 197,198 
maximum torquelampere control 197, 

198, 229, 247, 632 
maximum torque capability 635, 636 
mechanical power 49, 52 
mechanism of torque production 46, 

48, 80 
membership function 382, 395, 522 
Miller 576 
minimum configuration 398 
Model Reference Adaptive Control 

(MRAC), (Model Reference 
Adaptive System, MRAS) 7, 
227, 457, 460, 464, 465, 468, 
470,498, 707 

moving average filter 712 
multi-layer feedforward ANN 504, 

652; see also artificial neural 
network 

Noguchi 21 
natural reference frame 53 
neural network see artificial neural 

network; ANN 

observer 23,154,163,219,227,470-80, 
528; see also Kalman filter; 
Luenberger observer 

on-linc reactance measurement 212 
open-loop estimator 124, 136-8, 406 
open-loop integrator 127, 227 

permanent magnet machine 11, 12, 83, 
87, 90, 105, 122, 168, 172, 175, 
216, 223, 229, 241, 264 

phase-locked loop 150 
phase transformation 45 
Popov's hyperstability theorem 459. 

475,476 
position estimator see estimator; 

observer 
predictive technique 223, 235, 533, 

535. 541 , . .. 

pulse width modulation (PWM) 1, 8, 
11, 12, 97, 267 

quadrature-phase commutator model 
58, 623, 624 

quadrature-phase slip-ring model 56, 
58 

quasi-integrator 127 

radial field machine 88 
reactive power 349 
reactive torque control 232 
reclifier 97, 110 
reconstruction of voltages 6, 125, 128, 

287,547 
recursive least squares (RLS) 

technique 720 
reluctance machine see switched 



reluctance machine; 
synchronous reluctance 
machine 

reluctance torque 11 
resistance estimator see estimator; 

observer 
rotor-flux-oriented control 2, 5, 8, 

265,267,294, 307,318, 324, 331, 
605, 612, 640 

rotor magnetizing current 77; see also 
rotor-flux-oriented control 

rotor-oriented control 2, 17, 92, 99, 
102, 104, 116, 192, 202 

rotor slot harmonics 441-6 
rotor speed estimation see estimation 
rotor speed observer see observer 
rotor time constant 717 
rule-base 382, 384, 386, 524, 594 

salient pole machine 11, 80, 105, 
180, 641 

saliency effects 172, 202 
saturation (magnetic) 106, 167, 203, 

209, 426, 427, 441, 449, 605, 
624, 627, 641 

Scherbius cascade 351 
self-commissioning 228, 705 
self-organizing fuzzy-neural 

controller 398 
sensorless drives 24, 25, 123, 201, 401 
sensorless control 122, 201, 401; see 
also 

estimators; observers; open-loop 
estimators; open-loop integrators 

servo drive requirements 87 
Siemens 24 
slip angle 311 
slip compensation 404 
slip estimator 402, 405 
slip frequency 311 
slip-ring machine 329, 678 
slip-ring model 56, 58 
slot harmonics see rotor slot harmonics 
space vector equations in general 

reference frame 62-5 
space vector modulation 236, 479, 539 
speed estimator see estimator; 

open-loop estimator; observer 
speed tuning signal 457,458,460,464, 

465,468 
SRM waveforms 582; see also switched 

reluctance machine 
stability limit 362 
static converter cascade 351 
static inductance 607 
stator-flux-oriented control 2, 5, 110, 

265,334, 339, 346, 627 
stator magnetizing current 80; see also 

stator-flux-oriented control 
steady-state equivalent circuit 292, 293, 

483 
stepper motor 577 
subtransient 255 
Sugeno controller 177 
surface magnet 90, 117, 167 
switched reluctance machine (SRM) 

15, 18, 194, 575, 582, 587 
switching states 511 
switching table 22, 224, 230, 232, 244, 

257, 515, 517, 542, 543, 564 
switching vector selection see 

switching table 
synchronous machine 11, 87, 92, 105, 

122, 178, 180, 192, 194, 201, 
203, 237 

synchronous machine with electrically 
excited rotor 178 

synchronous reluctance machine 
(SYRM) 11, 15, 178, 192, 194, 
201, 203, 237 

Takahasi 3. 21. 521 

third-harmonic voltage 144, 201, 207, 
426, 433 

three-phase model 53 
time-discrete model 158, 484 

time lag 104 
torque angle 13 
torque capability 639 
torque control see direct torque 

control; vector control 
torque-controlled SRM 595 
torque matrix 67 
torque ripples 595 
transient analysis see analysis 
tuning of fuzzy controller 387, 389 
tuning of fuzzy-neuial controller 397 
two-axis voltage equations in general 

reference frame 65 

Vlf control 403,404 
voltage equations in general reference 

frame 62-5 
voltage equations in synchronous 

reference frame 66 
voltage limit curve 639, 640 
voltage limit ellipse 635 
voltage model 188 - 
voltage source inverter (VSI) 6, 224, 

237, 251, 294, 505 

white noise 159 
windowing 446 

uncontrolled rectifier 97 
Unidrive (universal drive) 27 Yaskawa 24 

vector control 2, 87, 90, 105, 122, 138, zero-crossing method 151 
144, 150, 154, 167, 176, 178, 192, zero frequency 451 
263, 304, 334, 353, 380, 393, zero-sequence 67, 110, 146, 148, 430, 
604, 641, 687; see nlso 431 
stator-flux-oriented control; zero vectors 237; see also space 
magnetizing-flux-oriented vector modulation; switching 
control; rotor-flux-oriented table 
control; rotor-oriented control 
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